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F. L. Devereux Retires

AFTER more than 40 years with Wireless World, including eight as Editor, F. L. Devereux
has retired. <A native of Birmingham, he became interested in wireless while at
school in 1913 and had the (then) rare distinction of being given lines for drawing a circuit
diagram in the flyleaf of his history book. He succeeded in building a crystal receiver,
including headphones made from wooden pill boxes, with which he could receive (in
Morse) the news bulletins from Eiffel Tower and recalls telling his parents that war had
been declared hours before the special editions of newspapers were on the streets.

In 1917 he went to Parkeston Quay, Harwich, as a laboratory mechanic in the Board
of Invention and Research engaged on anti-submarine methods, and in 1918 joined the
Navy as a midshipman (Anti-submarine Division).

For a period immediately after demobilization in 1919 he joined his father in the family
business as a manufacturing jeweller, but believing his potentialities to-be scientific rather
than artistic he was allowed to go to Birmingham University for three years where he took
a degree in physics. ‘

After toying with the idea of following his Professor’s advice to go into teaching, he
finally settled for what by now was clearly his abiding interest and in 1922 joined a
Birmingham firm then in process of diversifying into the new field of sound broadcasting.

" He supplemented his meagre income by writing weekly features on the technical aspects

of broadcasting for the Birmingham Post, which were subsequently produced in evidence
when he was asked to show just cause why he should not accept a post on the editorial
staff of Wireless World in 1923.

After a brief return to industry in 1924, during which time he continued to contribute
regularly to W.W., he rejoined the permanent staff and served for 30 years as an editorial
assistant. until he was appointed Assistant Editor in 1956 and Editor in 1957.

It is perhaps invidious to single out any one facet of his many contributions to the journal,
the large majority of which have been unsigned, but mention must be made of the series
of loudspeaker tests which he introduced in 1935 having built and calibrated an automatic
loudspeaker frequency response curve tracer. It can now be said that more than one
manufacturer submitted a prototype of a new loudspeaker for test before going into
production!

G. A. Briggs in his “Audio Biographies,” says: “ Although I have known F.L.D.
some twenty-five years, there has never been any “scratch my back and I’ll scratch

_ yours’ about the association. (You can’t work that way with reputable journals or good

audio writers.)” .

We wish him a long, happy and healthy retirement during which he will have more
time to enjoy his recreational interests, which include playing the viola, agriculture and
horticulture.

Mr. Devereux is succeeded as Editor by H. W. Barnard, who has been 40 years with
Wireless World, and Assistant Editor since 1959. T. E. Ivall, who recently returned to the
editorial staff after a few years’ absence, becomes Technical Editor. At the same time,
W. T. Cocking, who has been associated with the journal for 35 years and has recently
been Editor of Industrial Electronics, has been appointed Editor-in-Chief of both Wireless
World and Industrial Electronics.
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Field-effect Devices

By G. H. OLSEN,* B.Sc., A.M.1.LE.R.E.

LTHOUGH it has been possible for more than thirty
years to make field-effect devices in the laboratory,
it is only recently that the significant advances made

in semiconductor technology have enabled us to manu-
facture reliable units with useful characteristics. In an
early form (O. Heil’s patent—1935) the resistance of a
semiconducting layer could be varied by the application
of a varying voltage to an adjacent.control electrode. The
control electrode, although close to the semiconducting
layer, was electrically insulated from it. In those days
materials such as cuprous oxide and vanadium pentoxide
were used, whereas to-day we employ p- and n-type
silicon, cadmium sulphide, cadmium selenide and other
semiconductors known to the manufacturers of solid-
state devices. We have, in the field-effect transistor
(f.e.t.), a device of outstanding importance; and it is
not therefore surprising that in the last few years increas-
ing emphasis has been placed on research into the physics
and applications of such devices. It is, perhaps, not too

* Rutherford College of Technology, Newcastle-upon-Tyne,
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rash to predict the eclipse of the conventional transistor
in several applications.

The trend in the last ten years towards transistorizing
equipment has made us realize that the ordinary form
of transistor suffers from several disadvantages, the most
important being a low input-impedance. In conventicnal
transistors noise is an inherent problem that results from
the inevitable crossing of potential barriers by majority
carriers and the recombinations that occur mainly in
the base region. When using transistors in D.C. ampli-
fiers for low-level work, in the medical or biological
fields, for example, the oﬁ-set voltage is troublesome.
Readers will recall that when we use ordinary transistors
as choppers in d.c. amplifiers there is a small output from
the chopper amplifier even when there is no input. volt-
age. ' This output voltage, known as the off-set voltage,
results from the difference between the unequal voliages
that exist across the two p-n junctions within the tran-
sistor when the latter is in the “on” or conducting state.
Unfortunately the offset voltage is a function of tempera-
ture so that variations of ambient temperature give rise
to the introduction of a spurious “input” voltage.

Field-effect devices, as we shall see later, overcome
these disadvantages. The reverse-biased diode type of
f.e.t. has an input resistance of about 10'® ohms, whilst
the insulated gate types now under development have
input resistances approaching 10'* ohms with input
capacitances of less than 5 pF. Herein lies the most
important advantage of the field-effect transistor. Since,
in the f.e.t, current is carried by only one type of
charge carrier, and there are no potential barriers to
cross, these new devices have a lower noise figure than
ordmary transistors. In addition f.e.ts. have no off-set
voltage. This means that we can now combine the
desirable features of the thermionic valve with those of
a conventional transistor in a device that could be a
superior substitute for both in many circuit apphcatlons.

Basically there are three types of field-effect transistor,
namely, the reverse-biased p-n junction type, the insu-

 lated gate device based on a single crystal and the

GATE 2

ZFTI4

Vos=
smA-
=04V
=-08Y
-2V
=—16V
=20V
- 24V
' -2V
0 1o 20

DRAIN TO SOURCE VOLTAGE (Vpg)

1

~

3

>
T

I

DRAIN CURRENT (Ip)

IR il

4

WIRELESS WORLD, JUNE 1965



insulated gate version that uses a polycrystalline layer
of semiconductor.

The Reverse-biased Diode F.E.T.

This type of device was first proposed by Shockley’, who
called it a unipolar field-effect transistor because only one
type of charge carrier is used to carry the current. This
is different from a conventional bipolar transistor in
which both majority and minority charge carriers are
involved.

Fig. 1 shows schematically the construction of such a
device. A bar of n-type material has p-type impurities
introduced into opposite sides. These p-type regions
form the control electrode known as the gate. Between
the gate electrodes there exists a channel of conducting
material extending to ohmic contacts at the ends. One
end is called the source and the other end the drain.
Majority carriers (electrons in this case) may then flow
along the channel from source to drain between the gate
electrodes. ‘The source-to-drain current, Ip, for a given
source-to-drain voltage, Vbs, will depend on the total
resistance between the drain and the source. The resis-
tance is determined by the effective width of the channel
between the gate electrodes. The gate-channel junctions
are operated as reverse-biased p-n junctions. As the
reverse voltage is increased, the depletion layer is exten-
ded into the body thus reducing the effective channel
width and hence its conductance. It will be recalled
that the depletion layer is an insulating layer since, as the
term implies, this region is depleted of charge carriers.
Thus, we can modulate the source-to-drain current by
the application of varying gate voltages. Since the gate-
channel junction is operated as a reverse-biased diode,
the gate input resistance for silicon devices is extremely
high. As will be seen from Fig. 1, depletion layer thick-
ness is not constant in width along the channel. The
region of the gate nearer the drain will have a greater
reverse-bias voltage than elsewhere because of the volt-
age drop along the channel. The application of sufficient
reverse voltage reduces the effective channel width to
zero, and thus the current, Ip, is cut off. The channel
is then said to be “ pinched-off.” The minimum voltage
between the gate and source necessary to produce pinch-
off conditions is termed the pinch-off voltage, Vi.

Although improvements in transistor technology have
modified the physical arrangement used in the Shockley
transistor, the principle of operation remains unaltered.
The early Shockley types could not be made in commer-
cial numbers with the techniques available in the mid-
1950s. Now that the industry has mastered masking,
diffusion and epitaxial techniques for silicon devices, we
are able to manufacture f.e.ts with a reasonable degree
of reproducibility. Fig. 2 shows the physical form of a
modern f.e.t. taken from a Ferranti report.” The drain
characteristics for one of their commercially available
devices are also given. At the time of writing (Feb.,
1965), the cost of such devices is high (approaching £10
each for several manufacturers’ products). However,
such cost reflects the expensive research involved. Fun-
damentally, the devices are cheap to make; and with the
fast-increasing use of large numbers of f.ets lit is
expected that the cost will compare favourably with that
of conventional transistors.

Fig. 3(a) shows a circuit designed by Ferranti Ltd. for
the ZFT 12 field-effect transistor®. In order to test the
claims made for the device the circuit was assembled on
a piece of Veroboard* 2% in by 1 in. The gate electrode

* Trade name of Vero Electronics Ltd.
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Fig. 3(a)>. High input impedance circuit (Ferranti Ltd.).
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'(lSV Pk-to-pk)
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{15V pk-to-pk)

50ke/s SQUARE-WAVE
(15Y pk-to-pk)

Fig. 3(b). Oscillograms showing the performance of the amplifier
of Fig. 3(a) under the conditions described in the text.

was taken directly to a polythene-insulated terminal. The
output of the f.e.t. is taken wia a capacitor to the base
of a silicon n-p-n bipolar transistor. Heavy negative
feedback is used to increase the input impedance of the
complete amplifier. Ferranti claim for their circuit an
input resistance of 500 M, an input capacitance of
4.5 pF and unity gain. 'The resistors in the test amplifier
were ordinary 10% tolerance types. The amplifier was
found to have an input resistance of 490 M}, an input
capacitance of 10 pF (including the very short input lead)
and a gain of 0.99. The distortion at 1kc/s was too low
to be measured on a Marconi distortion meter when the
input voltage was 4V r.m.s. Clipping of sine waves was
not evident on the oscilloscope until the r.m.s. voltage
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reached 5.1 V. Fig. 3(b) shows the outward waveforms
obtained with an input sinusoidal voltage of 4 V r.m.s. at
1kc/s and square-wave inputs of 15¢/s, 200¢c/s, 1kc/s,
10kec/s and 50kc/s. The square waves had a pk-pk
voltage of 15V.

The Metal-oxide-semiconductor Transistor
Insulated Gate F.E.T.

An attempt to increase further the input resistance of
field-effect devices has resulted in a return to O. Heil’s
idea whereby the gate electrode is electrically insulated
from the conducting channel. The construction and
mode of operation is, therefore, significantly different
from che Shockley reverse-biased diode type. Although
only in the development stage at the moment, it seems
that this latest device will give a much improved per-
formance over the diode type.

There are several ways in which the insulated gate type
of transistor may be constructed. ILet us consider first a
prototype model of the kind made by Hofstein and Hei-
man.® Once this- type has been understood, modifications
can be easily appreciated. The main constructional fea-
tures are shown in Fig. 4(a). A p-type silicon body is
used as a substrate upon which are diffused two: heavily
doped n-regions in closely spaced -parallel strips along
the body. A layer of silicon dioxide some 1,000 A thick
is then thermally grown or evaporated on to the surface
using a mask to leave the n-type regions uncovered. On
the surface of the silicon dioxide insulating ilayer, and
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Fig. 4(a). An enhancement-type unit and typical
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"HEAVILY-DOPED

between the n-type regions, an aluminium layer is de-
posited, which acts as the gate electrode. This method
of insulating the gate is preferred to the use of a discrest
wafer of insulating material partly because of the thinness
that can be achieved, and also because a thermally grown
silicon dioxide layer passivates the silicon surface (i.e. it
reduces very considerably the density of surface traps).
Ohmic contacts are made to the n-regions (one of which
acts as the sink and the other the source) and also the
gate. By making the gate positive with respect to the
source, a positive bias exists between the gate and the p-type
body in the region of the source. Positive charge carriers
are repelled into the body and negative charge carriers
are attracted to the surface. At the body-silicon dioxide
interface there is thus induced an n-type layer of mobile
charge carriers. This layer connects the drain and source
resistively; it is often referred to as an inversion layer
because, on increasing the gate voltage from zero, the
channel, originally p-type, becomes intrinsic and then
finally an n-type layer is formed. Further increases in
gate voltage increase the number of electrons in the chan-
nel thus reducing the resistance between the source and
drain. If a voltage is now applied between the source
and drain, a drain current, Ip, will low. The magnitude
of the drain current can be varied by applying varying
voltages to the gate. Although the gate is positive no
current is taken by this electrode, since the silicon dioxide
acts as an excellent dielectric.

Input resistances of the order of 10! ohms have been
achieved in available British units; whilst the Americans
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characteristics; (b) A depletion-type device,
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S1.0;
CHANNEL S10,

Fig. 5. Alternative geometry for an insulated-gate f.e.t.
The heavily doped regions are shown dotted. ) .

are claiming up to 10'® ohms for some of their transistors.
We have therefore a solid-state device that is a close equiva-
lent to a triode insofar as it is a voltage-operated device
with a very large input impedance.

Insulated gate field-effect devices may be operated in
one of two ways, namely, the enhancement mode or in
the depletion mode, depending upon the form of con-
struction used. In the enhancement mode we have an
n-type channel between heavily doped n-type regions
with the gate extending across the entire channel as in
Fig. 4(a). The gate is forward-biased enhancing the
number of. electrons in the channel and reducing the
source-to-drain resistance. At zero gate voltage the num-
ber of charge carriers in the channel is very low and so
the drain current is effectively zero. One of the dis-
advantages of the enhancement type unit is the large
capacitance associated with the gate electrode. To over-
come this we may use an offset gate that does not cover
the whole of the channel. Normally this would produce
a very high resistance in the channel region not influenced
by the gate. However, by suitable doping, a channel may
be produced that has appreciable conductivity at zero
gate voltage. Such a transistor would be a depletion
type and have the drain, source and channel regions all
of the some conductive-type material although the drain
and source regions are still heavily doped. The gate
voltage must then be driven to some negative value
before the drain current is zero. Fig. 4(b) shows the
cross-section of this type of unit together with typical
characteristics. It will be seen therefore that the pinch-
off voltage, V,, for a given transistor .may be positive,
zero or negative depending upon the construction. In
practice it is difficult to determine just when the drain
current is zero so V, is defined as that voltage that reduces
the drain current to some specified low value (say 10 to
20pA).

Fig. 5 shows an alternative geometry. Some manu-
facturers (e.g. Ferranti and Mullard) make a fourth con-
nection to the substrate creating a four-terminal device.
Many workers are now exploiting f.e.ts., and since
several applications have been published, they will not be
repeated here (see for example the article by F. Butler
in the February 1965 issue of the Wireless World, corres-
pondence in the following month’s issue and also the
Mullard booklet on their 95 BFY f.e.t.).

T(hin)-F(ilm) T(ransistors)

Conventional transistors, and those field-effect types
so far described, depend for their successful action upon
mechanisms within single crystals that have been suitably
doped, polycrystalline material being clearly unsuitable.
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However, a new type of amplifying device, that may
loosely be called a transistor, has been described by
Weimer." A microcrystalline layer of semiconductor has
been used as a channel; and it is claimed that when low
resistance contacts are made to the film, thus forming
source and drain electrodes, a device is obtained that has
a voltage amplification factor greater than 100, an input
impedance of greater than 10° ohms shunted by 50 pf,
gain-bandwidth products in excess of 10mc/s and
switching speeds of less than 0.1 sec. So far as the
writer is aware these units are not available from British
manufacturers, but if the claims made for the device are
realized in units that can be easily reproduced on a com-
mercial scale, then a potentially cheap and popular tran-
sistor will be added to the range already available.
Development is being pursued feverishly and already
Weimer, Shallcross and Borkan,” with an improved elec-
trode arrangement, have raised the input resistance to 10*°
ohms and extended the gain-bandwidth product to 25
mc/s. -
Cadmium sulphide was chosen by these workers for
the semiconducting film, presumably because a good deal
is known about the solid-state physics of this material as
well as the technology associated with its deposition in
thin films. Fig. 6 shows diagrammatically the coplanar
electrode form of a thin-film transistor (t.f.t.). A poly-
crystalline n-type CdS layer, a fraction of a micron thick,
is deposited on an insulating substrate; and evaporated
aluminium contacts are made to form the source and
drain. The length of these electrodes is about 2 to 5mm,

POLYCRYSTALLINE CdS FILM Si0,0R OTHER INSULATOR

SOURCE DRAIN

7

INSULATING - SUBSTRATE

Fig. 6. A coplanar electrode arrangement of a thin-film transistor.

and they are spaced about 10 microns apart. An insulated
gate is then formed in the usual way, the insulator being
about .500 A thick. Insulating materials found to be
satisfactory are silicon monoxide and calcium fluoride. As
in the f.et. described earlier, the presence of the
insulating layer permits positive biasing of the gate with-
out that electrode drawing current of any great magni-
tude. Typical drain characteristics exhibit the pentode-like
characteristics of the f.e.t.

There are no prizes for guessing that the way in which
this type of transistor works is more complex than those
field-effect devices that rely on single crystals. In fact,
the mechanism whereby the gate modulates the drain
current is not yet fully understood. The picture is cer-
tainly complicated by the fact that the semiconducting
layer consists of many small crystallites thus introducing
the complications of grain boundaries and surface defects.
The t.f.t. is a majority-carrier device in which the appli-
cation of a voltage to the gate brings about the injection
of majority carriers into the semiconductor via the source
electrode. Many charge carriers are held by the surface
traps and other immobile sites; and those that are not so
held contribute to the density of mobile carriers. Increa-
sing the gate voltage in an enhancement type unit
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increases the density of carriers thus increasing the
channel conductivity. The surface conductivity can alter-
natively be reduced by decreasing the gate voltage in
which case the device is being operated in the depletion
mode. In this latter case, reduction of the gate voltage
. from zero depletes the surface of mobile charge carriers.

For the types of construction that yield useful tran-
sistors, the field-effect is, of course, the dominant
mechanism. Fig. 7 shows the characteristics that are
obtained in one type of unit. The slow initial rise of drain
current with gate voltage supports the theory that surface
traps and states are being filled. As, however, the bias
voltage is increased, the typical saturation and spacing
characteristics of field-effect experiments are obtained.
Such saturation effects are not always obtained in experi-
mental units, however, owing to faulty construction and
the effect of source-drain contacts. There is certainly
still much to learn about the physics and technology of
this device. In particular, we may note that cadmium
sulphide is not the only semiconductor suitable for
tfts.  Although it is necessary to use a wide-gap
semiconductor such as CdS in order that the resulting
high resistivity avoids the shunting of the channel by the
bulk of the material, other materials may prove to give an
improved performance.

No one can doubt that these new field-effect transistors
are very important additions to the range of solid-state
electronic devices. Apart from the advantages already
mentioned, we can easily see that the geometry of these
new devices lends itself admirably to their incorporation
in micromodule systems. With conventional bipolar
transistors the current flow is perpendicular to the sur-
faces, whereas with the new active devices the electrodes
can be brought out in a direction parallel to the substrate.
Now that thin-film resistors, capacitors and inductors can
be readily produced, it is particularly advantageous to
have a thin-film transistor that can be fabricated by the
same techniques. The advantages of thin-film circuits
have not in fact been fully realized to date largely because
of the lack of an active device such as the thin-film tran-
sistor, We shall certainly in the future be hearing much
more about the incorporation of f.ets and t.f.ts into
solid-stage circuitry, and in other circuits where the
conventional transistor has not proved wholly satisfactory.
Engineers brought up on thermionic valves will be parti-
cularly interested in having a solid-state voltage operated
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device that permits operation at high input impedances
with very low noise levels. Those concerned with the
design of integrated circuits will welcome such features
as the direct-coupling possible because the control elec-
trode of an insulated-gate device can be operated with a
positive bias; the relative immunity from radiation effects
(because f.e.ts operate with only one kind of charge
carrier); and the elimination of temperature compensating
circuitry due to the fact that these new devices are not
very susceptible to changes in ambient temperature.
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Information Theory and
Pulse Communication

By D. N. TILSLEY,* B.Sc., Grad.Inst.P., A.M.LE.R.E.

NFORMATION Theory, or Communication Theory
as it is sometimes called, can be applied to almost
everything from music and poetry to the sense of

smell. But:it was developed by communications engineers
and it is most relevant to us as communications engineers,
since it enables us to take a very wide view of our subject.
1t was given its present elegant and comprehensive form
by C. E. Shannon over fifteen years ago, but the basic
ideas have evolved gradually over the last century.
The full theory is difficult even for mathematicians, but
the principles can be readily understood.

Information is transmitted by some quantity assuming
different values in succession. Ordinary conversation is
effected by our varying the air pressure in talking;
some insects probably communicate by waving their
antennae. But electrically, information is usually trans-
mitted by a varying voltage or current. In all forms of
communication something must change its value or level.

There are two very important and fundamental limits
to the quantity of information which can be transmitted
in a given time:

(1) There is a limit to the number of different levels
which may be distinguished.

(2) A finite time is needed for the quantity to change
from one level to another.

A wall chart could be made showing a column of the 26
letters of the alphabet, and words could be spelled out by
a pointer indicating one letter at a time. Why could not
this chart be printed with all the words of the dictionary,
or even all the 10* possible sentences? This surely would

speed up communication.

" Quite apart from the limit due to the size of the carbon
particles in printer’s ink, the end of the pointer would be
subject to small erratic movements which would cause
uncertainty as to which level was intended. In every
system there are small unpredictable random variations
which are called noise. Sound is transmitted by air
pressure and ultimately this is due to the bombardment
of the individual molecules of which the air is composed.
Similarly an electric current is the flow of electrons, and
they too are subject to random movements. In general
it will be very difficult to distinguish between levels
differing by less than this random noise level. (It is
interesting to note that our senses can operate down
almost to the body’s noise level. If you shut your eyes
in a dark room you can see countless minute pin points
of faint light: listen intently and you can hear a faint
rushing noise.)

Noise is responsible for our first limit: we cannot use
too many levels. In telegraphy and data transmission
frequently only two levels are used—on and off, and then
transmission in the presence of noise is possible with very
few errors, since the receiver has to distinguish only
between * signal” and “no signal.”

* Borough Polytechnic, London, S.E.1.
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How much information can be transmitted by a single
signal which may be at any one of N levels? The usual
unit of information is the binary digit or “ bit.” " A single
answer which must be either * yes > or ¢ no ” provides one

““ bit” of information. (This is strictly true only if the

answers “ yes > and “no ” are equally likely.)

If there are four possible levels, 0, 1, 2 and 3, then
which level is intended could be fixed by the answers
to two “yes or no” type questions, such as “Is it
greater than 1?” “ Yes.” “Is it No. 2?” “ No.” There-
fore the required level must be No. 3. Similarly, to fix
which of 8 possible levels is intended requires 3 bits,
16 levels need 4 bits and 32 levels need 5 bits. Now
4=22, 8=23, 16=2% and 32=25. The number of bits of
information contained in the knowledge that a signal is
at a particular level, when it could equally likely be at
any one of N possible levels, is log, N bits. To apply
this to an electrical system, we will assume that the input
signal power is P, and that the input noise power is P,
so that the total input power is P,+P,. Voltage levels
differing by less than the noise voltage cannot easily be
distinguished and so, since veltage is proportional to the
square root of power, the greatest number of distinguish-

P.+P
able levels is A/ LP}_—Z‘ A single signal transmitted

n

. . . . .. P
over a system in which the signal-to-noise power ratio 1s ITS
n

will therefore be capable of containing up to 1082/ £ s;_ L
n

P\¢? )
=log, {1+=°) = % log, 1+E) bits of information.
P, P,

The second fundamental limit would be attributed by a
mechanical engineer to inertia: the pointer on our wall
chart cannot jump instantaneously from one level to
another. We electronics engineers think of rise and fall
times as due to capacitive and inductive circuit ele~
ments. Circuits with a fast risetime will also respond
to the fast variations of high frequency sinewaves, and
really “ risetime > and “ bandwidth ”” are just two different
ways of looking at the same thing.

Fig. 1. Showing that risetime in a circuit is approximately half the
period of the sinewave of the maximum frequency to which the circuit
will respond.
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If a circuit can respond to all frequencies up to f, then
the risetime will be approximately one half of the period
of the sinewave of this frequency, that is, the risetime will
be 1/(2f). Fig. 1 shows a dotted sinewave of the highest.
frequency to which the circuit responds, and the thick
line shows that this is equivalent to a risetime of one half
of the complete period.

Since the time required to change from one level to
another is 1/(2f), we can have 2 changes in level effected
in one second when the bandwidth is f ¢/s. This is not
really a proof, and there are the difficultics of how we
define risetime and bandwidth. However, the final result
is true and is capable of rigorous proof: we have merely
shown that the result is a very reasonable one.

. . (P
Since each change of level can provide .}Iogztl §-PAS

N H
bits, the theoretical maximum rate of transmission of
information over a channel of power signal-to-noise

. P, . .
ratio " and bandwidth f cycles per second it

P,
P, P\ ..
2f < Hlogy {1+=7) = f logs|1--=%) bits per second.
P, P,

Although it had been realized for a long time that a
high rate of information requires a wide bandwidth and a
good signal-to-noise ratio, this very important equation,
due to Shannon, provides a quantitative relationship.

There is one more piece of theory to be glanced at
before considering the application of all this to pulse
communication. It is the Sampling Theorem and it is
fundamental to all pulse communication systems, such as
pulse amplitude modulation (p.a.m.), pulse width modu-
lation (p.w.m.), pulse position modulation (p.p.m.) and
pulse code modulation (p.c.m.).

The information to be transmitted is usually a continu-
ously varying quantity, such as the output from a micro-
phone, but pulses are discrete and separate. So in pulse
communication systems the continuous a.f. output from
the microphone (suitably amplified) is *sampled ” as
shown in Fig. 2. Pulses are thus obtained whose height or
amplitude is equal to that of the a.f. waveform at the
instant of sampling. k

This sampling process is the first step in all pulse
systems. One might think that it is bound to result in
some loss of information, but this is not necessarily so, and
the Sampling Theorem states that if the highest frequency
present in the a.f. waveform is f, then no information
need be lost if at least 2f samples are taken per second.
To illustrate this let us imagine that a cine film is being
made of a swinging pendulum. If one frame or * shot
were taken for each complete cycle, the resulting film
weuld give the wrong impression and the pendulum
would appear stationary. It would be essential to take at
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Left: Fig. 2. Pulses of varying amplitude resulting from sampling a
continuous a.f. waveform.

Below: Fig. 3. (a), (b) and (c) show the a.f. waveforms from three
channels A, B and C. They are sampled in turn and (d) shows them
arranged for p.a.m., t.d.m. The pulses marked A;, Ay A; . . . are the
samples of waveform A, and those marked By, By, By . . . represent
waveform B, sampled a microsecond or so later. (e) shows the pulses
marked Ay, Ay, A,y . . . extracted, and the dotted line indicates the
waveform which could be derived from these pulses, and which
should be identical with that of (a). Similarly pulses B,, B, etc..
could be extracted and made to furnish the waveform of (b). Many
channels may be multiplexed in this way, each set of pulses, A,
B,, C,, being preceded by an easily recognized synchronizing pulse,
probably of much longer duration. " This simplifies the sorting out of
the multiplexed pulses at the receiver: the first pulse after the sync
pulse is an A, the second a B, and so on.

A/ e

The
B\ (b)
c\/ “
| 1

H ” H H (@)

MCBCG Ay By G Ay By G
_///,"-
///
g * ()
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least two frames for each complete period of the pendulum.

Generally for a sinewave if we know the amplitude at
two instants in the cycle, we can reconstitute the original
waveform. The possible objection that we do not know
its shape, and that there might be a *“ wiggle ” in it, is
not a valid one, for this implies that there is some com-
ponent of higher frequency present. (In a way the
Sampling Theorem is the converse of the previous
theorem that 2f changes in level can be transmitted in
one second over a bandwidth of f c/s.)

This sampling rate of twice the highest frequency
present is called the Nyquist Rate. The a.f. waveform is
first passed through a low-pass filter with a sharp cut off:
for speech this might be designed to eliminate frequencies
above 3.4kc/s. This waveform could then be sampled
at 8 ke/s or perhaps 10 kc/s. (6.8 ke/s would not be
suitable, since no filter can have an infinitely sharp cut-off.)

The resulting samples might be transmitted along a
line, in telephony, or used to modulate a radio frequency
carrier, in radio transmission: this is pulse amplitude
modulation. Usually several separate channels, each from
a different telephone conversation, are  multiplexed”” on
a time basis and transmitted over a single line or radio
link. This is called time division multiplex (t.d.m.) and
1s shown in Fig. 3 for p.a.m.; the other pulse systems
which we will consider later ars also usually multiplexed
in this manner.

P.a.m. is a relatively simple system, but it gives no
protection against noise. Any noise superimposed on
these pulses during transmission will appear as noise on
the reconstituted waveform in the receiver output. Pulse
width modulation gives much better protection. In this
system pulses are transmitted whose width is proportional
to the amplitude of the samples. Fig. 4(a) shows a wave-
form as it would be transmitted by p.a.m., and (b) shows
the corresponding p.w.m. waveform.

Suppose now that the received pulses have noise
superimposed as shown in Fig. 5(2). The information is
contained in the width of the pulse, and the noise sprout-
ing on top of the waveform does not affect this. We may
not know the true amplitude, but the width can be found
exactly. If desired the noise can be eliminated by slicing
off the top and the bottom of the waveform, and no noise
would be detectable in the receiver output.

So it seems that we have beaten Shannon’s formula,
since it appears that we have eliminated noise. But we
have considered an ideal pulse of zero rise and full times.
If we draw an actual waveform such as in Fig. 5(b) it can
be seen that the width of the pulse is slightly influenced
by the presence of noise on the rising and falling sides of
the pulses. The steeper their slopes the better protection
against noise the system will give, but steep rise and falls

necessitate a wide bandwidth for their transmission, and

we are thus exchanging bandwidth for signal-to-noise
ratio. In fact the rate of transmission is very much less
than the theoretical maximum rate derived from Shannon’s
equation.

Really the only information.in p.w.m. is contained in
the starting and finishing times of the pulses and it is
unnecessary to keep the transmitter radiating uselessly
during the uninteresting flat top of the pulse. It need
give out only a very short sharp pulse defining the
beginning and another one defining the end of the width
modulated pulse. The width modulated pulse could be
made up at the receiver; for example the initial pulse
could trigger a bistable circuit “ on ” and the final pulse
could cause it to revert to its < off ” condition.

In fact if the starting time of each width modulated
pulse were known, by deciding, for example, that the
pulses should start at 10us, 20us, 30us, etc. after a
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(2)

(0)

Fig. 4. (a) Transmission of a waveform by p.a.m.; (b) transmission
of an identical waveform by p.w.m. -

()

(b)

Fig. 5. Noise superimposed on (a) ideal pulse with zero rise and fall
times; and on (b) actual pulses in a practical system.

synchronizing pulse, then all that need be sent for each
width modulated pulse would be a very narrow pulse
defining its back edge. Thus the transmitter would be
off for most of the time and the mean power would be
very low compared with the peak power radiated. This
is pulse position modulation. To define the exact position
of the back edge a pulse of very short risetime is required:
if it is sloping then noise in the system will introduce
uncertainty as to the intended position. P.p.m. is suit-
able for microwave transmission. Such transmitters can
be pulsed in this way, and often the wide bandwidth
necessary for the very fast risetime pulses can be tolerated
at microwave frequencies.

Most advanced and efficient of the pulse communica-
tion systems is pulse code modulation. Here again the
first step is sampling and obtaining amplitude modulated
pulses as in p.a.m. But now the amplitude is measured
and encoded. Suppose the amplitude of these pulses can
be anything between 0 and 31 volts, and that at a particular
sampled instant it is 25.29 V. This is next approximated
to the nearest level and, assuming that we have 32 per-
mitted levels, each one corresponding to a whole number
of volts,*this will give us 25 volts. The number 25 is
expressed in binary form as 11001. A train of five pulses
representing this number is radiated from the transmitter:
amplitude modulation could be used, giving “ on-on-off-
off-on.” (Actually the order of sending these digits is
nsually reversed, so that 10011 would be sent: the reason
for this will be given later.)

The important idea is that, provided the receiver is
able to distinguish between a 0 and a 1, no information
is lost. The pulses received may be distorted and almost
submerged in noise, but provided they are distinguishable
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as intended pulses then the receiving apparatus can
decode them as meaning 25 volts. The process of having
a definite number of levels and then approximating the
amplitude of the sampled pulse to the nearest level is
called quantizing, and this introduces a small error which
shows itself as quantizing noise. If the number of levels
is large, such as 64 or 128 (needing a 6-digit and a 7-digit
code respectively) then this quantizing noise is very
smali indeed. (There is no reason why the levels must be
equally spaced, and a logarithmic spacing with more levels
for the low voltages and fewer for the peaks may be
preferable.) .
Apart from the quantizing noise no noise is introduced
during transmission.. Provided that the signal received in
the presence of noise is capable of being identified as
either “ pulse ” or ““ no pulse,” the pulses might be used.
to trigger a monostable flip-flop which could then furnish
a neat and tidy waveform for retransmissicn. Repeater
stations can thus transmit a regenerated pulse waveform
on to succeeding repeater stations. Thus p.c.m. signals
can be handled by a long chain of repeaters or links with-
out any degradation of signal or introduction of ncise.
You may think that this is very ingenious but feel that

the decoding apparatus must be very complicated,
requiring a computer to construct a pulse whose height
is proportionai to the number represented in binary form
by the train of pulses. In fact the basis of the decoder
is merely a capacitor and resistor in parallel, the time
constant CR being such that the voltage across the
capacitor decreases to one half of its initial value in the

time between successive pulses in the train. In twice this
time the voltage across the capacitor will have fallén to
one quarter, and in three times this interval of time to
one-eighth, Considering our 32-level system which uses
a 5 digit code, the voltage across the capacitor at the end
of the train of 0 and 1 pulses will be th of the peak
voltage of the first pulse -}~ }th of that of the second + }
of the third, -~ % of the fourth - the voltage of the final
pulse. The time constant provides just the correct
weighting for the digits.

We considered level 25, which in binary form is 11001:
it was mentioned that these digits are usually transmitted
in the reverse order as 10011. Suppose these digits are
received and amplified so that the 1s have an amplitude
of 16 volts, then the final voltage across the capacitor
will be

1,0 0 1 25
16[16‘8 Fyty ] 16><16 25 volts.
Tty it with 9 which is 01001 in binary form, or 28 which
is 11100. These must be sent, of course, as 10010 and
00111 respectively. This delightfully elegant decoder is
also due to Shannon. :

Perhaps these pulse systems seem artificial. Burt while
you have been reading this your brain has been receiving
information from all your senses, and the method of
transmission to the brain is by coded pulses. Pulse
communication is the usual method in the nervous
system, so that, far from being artificial, pulse systems
are copying nature,
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Semiconductor a.c. switching

highly resistive state (10 MQ) to a very

DEVELOPMENTS

corrosion. Various metal coatings have

device

A DEVICE known as “Quantrol” in
this country and “Ovonic” in the
U.S.A. is under development in a num-
ber of countries to evaluate its poten-
tiality as an a.c. circuit element in

switching and in applications involving a
threshold.

voltage The bidirectional

oV/cm
somA/cm

HORIZONTAL SCALE
YERTICAL SCALE

Fig. 1.

two-electrode device is made from a
three-part semiconductor alloy and when
a given threshold voltage is exceeded a
filamentary breakdown occurs through
the alloy.

On breakdown (which may be from
20 to 110V) the devices change from a

N
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low resistive state (see Fig. 1) and in
this state can pass up to 0.5A. A
typical device has a breakdown poten-
tial of 70 volts and when this is ex-
ceeded the voltage across the device is
reduced to a few volts in approx. 10 nsec.
On removing the voltage, the non-con-
ducting state is returned. However,
three-electrode devices have been de-
veloped in the U.S.A. which can be used
as memory elements with two stable
states,

“Ovonic” is under development by
Encrgy Conversion Devices Inc. and in
this country as “Quantrol” by Elec-
tronic Machine Control Ltd., Bromley,
Kent,

Improving printed circuit
soldering

Research is in progress at the Inter-
national Tin Research Institute (Fraser
Road, Greenford, Middlesex) into the
improvement of the soldering process
in connection with printed circuits. The
object of the present investigations is to
find coatings suitable for application to
printed wiring boards to provide the
highest level of solderability and pro-
tection of the copper conductors against

been applied by electro-deposition, a
fused 60/40 tin-lead alloy was applied
by roller-coating and some coatings
were applied by chemical replacement
(“electroless ” plating).  Solderability
was determined by a “ wetting time”
test and the “area of spread” test and
also environmental and storage tests
have been made. Some of the conclu-
sions of the tests are contained in the
1964 Annual Report.

Thin coatings of pure and alloyed
gold 0.25-0.5 microns thick did not im-
prove the spread of solder, gave only a
temporary protection and, as might be
expected, caused the solder to become
embrittled. Increasing the thickness to
2.5-5 microns showed little or no im-
provement, Rhodium and palladium
coatings were inferior to gold. Poor
area of spread and excessively long wet-
ting times were obtained with tin
chemical plating. .

Electro-deposited tin and tin-lead
alloy layers of 5 microns in thickness
were wetted instantly, even after stor-
age treatments, and the area of spread
was fully adequate. However, if printed
boards can withstand the temperature,
hot-dipped tin coating is to be pre-
ferred.
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