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Section I: Study Overview
Arbitron Replication II: A Study Of The Reliability Of Radio Ratings

Introduction

Arbitron Radio audience data are used by advertisers, advertising agencies, station general managers and programming directors, and others to make critical decisions concerning the radio medium. This report is extremely relevant to all persons who use Arbitron Radio audience data because it provides the answers to such questions as:

- How reliable are Arbitron Radio audience ratings and projections?
- If Arbitron had used a different sample of persons, how much different might the reported audience have been?
- Can a simple method be devised to determine the margin of statistical sampling error in any given audience estimate?
- How confident can one be that a reported audience increase or decrease between two Arbitron surveys represents a real change and not just "statistical bounce"?

To answer these types of questions, Arbitron commissioned a special study that cost hundreds of thousands of dollars and took two years to complete. In addition to making an overall reliability evaluation, the study resulted in the development of a new, quick and easy method for determining the reliability of any audience rating or projection published in Arbitron Standard or Condensed Local Market Radio Reports. With the concurrence of the Electronic Media Rating Council (formerly The Broadcast Rating Council), the new "Reliability Procedure" was introduced in the Fall 1981 Reports.

Chapter 1 of this document presents a non-technical overview of the objectives, methods and findings of the Arbitron Replication II study. Examples illustrating how the results of the study may be applied as an aid to decision making are given in Chapter 8. The remaining sections are designed to give researchers an in-depth knowledge of
the statistical concepts, study design and research methods used in this special study. These sections are necessarily more technical in nature. We believe that the more accurate and easier to use reliability information provided by Arbitron Replication II represents a major contribution to users of Arbitron radio audience data. It should prove invaluable to all who use Arbitron radio audience ratings and projections in making programming and buying decisions.
Chapter 1

Study Highlights

A. Background

Arbitron Replication II: A Study of the Reliability of Radio Ratings is a special study that was initiated by Arbitron in the winter of 1979 and completed during the fall of 1981. Its completion represents, for the broadcast industry, a major breakthrough in measuring and calculating the reliability of Arbitron Radio Ratings.

This new study is another major research effort by Arbitron in evaluating the reliability of broadcast audience ratings through a sophisticated technique called "replication." A previous study\(^1\) completed in 1974, focused primarily on television ratings, but it also included a pilot investigation of the reliability of radio ratings. Replication II represents the next logical step in this fundamental research—a full-scale study devoted entirely to examining the reliability of radio ratings.

The necessity of the full scale study was apparent from the pilot. The pilot indicated that more sophisticated methods than simple textbook formulae or even the Arbitron Nomograph Procedure must be applied to yield accurate estimates of the reliability of radio audience estimates. Against that background, the purpose of this study was: (1) to evaluate the reliability of Arbitron ratings, and (2) to develop a new, quick and easy method for reliability determinations.

B. Quality of the Study

Costing Arbitron hundreds of thousands of dollars and taking two years of research effort to complete, Replication II is one of the most complex and important undertakings of its kind. Its importance is reflected in the fact that Arbitron contracted a well-known expert in

\(^1\)Arbitron Replication; A Study of the Reliability of Broadcast Ratings.
the field of survey sampling, Dr. Martin R. Frankel, as a statistical
consultant to design the study together with Arbitron's Vice President
of Statistical Services, Michael G. Occhiogrosso. Overall guidance for
the project was provided by Marshall L. Snyder, Arbitron's Vice
President and General Manager of Product and Research Services.

In Replication II, Arbitron applied the latest statistical advances in
survey sampling methodology to empirically determine reliability
levels for radio ratings. Using a technique called "Jackknife Replica-
tion," Arbitron analyzed the reliability levels for more than one
million of its published audience ratings for radio. From these exten-
sive analyses, a new mathematical model and a new method for deter-
mining the reliability of radio ratings were developed. Significantly,
to Arbitron's knowledge, this new method is substantially more
sophisticated than any other currently in general use by commercial
research firms or governmental bureaus such as the U.S. Census.

C. Key Findings

The two stated objectives for the Replication II study were success-
fully achieved. Key findings are summarized as follows:

1. Ratings Are Significantly More Reliable — Across the more than

one million published audience estimates examined in the
Replication II study, it was found that the formerly used
Nomograph Procedure overstated the size of the actual sampling
error of Arbitron Radio Ratings by 24% on average. This find-
ing means that Arbitron's radio audience estimates are much
more reliable (that is, have smaller sampling error) and can be
used with greater confidence than previously thought.

2. Effective Sample Bases Are Larger — Another important

measure frequently used by broadcast researchers to gauge
reliability is the quantity called Effective Sample Base (ESB).8

In terms of this index, the Replication II study found that

8 For textbook simple random samples, reliability is, in great part, dependent upon the
size of the sample used for the survey: the larger the sample, the greater the reliability
of the survey estimates. The ESB value is an analogous measure frequently used by
Broadcast Researchers to gauge the reliability of complex surveys. The ESB is an ad-
justed sample size value. It takes into account the influence on reliability of such fac-
tors as sample stratification and weighting, which impact complex survey designs such
as Arbitron's. The larger the ESB, the greater the reliability of the survey estimates.
Arbitron's average Effective Sample Bases are 53% higher than previously reported. Again, this means that Arbitron radio report users can have more confidence in the reliability of published ratings than was previously believed.

3. Reliability Varies Significantly By Several Factors And Must Be Determined On A Custom Basis For Each Local Market Radio Report — The Replication II study found differences in reliability by estimate types (e.g., Cum vs Average Quarter Hour estimates), by region (Metro, TSA and ADI), and by demographic group (e.g., Males 18-34 versus Total Persons 12+). Furthermore, there exist influences on reliability, such as sample sizes and sample weighting adjustments, that are unique to a particular market and report. As a result, Arbitron concluded that reliability ( sampling error) parameters must be custom-determined for each Local Market Radio Report and its regional, demographic and estimate type groupings.

4. New Highly Sophisticated Radio Reliability Model Needed To Determine Reliability More Accurately — To reflect the varying influences on reliability as measured in the Replication II study, Arbitron developed a new highly sophisticated mathematical model (formula) for determining the reliability of radio audience ratings and projection estimates. The new Radio Reliability Model represents a substantial benefit to broadcasters and advertisers because sampling error estimates can now be determined with significantly greater accuracy than was previously possible.

The Electronic Media Rating Council has reviewed the new Radio Reliability Model and, with the Council’s concurrence, the improved procedure was introduced beginning with the Fall, 1981 Standard and Condensed Local Market Radio Reports. The Electronic Media Rating Council is planning to complete future independent testing of the new Model and may suggest further refinements which may be incorporated in future reports.

5. Reliability Can Now Be Determined With Greater Ease and Speed — To determine reliability accurately requires a complicated mathematical model. However, despite the complexities of the new Radio Reliability Model, Arbitron has devised a unique method that relieves the report user of the need to make complex calculations. This method permits Arbitron to perform the burdensome calculations that must be custom-generated fo
every individual survey and local market report so that the report user needs only to perform a simple two-step arithmetic procedure.

For the report user, the new procedure consists simply of selecting an appropriate value from each of two reference tables and dividing the value from Table A by the value from Table B to obtain the size of the "sampling error" for any published audience rating. The Table A and Table B values are now supplied by Arbitron (along with instructions on how to use them) in every Standard and Condensed Local Market Radio Report beginning with the Fall, 1981 survey period.

Appendix A contains an example of an actual Table A and Table B that appeared in the Fall 1981, New York Local Market Radio Report. Note that the values for Table B are individually, custom-derived for each market and report period; hence, the values in Table B will vary from report to report. The Table B shown in Appendix A is for illustrative purposes and the values shown in it do not universally apply to every Local Market Radio Report. Table A, however, is universal; the values in Table A will be the same across all Arbitron radio reports.

D. Benefits to Report Users

Accurate and easily available information about the reliability of an audience rating or projection is important when the rating or projection is used to help make a radio programming or buying decision. Such information can help minimize the chance of drawing inappropriate conclusions from the survey results because it serves as a basis for deciding how much allowance should be made for the possibility of random statistical error (or "statistical bounce" as some prefer to call it).

For example, when an increase in a station’s rating is observed from one report to the next, it is important to know the likelihood of whether this increase is “real” or just due to “random sampling error.”

There are a number of specific ways in which report users can apply the information provided by the new Radio Reliability Model. In Chapter 8, specific examples are given illustrating how reliability calculations may be used as an aid to decision-making in several situations.

It must be noted that Arbitron has not changed its basic methodology for producing radio audience estimates. The new relia-
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Reliability procedures affect only the user’s ability to assess easily and accurately how reliable the audience estimates are.

E. Summary

The Replication II study successfully accomplished its two major objectives. The study evaluated the actual reliability levels of Arbitron’s published radio audience estimates and determined that they are significantly more reliable than had been previously indicated by the approximation procedures formerly used for gauging reliability. This evaluation made it possible to quantify the combined effects of various key factors that influence reliability. As a result, Arbitron was able to develop a highly sophisticated new Radio Reliability Model which offers two benefits to report users:

1. Greater accuracy in determining reliability
2. Improved ease and speed in making reliability calculations.

The Replication II study is indeed, a success, and Arbitron would like to thank the Electronic Media Rating Council for its encouragement and guidance in this project. Believing strongly that users of radio ratings will be greatly aided by the new procedure, Arbitron urges them to become familiar with its value as a significant tool in rating analysis.
Section II: Study Details
Chapter 2

Background

A. Arbitron Annually Publishes Millions of Estimates of Radio Audience Sizes

Through the course of each calendar year, Arbitron publishes many hundreds of syndicated Local Market Radio Reports. These reports contain various types of estimates of radio audience size. For example, some estimates are given in terms of “projections” (defined as the number of listeners), some are given in the form of “ratings” (defined as the number of listeners expressed as a percentage of the population), etc. The audience estimates are reported by individual stations for a large number of different Daypart, Age/Sec, and Geographic groupings. A single Arbitron Local Market Raco Report may contain as many as 200,000 or more different audience size estimates. Across all Local Market Radio Reports, Arbitron produces about forty million audience size estimates annually.

B. Radio Audience Estimates are Based on Samples

Important programming and buying decisions are made on the basis of Arbitron audience estimates. Hence, Arbitron strives to produce estimates that are as accurate as practical, and seeks continually to improve its methods for generating audience estimates. Arbitron’s audience estimates are based upon surveys conducted among “samples” of persons. As a result, radio audience estimates (like all survey estimates) are subject to inherent error due to the fact that different samples will tend to generate somewhat different results. The margin of possible error due to this factor is commonly referred to as

---

1In addition to its syndicated Local Market Radio Reports, which are the focus of this document, Arbitron also provides the broadcast industry with many special types of radio reports, as well as reports that measure television audiences.
Sampling error and reliability are conceptual terms. The actual size of the sampling error in numerical terms (e.g., 300 persons, or ½ of a rating point) is measured by a statistical quantity called the "standard error." The standard error quantity can be used to ascertain upper and lower bounds about the published audience estimate to produce a "confidence interval" within which the audience size would be expected to fall if the entire population frame used by Arbitron (instead of a sample) were surveyed under the same conditions.

For example, suppose a station had a reported Metro Survey Area rating of 1.0 among Men 18+ for the average quarter hour during the weekday morning drive time 6AM-10AM. Based upon knowledge of the size of the standard error, a 90% confidence interval of 0.8 to 1.2 could be calculated as the lower and upper boundary values for the rating. This would inform the user that there is a 90% likelihood (9:1 odds) that the particular station’s published rating could be as low as 0.8, or as high as 1.2, if the total population frame from which the sample were drawn had been surveyed by Arbitron under identical conditions.

Upper and lower bounds for other degrees of confidence (e.g., 68%, 80%, 95%, 99%) can also be calculated from knowledge of the standard error. The mathematics for completing these calculations is relatively simple and is described later in this report. The point here is that knowledge concerning the size of the standard error is important because it can then be taken into consideration when making radio programming and buying decisions, thereby minimizing the chances of drawing inappropriate conclusions from the survey results. When an increase in a station’s rating is observed from one report to the next, it is important to know the likelihood of whether this increase is "real"
Background

or just due to "sampling". In Chapter 8 specific examples are given of how knowledge concerning the size of the standard error can be used as an important aid to decision-making.

D. Many Factors That Influence Reliability Can Not Be Measured By Simple Textbook Formulae

The size of the standard error, hence reliability, is influenced by many factors. There is no simple rule-of-thumb, or single number, that can accurately describe the size of the standard error. Theoretically, each one of the millions of audience estimates published each year by Arbitron is subject to its own individual (unique) standard error. If Arbitron's audience estimates were derived solely on the basis of a simple textbook random sample, then the size of the standard error for any particular audience rating would be influenced by just two factors—(i) the size of the sample upon which the rating was based ("n"), and (ii) the numerical value of the rating itself ("R"). The impact of these two factors on the size of the standard error for a textbook simple random sample is given by the following simple formula expressed in terms of a one unit (also called one sigma) standard error value:

\[
\text{One sigma standard error value} = \sqrt{\frac{R(100-R)}{n}}
\]

Arbitron's surveys, however, like most "real world" surveys are considerably more complex, and other important additional factors influence the size of the standard error besides the sample size and rating level. As a result, simple textbook formulae do not accurately measure the impact of the additional factors that affect complex surveys such as Arbitron's. These additional factors can be grouped into four categories:

1. Pre-Stratification Factors—This category refers to the types of controls exercised in the initial sample selection and allocation

---

4From a statistical and numerical standpoint, audience ratings and projections are related (as are their respective standard errors) in an exact one-to-one fashion by a uniform constant (the population or universe size) within any given geographic and demographic grouping. Hence, while this document sometimes focuses on ratings (instead of projections) for simplification purposes, no loss of information or generality is intended.
process to help insure that certain demographic and geographic compositions are attained.

2. **Post-Stratification Factors** — This category refers to the weighting (sample balancing) applied at the tabulation stage of a survey to insure conformity of the sample configuration with known Universe or Census Population profiles.

3. **Sample Clustering Factors** — This category refers to the types of statistical dependence among sample respondents built into the design as when, for example, members of the same household are included in the survey tabulation, or multiple measurements are made on the same respondents.

4. **Random Data Errors** — This category refers to the types of random errors that might inadvertently be introduced during the various stages of the data collection and later tabulation processes.

Depending upon the circumstances and certain statistical relationships evidenced in the data, these factors will have a varying influence on reliability—that is, they may increase (or decrease) reliability.

E. Reliability Estimation Requires “Statistical Modelling”

The many factors that have an influence on the size of the standard error and its uniqueness for any particular audience rating makes the accurate estimation of these millions of standard errors a complicated problem. The resolution of this problem requires the development of “statistical models” that can be used as a vehicle for standard error estimation. Statistical models are mathematical formulae developed on the basis of empirical data analyses and theoretical statistical considerations.

In its past reports, Arbitron provided a method for standard error determination known as the Nomograph Procedure. This past method was not developed through extensive statistical modelling, but, for its time, the Nomograph Procedure provided a better estimate of the standard error, and represented a statistical advantage, over simple approximations. With the completion of the Replication II study, Arbitron now has available a new and improved statistical model for standard error estimation.
A. Study Objectives

It is important for the broadcast industry to have accurate and easily available information concerning the reliability of audience ratings. However, the results of Arbitron’s earlier pilot study indicated that simple textbook formulae (which are often used by broadcast and advertising researchers) yield inadequate approximations of the true reliability levels of radio audience estimates. Furthermore, the Nomograph Procedure—which formerly appeared in Arbitron Reports—while generally superior to simple textbook formulae approximations, warranted improvement in two areas: statistical refinements and computational ease. Therefore, with the encouragement of the Electronic Media Rating Council, Arbitron set two basic objectives for its Replication II study:

Objective #1—To develop new statistical procedures that would allow Arbitron report users to determine the reliability (sampling error8) of any rating (or projection) contained in Arbitron Local Market Radio Reports with:

Greater accuracy, and
Greater ease and speed than any procedure currently available.

Objective #2—To make an overall evaluation of the reliability of Arbitron audience ratings and projections, and to quantify certain key factors that have a significant influence on their reliability in order to enable the accomplishment of Objective #1.

8 Arbitron’s radio audience estimates are based upon surveys conducted among “samples” of persons. Different samples will tend to produce different results. These differences are commonly referred to as “sampling error.” Reliability measures the size of the sampling error. The smaller the sampling error, the greater the reliability.
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To meet these objectives, many advanced statistical analyses, in addition to the "Jackknife Replication" technique mentioned earlier, were applied.

It should also be noted that the two objectives are inter-related. An understanding of the factors that have a significant influence on reliability (Objective #2) is an essential component that helps make possible the achievement of Objective #1. In fact, one of the advantages of the "statistical modelling" approach cited previously is that it helps to identify the impact of the key factors that influence the size of the standard error.

B. Methodology

I. Conceptual Depiction

In simplified terms, the Replication II Study used a concept akin to the empirical intuitive approach described below:

- If the original study were replicated (repeated) several times under identical conditions using different samples of respondents, then the results of each replicate could be compared for consistency.
- If the different replicates showed very consistent results (as illustrated with eight replicates in Figure 1), then one would have a great deal of confidence in the audience estimate derived from the original study.
- By contrast, if the audience estimates from the replicates were very disparate (as illustrated in Figure 2), then this would indicate that the audience estimates from the original study may be subject to considerable statistical fluctuations.
- By gauging empirically how much the corresponding audience estimates vary across the several replicates, the reliability (standard errors) of the audience estimates from the original Local Market Radio Reports could be ascertained with the help of the appropriate mathematical formulae.

II. Summary of Methodological Details

The Replication II study used a more highly sophisticated statistical variation of the empirical intuitive approach outlined in the preceding
Figure 1. High reliability (graphic illustration).

Figure 2. Low reliability (graphic illustration).
conceptual depiction. The "replicates" used for analyses were created by a special technique called *Jackknife Replication*. Statistically, the Jackknife Replication technique represents the advanced "state-of-the-art" in survey sampling methodology, and it is an improvement over the Simple Replication technique used in earlier reliability studies. The methodological details for the Replication II study are given in later chapters, but they can be summarized here into six steps as described below:

**Step 1: Selection of Local Market Reports**
A set of nineteen Arbitron Radio Local Market Reports were selected to reflect the presence of a full range of market and report conditions such as:

- Population size
- Market size from the standpoint of: (a) number of station-"home" to the Metro Survey Area, and (b) the total number of stations reported for the market
- Geographic region of the country
- Season of the year (Report Survey Period)
- Arbitron survey sample sizes (In-Tab) for the Metro Survey Area (Metro) and the Total Survey Area (TSA)
- Arbitron's use (or non-use) of special ethnic sampling and/or weighting adjustment procedures

**Step 2: Selection of Eight Basic Subsamples For Each Report**
Eight non-overlapping subsamples were separately drawn from the original total report sample for each of the nineteen reports. In effect, the initial total report sample was subdivided into eight parts (subsamples) of approximately equal size, and thus, each subsample is about one-eighth the size of the original report sample. In total, 152 subsamples were selected (8 per each of 19 separate reports). Their selection was accomplished via the use of appropriate mathematical randomization procedures. Great care was exercised during the selection process to duplicate all of the pre-stratification and sample-clustering design features that were used in the selection of the initial total report sample.

**Step 3: Formation of Eight "Jackknife Replicates"**
For each of the nineteen reports, the eight basic subsamples were combined in a special way to form the eight "replicates" that were used to perform an empirical analysis analogous to the one described on the preceding two pages. The special manner by which the sub-
samples were combined to form the eight "replicates" is called "Jackknife Replication." This technical aspect is explained in Chapters 6 and 7 of this report.

Step 4: Generation Of Audience Reports For Each Jackknife Replicate

The eight Jackknife Replicate samples for each of the nineteen selected markets surveys were then separately weighted and tabulated by the standard Arbitron procedures to produce eight "new" separate audience reports for each market. Thus, in addition to the nineteen published reports, 152 "new" reports (8 Jackknife Replicates × 19 markets) had to be generated by Arbitron solely for the purposes of this special study. In total then, 171 reports (19 published reports and 152 new Jackknife Replicate reports) were used for analysis purposes as explained in Steps 5 and 6.

Step 5: Determination Of Reliability Based On Jackknife Replication

For each market, the audience ratings derived for each Jackknife Replicate report were compared to the corresponding sets of audience ratings shown in Arbitron's published reports. Using the appropriate mathematical formulae, the differences observed between the ratings generated for each Jackknife Replicate report and the corresponding published report ratings were expressed as a standard error quantity.

The observed differences between the corresponding ratings of each Jackknife Replicate versus the published report rating reflect, in part, the fact that the Jackknife Replicate sample sizes are smaller than the original published report samples. The larger sample sizes for the published report full sample (versus the Jackknife Replicate sample sizes) are factored into the proper mathematical formulae when calculating the standard errors of published report audience ratings. (This factoring is necessary to arrive at valid inferences concerning the reliability of the audience ratings in the full sample published report.)

In total, over one million standard errors were calculated via the Jackknife Replication empirical analysis. These calculations were the basis for determining the actual reliability levels of the ratings published in Arbitron's Local Market Radio Reports.

Step 6: Quantification Of Key Factors Impacting Reliability And Development Of Arbitron's New Radio Reliability Model

The more than one million standard errors calculated in Step 5 were
based upon an analysis of over twelve million ratings estimates. These estimates covered a wide range of market types as described in Step 1.

A full range of audience ratings were also represented in the standard error calculations including: rating sizes, demographic groups, geographic areas, and estimate types (e.g., Cume and Average Quarter Hour) as published in Arbitron reports. This expansive data base permitted Arbitron to make the needed assessment of the varying influences on the reliability of radio audience ratings.

A complex statistical analysis (as described in the Methodology Section) was completed in order to isolate and measure the numerical impact on reliability of certain factors that can be viewed as either:

(a) **Common Factors**: Factors having essentially a "common" influence across all markets and reports (e.g., the impact on the standard error due to the collection of multiple observations on the same respondents and other sample clustering elements)

or

(b) **Unique Factors**: Factors having a "unique" influence specific to a particular market and report (e.g., sample balancing).

Importantly, the quantification of these varying influences on reliability enabled Arbitron to complete the statistical modelling process for the development of the new and improved Radio Reliability model. The technical formulation of Arbitron's new Radio Reliability Model is described in Chapter 5. The advantages and benefits to the user of Arbitron reports are described in the next chapter.

---

*Technical Note: The number of standard errors derived (over one million) differ from the number of audience estimates (over twelve million) used in the standard error calculations. When the numerical value for a rating contained in the published report is compared to the value generated for each of the eight Jackknife Replicates for the corresponding audience estimate, these eight numerical differences are summarized into one standard error quantity (via use of the appropriate mathematical formula for the standard error calculation).*
Chapter 4

Study Results

An extensive and relatively complicated statistical analysis made it possible for Arbitron to successfully achieve the two study objectives that were cited in Chapter 3. The study results, as they relate to the successful achievement of each basic objective, are summarized in separate sections below:

A. Achievement of Objective #1—To develop procedures to enable report users to determine standard errors with greater accuracy, ease and speed

1. Greater Accuracy

With Arbitron's new Radio Reliability Model, standard error estimates can now be calculated with significantly greater accuracy than was previously possible. The new Radio Reliability Model eliminates the persistent inaccuracies (biases) in standard error estimation that are associated with simple random sample formula approximations, as well as those associated with the Nomograph Procedure. The Nomograph Procedure, for example, overstates the size of the actual standard errors by 24 percent on average across the more than one million published estimates examined in the Replication II study.

Perhaps even more important is the fact that the biases related to the former cited approximation methods are not constant—that is, they vary dramatically by estimate type (Curve versus Average Quarter Hour), region (Metro, TSA and ADU) and demographic groups (e.g., Males 18-34 versus Total Persons 12+). This finding is described in greater detail in Section B of this chapter. The relevant point here is that Arbitron's new Radio Reliability Model eliminates these varying biases. In other words, as compared to previous approximation methods, the new Radio Reliability Model yields significantly better estimates of the true reliabilities of Arbitron's published audience ratings and projections for radio.
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When applying this new model to determine the standard error of an audience rating published in any future Arbitron Local Market Radio Report, numerical inputs for the mathematical variables and parameters of the new model come from two sources: (1) Information derived from the Replication II study, per se, and (2) Information obtained by making specific calculations based upon the individual data base associated with each particular future Arbitron Local Market Radio Report for which standard error evaluations are to be made.

The model information derived from the Replication II study consists of a set of numerical values—over 600 of them—that reflect the effects on reliability of certain factors that can be viewed as common across all Arbitron Local Market Radio Reports as described in Chapter 5. These are called Common Design Factors in the technical description given in Chapter 5 of this report. In Chapter 5, the calculations that must be performed individually for all specific future report data bases are referred to as Unique Design Factors. These specific report calculations are designed to measure the impact on reliability of factors that are unique to a particular Market Report (for example, the effect of the specific "sample balancing" process applied to a particular report).

2. Greater Ease and Speed for Report Users

The above outlined complexities are required in order to gain a significant improvement in the accuracy of standard error estimation; however, these complexities posed a challenging dilemma in terms of meeting the second aspect of Objective #1—the development of a procedure whereby Arbitron report users could calculate standard errors with greater ease and greater speed than any procedure currently available. Arbitron successfully solved this dilemma by reformulating its conceptual model in a way that maintained the model's validity, but, as the same time, allowed Arbitron to take responsibility for the burdensome calculations.

The mathematical structure of the "conceptual" and the "reformulated" models are given in Chapter 5 of this report, but from the report users perspective, the new method consists of a simple two-step arithmetic procedure. Use of the new method involves selecting an appropriate value from each of two reference tables and dividing the value from Table A by the value from Table B. The two reference tables will be provided by Arbitron, and they will be included in every Standard and Condensed Arbitron Local Market Radio Report beginning with the Fall, 1981 Reports.
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The values contained in Table A will be the same across all Arbitron Radio Reports. Table A contains "look up" values for each possible rating between 0.1 and 99.9.

In Table B, the values are individually derived for each report, and therefore, the values in Table B will vary from report to report. The Table B value is obtained by reference to the appropriate section of the table that defines the particular published audience rating (for which the standard error determination is being made) in terms of its geographic region (e.g., Metro Survey Area), demographic group (e.g., Men 18+) and estimate type (e.g., Monday-Friday 6-10 AM Average Quarter Hour rating).

An Example

As an example, suppose that a station had a Monday–Friday 6–10 AM published AQH rating of 1.0 among Men 18+ in the Metro Survey Area. The "value" listed in Table A for a Rating of 1.0 is 9.95 as shown in the abbreviated illustration of Table A in Figure 3 below.

**ARBITRON RADIO RELIABILITY — TABLE A**

<table>
<thead>
<tr>
<th>RATING</th>
<th>VALUE</th>
<th>RATING</th>
<th>VALUE</th>
<th>RATING</th>
<th>VALUE</th>
<th>RATING</th>
<th>VALUE</th>
<th>RATING</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.16</td>
<td>0.2</td>
<td>4.47</td>
<td>0.3</td>
<td>5.47</td>
<td>0.4</td>
<td>6.51</td>
<td>0.5</td>
<td>7.05</td>
</tr>
<tr>
<td>0.2</td>
<td>5.2</td>
<td>0.3</td>
<td>5.5</td>
<td>0.4</td>
<td>5.4</td>
<td>0.5</td>
<td>5.5</td>
<td>0.6</td>
<td>5.6</td>
</tr>
<tr>
<td>0.3</td>
<td>7.1</td>
<td>0.4</td>
<td>7.2</td>
<td>0.5</td>
<td>7.2</td>
<td>0.6</td>
<td>7.2</td>
<td>0.7</td>
<td>8.5</td>
</tr>
<tr>
<td>0.4</td>
<td>8.9</td>
<td>0.5</td>
<td>9.4</td>
<td>0.6</td>
<td>9.4</td>
<td>0.7</td>
<td>9.9</td>
<td>0.8</td>
<td>10.4</td>
</tr>
<tr>
<td>0.5</td>
<td>10.4</td>
<td>0.6</td>
<td>10.9</td>
<td>0.7</td>
<td>10.9</td>
<td>0.8</td>
<td>10.9</td>
<td>0.9</td>
<td>11.4</td>
</tr>
<tr>
<td>0.6</td>
<td>11.4</td>
<td>0.7</td>
<td>11.9</td>
<td>0.8</td>
<td>11.9</td>
<td>0.9</td>
<td>11.9</td>
<td>1.0</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Figure 3. Portion of Table A.

To find the appropriate Table B value, locate the demographic group ("Men 18+") and estimate type ("Average Quarter Hour Mon–Fri 6–10 AM") in the "Metro Survey Area" section of Table B. In this ex-
ample, the Table B value is 68.07 as shown in the abbreviated illustration of Table B in Figure 4 below.

![Figure 4. Portion of Table B.](image)

The standard error (one sigma value) is obtained simply by dividing the Table A value (9.95) by the value obtained from Table B (68.07).

In this example, the one sigma standard error value is approximately equal to one-tenth of a rating point, as shown below:

\[
\text{Standard Error} = \frac{\text{Table A value}}{\text{Table B value}} = \frac{9.95}{68.07} \approx 0.146 \approx 0.1
\]

The upper and lower confidence interval bounds discussed earlier are obtained by adding and subtracting an appropriate multiple of the standard error to the published rating. For the 90% Confidence Interval, the appropriate standard error multiple is 1.64. The calculations are demonstrated below where it is assumed that the published rating is 1.0:

90% Confidence Interval Calculations

Lower Boundary: \(1.0 - (0.146 \times 1.64) \approx 0.761 \approx 0.8\)

Upper Boundary: \(1.0 + (0.146 \times 1.64) \approx 1.239 \approx 1.2\)

This confidence interval calculation would indicate that the particular station's published rating could have been as low as .8, or as high as 1.2, if the total population frame from which the sample were drawn had been surveyed by Arbitron under identical conditions.

The appropriate standard error multiples for computing lower and upper bounds for other degrees of confidence (i.e., 68%, 90%, 95% and 99%), are given in Chapter 8. They also are shown in Appendix A, along with an example of an actual Table A and Table B which appeared in the Fall 1981, New York Local Market Radio Report. Appendix A also contains an illustration which explains how to obtain
the standard error of a projected audience number (as contrasted to a rating).

3. Additional Benefit: More Refined Estimates of Effective Sample Bases (ESB's)

The Effective Sample Base is a commonly used summary index of reliability adopted by broadcast researches. It provides a summarization of reliability levels in terms of a benchmark called a "simple random sample." The Effective Sample Base is the size of a "simple random sample" necessary to provide the same degree of reliability that is associated with an audience rating derived from a complex sample design such as Arbitron's.

Prior to the Fall 1981 radio reports, Arbitron provided Effective Sample Base (ESB) information, but it was not as statistically refined or as extensive as the ESB information provided with the new Reliability Model.

Now, in addition to the greater accuracy, ease and speed in making standard error determinations, Arbitron's new Reliability Model formulation has an extra benefit for the more research-oriented report user. By simply squaring the values contained in Table B, the Effective Sample Bases (ESB's) are obtained for every audience rating and projection published in the corresponding report. For instance, in the sample above, the Table B value for "Men 18+" in the "Metro Survey Area" for the estimate type "Average Quarter Hour Mon-Fri 6-10AM" is 68.07. To obtain the corresponding ESB for audience estimates meeting these criteria, simply square the Table B value to obtain, in this instance, an ESB of 4634 (68.07 squared). Thus, the statistically more refined estimates of ESB provided by Arbitron's new Reliability Model are an important additional benefit.

B. Achievement of Objective #2 — To make an overall evaluation of the reliability levels of Arbitron radio audience estimates

1. Average "Actual" Reliability Better Than Previously Estimated

To determine how accurately the Nomograph Procedure approximated actual standard errors, "actual" standard errors were computed empirically by the Jackknife Replication procedure for each of the 1,377,256 published audience estimates examined in this study. These "actual" standard errors were compared to the corresponding standard error estimates that were derived by using the Nomograph Procedure. A Comparison Ratio was formed as shown in Equation
4-1 which follows:

\[
\text{Comparison Ratio} = \frac{\text{Standard error estimated via Nomograph Procedure}^{(3)}}{\text{"Actual" standard error determined empirically by Jackknife Replication}} \tag{4-1}
\]

Across all 1,377,296 audience estimates, the average Comparison Ratio was estimated to be 1.238. Therefore, it was determined that the Nomograph Procedure overstated the size of the "actual" standard error by about 24% on average across the more than one million estimates examined.\(^3\) This finding means that Arbitron Radio audience estimates are, on average, significantly more reliable (that is, have smaller sampling error) and can be used with greater confidence than previously believed.

Since standard errors vary inversely with the square root of ESB (Effective Sample Base) values, the 24% average overstatement by the Nomograph of "actual" standard errors also implies that the average ESB of Arbitron Radio audience estimates is 53% higher than previously reported.\(^9\)

Arbitron also made an analysis of the Comparison Ratio defined by Equation 4-1 for the separate groupings defined by 32 demographic categories, 11 estimate type categories, and 3 geographic region categories. The categories for each variable are defined in Tables I, 2, and 3.

\(^3\)To use the Nomograph Procedure, an Effective Sample Base (ESB) value is required. Prior to the Fall 1981 reports, ESB values were provided for the total samples (Total Persons 12+) in the Metro area, the TSA area and, if applicable, the ADI area. Calculation of the standard error for age-sex groups required the determination of ESB estimates for the age-sex groups. The required ESB for age-sex groups was obtained by multiplying the total sample ESB for the appropriate region by the In-Tab sample proportion represented by a particular age-sex group within the region.

\(^9\)The Nomograph Procedure expressed reliability as a two standard error quantity. Hence, the Nomograph reliability estimates must be divided by two in order to adjust them to the one standard error value.

\(^9\)For the sake of calculation simplicity and to minimize the possible undue influence of a few large individual ratios, the average amount of overstatement was derived by taking the ratio of the average Design Factor for Nomograph standard errors to the average Design Factor calculated for "actual" standard errors. The derivation of the average Design Factor quantities is described in Section D of Chapter 7.

\(^9\)The 53% higher ESB is determined from the average Comparison Ratio (1.238, as cited earlier) as follows:

\[
\text{ESB Increase} = [(1.238)^{0.5} - 1.000] \times 100 = 53.2004 \text{ (or approximately 53%)}
\]
### TABLE 1. DEFINITION OF DEMOGRAPHIC CATEGORIES

<table>
<thead>
<tr>
<th>Estimate Type</th>
<th>Description</th>
<th>Number of Quarter Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Men 18+</td>
<td>Women 18+</td>
<td>25. Adults 18+</td>
</tr>
<tr>
<td>3. Men 25-34</td>
<td>Women 25-34</td>
<td>27. Adults 25-34</td>
</tr>
<tr>
<td>5. Men 45-54</td>
<td>Women 45-54</td>
<td>29. Adults 45-54</td>
</tr>
<tr>
<td>6. Men 55-64</td>
<td>Women 55-64</td>
<td>30. Adults 55-64</td>
</tr>
<tr>
<td>7. Men 18-34</td>
<td>Women 18-34</td>
<td>31. Teens 12-17</td>
</tr>
<tr>
<td>11. Men 25-54</td>
<td>Women 25-54</td>
<td></td>
</tr>
<tr>
<td>12. Men 35-64</td>
<td>Women 35-64</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 2. DEFINITION OF ESTIMATE TYPE CATEGORIES

<table>
<thead>
<tr>
<th>Estimate Type</th>
<th>Description</th>
<th>Number of Quarter Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cume</td>
<td>All Cume Estimates</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Average Quarter Hour (AQH):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Type A</td>
<td>Sat 6A–10A; Sun 6A–10A; Sat 3P–7P; Sun 3P–7P</td>
<td>16</td>
</tr>
<tr>
<td>3. Type B</td>
<td>Weekdays Single Hour</td>
<td>20</td>
</tr>
<tr>
<td>4. Type C</td>
<td>Sat 10A–3P; Sun 10A–3P; Sat 7P–MID; Sun 7P–MID</td>
<td>20</td>
</tr>
<tr>
<td>5. Type D</td>
<td>Mon-Fri 6A–10A; Mon-Fri 3P–7P</td>
<td>80</td>
</tr>
<tr>
<td>6. Type E</td>
<td>Mon-Fri 10A–3P; Mon-Fri 7P–MID</td>
<td>100</td>
</tr>
<tr>
<td>7. Type F</td>
<td>Sat-Sun 6A–MID</td>
<td>144</td>
</tr>
<tr>
<td>8. Type G</td>
<td>Mon-Fri 6A–10A + Mon-Fri 3P–7P</td>
<td>160</td>
</tr>
<tr>
<td>9. Type H</td>
<td>Mon-Fri 6A–7P</td>
<td>260</td>
</tr>
<tr>
<td>10. Type I</td>
<td>Mon-Fri 6A–MID</td>
<td>360</td>
</tr>
<tr>
<td>11. Type J</td>
<td>Mon-Sun 6A–MID</td>
<td>504</td>
</tr>
</tbody>
</table>

### TABLE 3. DEFINITION OF GEOGRAPHIC REGION CATEGORIES

1. Metro Survey Area (Metro)
2. Total Survey Area (TSA)
3. Area of Dominant Influence (ADI)
The Comparison Ratios can vary dramatically by the individual "cells" that are defined by any particular combination of demographic, estimate type and geographic region categories. The Comparison Ratios that were tabulated for these cells are provided in Appendix E. In the Metro area, for example, the average Comparison Ratio ranges from a 0.83 (for Total Persons 12+, Cume estimates) to a 2.79 (for Teen, AQH Mon-Sun 6A-Mid estimates). This is a rather extreme example of the range of values among these ratios. In some instances, the average Comparison Ratio was very close to 1.00 (e.g., the average Comparison Ratios for Cume estimates among the Men and Women subgroups).

In terms of generalized conclusions, the following important findings can be cited:

1. Across the 744,478 AQH audience estimates examined in this study, the average Comparison Ratio is 1.65 (i.e., the Nomograph Procedure overstates "actual" standard errors of AQH audience estimates by 61% on average across the 744,478 cases examined).

2. Across the 632,828 Cume audience estimates examined in this study, the average Comparison Ratio is 0.97 (i.e., a 3% understatement of "actual" standard errors by the Nomograph Procedure).

3. Across the 1,302,971 Demographic Subgroup audience estimates examined in this study, the average Comparison Ratio is 1.25 (i.e., a 25% overstatement of "actual" standard errors by the Nomograph Procedure).

4. Across the 74,505 Total Persons 12+ audience estimates examined in this study, the average Comparison Ratio is 1.08 (i.e., an 8% overstatement of "actual" standard errors by the Nomograph Procedure).

It can be seen from the preceding findings, and from a study of the Comparison Ratios given by cell in Appendix E, that the Nomograph approximation is reasonably accurate on average only for Cume estimates. By contrast, an analysis of the 534 AQH estimate cells in Appendix E shows a persistent bias in the Nomograph Procedure. Approximation toward overstating the size of the "actual" standard error for AQH estimates. This overstatement of "actual" standard errors for AQH estimates is larger for demographic subgroups than it is for the total sample (i.e., the Total Persons 12+ group).
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The significance of these findings is that it demonstrates that the degree of disparity between the "actual" standard errors and those estimated by the Nomograph Procedure is not constant. The disparity varies substantially among cells in the 3 dimensional array defined in Appendix E by the 32 demographic, 3 geographic and 11 estimate type categories for which Arbitron publishes audience estimates in its Local Market Radio Reports.

This fact has important implications in terms of building an improved reliability model. It clearly indicates that no single adjustment factor can adequately correct the inaccuracies in the former approximation method. As a result, Arbitron's new Reliability Model is considerably more complex than the model on which the Nomograph Procedure is based. The new model is designed to eliminate the persistent overstatement and sometimes, understatement of reliability of the former approximation method.

The statistical structure of Arbitron's new Reliability Model and its contrast to the Nomograph and Simple Random Sample approximation models, is described in Chapter 5. A full understanding of the structure of the new model—and why it offers a significant improvement in the accuracy of standard error determinations—requires a discussion of several other key findings in this study. These additional findings are centered about the concept of "statistical efficiency" and they are described in the following sections of this chapter.

2. Statistical Efficiency of Arbitron Samples

Because the standard error quantity is specific to individual ratings and projections, other measures are required in order to summarize the behavior of Arbitron audience ratings and projections in terms of their reliability. One index that is particularly useful for making comparative global evaluations of the reliability behavior of a set of ratings or projections is a measure called Statistical Efficiency. The Statistical Efficiency measure expresses the ESB variance relative to the actual sample size (in-tab). For example, if the ESB value is 1400 and the actual sample size (in-tab) is 1600, the Statistical Efficiency is $.575 (1400 ÷ 1600 = .875)—or 87.5 percent, when expressed as a percent. Similarly, if the ESB is 3600 and the actual sample size is 1600, the Statistical Efficiency is 2.25 (3600 ÷ 1600 = 2.25)—or 225.0 percent when expressed as a percent. A Statistical Efficiency value greater than 100 percent means that the sample used in the actual survey design is more reliable than a Simple Random Sample of corresponding size.
a. Demographic Subgroups Have Higher Statistical Efficiencies Compared To Total Sample. Based upon the Jackknife Replication analysis, actual average Statistical Efficiencies were calculated for the total sample (Total Persons 12+) and for each demographic group reported in Arbitron Local Market Radio Reports. For ease of comparison, the demographic subgroup Statistical Efficiencies were indexed to the Total Persons 12+ values. This indexing was done separately by each of the eleven estimate types (defined previously in Table 2) within each of the three geographic regions (Metro, TSA and ADI). The results are presented in Tables 4a (Metro), 4b (TSA), and 4c (ADI) on the following pages.

It is readily apparent from an examination of Tables 4a, 4b, and 4c that the Statistical Efficiencies for demographic subgroups are generally much higher than those for the total sample (i.e., the Total Persons 12+). This holds true for each geographic region and each estimate type. There is also a strong general tendency for Statistical Efficiencies to increase as the definition of the demographic subgroup becomes more narrowly delineated (e.g., "Men 18-24" have higher Statistical Efficiencies than do "Men 18+").

The findings of increased Statistical Efficiency for demographic subgroups is explained by the statistical effect of "clustering". More specifically, Arbitron samples include more than one respondent from the same household. As a result, a household can be viewed as a "cluster" of respondents. Any positive correlation in listening behavior among respondents within the same household tends to produce a lower Statistical Efficiency for the sample. Such positive correlations within household serve to reduce the Effective Sample Base (ESB) for the survey audience estimates.

As compared to the Total Persons 12+ audience estimates, demographic subgroups are subject to the least amount of clustering. As a result, when estimates are based upon demographic subgroups, rather than upon the total sample, they tend to be statistically more efficient on a per-case basis since the amount of clustering is lower. This is particularly true for the more narrowly defined age-sex subgroups. For example, many households contain both an adult male and an adult female. This results in a within-household clustering effect for any audience estimates reported for Total Adults. By contrast, the average within-household cluster size is significantly reduced for audience estimates reported in terms of "Men Only" or "Women Only".

The fact that demographic subgroups have higher Statistical Efficiencies compared to the total sample has two important implications.
<table>
<thead>
<tr>
<th>Demographics Group</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Persons 12+</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 18+</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 18-24</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 25-34</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 35-44</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 45-54</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 55-64</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Men 65-69</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 18+</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 18-24</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 25-34</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 35-44</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 45-54</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 55-64</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Women 65-69</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Teeners</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
<td>110</td>
<td>120</td>
</tr>
</tbody>
</table>

*Index = Single Group Statistical Efficiency = Total Persons 12+ Statistical Efficiency x 100*
**Number in "[]" equals number of hours averaged in each AM Radio Quarter Hour estimate type.
** Nielsen's Local Market Radio Reports do not include audience estimates for this column therefore, index not available.
<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Adult</td>
<td>Type A</td>
<td>Type B</td>
<td>Type C</td>
<td>Type D</td>
<td>Type E</td>
<td>Type F</td>
<td>Type G</td>
<td>Type H</td>
<td>All Type A</td>
</tr>
<tr>
<td>Total Persons 12+</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Men 18-64</td>
<td>153</td>
<td>134</td>
<td>129</td>
<td>111</td>
<td>140</td>
<td>120</td>
<td>138</td>
<td>129</td>
<td>132</td>
<td>126</td>
<td>137</td>
</tr>
<tr>
<td>Men 65-64</td>
<td>151</td>
<td>140</td>
<td>135</td>
<td>126</td>
<td>136</td>
<td>126</td>
<td>145</td>
<td>135</td>
<td>138</td>
<td>132</td>
<td>141</td>
</tr>
<tr>
<td>Women 18-64</td>
<td>143</td>
<td>161</td>
<td>189</td>
<td>157</td>
<td>177</td>
<td>146</td>
<td>158</td>
<td>157</td>
<td>164</td>
<td>154</td>
<td>166</td>
</tr>
<tr>
<td>Women 65-64</td>
<td>147</td>
<td>151</td>
<td>145</td>
<td>150</td>
<td>134</td>
<td>127</td>
<td>146</td>
<td>135</td>
<td>146</td>
<td>139</td>
<td>146</td>
</tr>
<tr>
<td>Adults 18-64</td>
<td>294</td>
<td>325</td>
<td>340</td>
<td>321</td>
<td>345</td>
<td>325</td>
<td>351</td>
<td>345</td>
<td>352</td>
<td>333</td>
<td>351</td>
</tr>
<tr>
<td>Adults 65-64</td>
<td>296</td>
<td>311</td>
<td>325</td>
<td>308</td>
<td>328</td>
<td>312</td>
<td>327</td>
<td>323</td>
<td>329</td>
<td>321</td>
<td>327</td>
</tr>
</tbody>
</table>

*Index = (Estimated Statistical Error/4) * Total Persons 12+ = Statistical Error = (Index * 100)

*Number of "1" equals number of quarter hours averaged in each ACH (1=1/4th Quarter-hour) estimate type.

*Alabama's Local Manual of Reports do not include address existance for Babco, therefore, value not available.
### Table 4: Demographic Subgroup Statistical Efficiencies Indexed to the Total Persons 12+ Statistical Efficiencies for Each of the Eleven Estimate Types Defined in Table 2 (ADH)

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Estimate Type (See Table 2 for Detailed Definitions)</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Persons 12+</td>
<td></td>
<td>128</td>
<td>124</td>
<td>126</td>
<td>123</td>
<td>127</td>
<td>129</td>
<td>125</td>
<td>126</td>
<td>127</td>
<td>124</td>
<td>125</td>
</tr>
<tr>
<td>Men 18+</td>
<td></td>
<td>125</td>
<td>124</td>
<td>125</td>
<td>128</td>
<td>129</td>
<td>127</td>
<td>129</td>
<td>124</td>
<td>126</td>
<td>128</td>
<td>127</td>
</tr>
<tr>
<td>Men 18-24</td>
<td></td>
<td>124</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>127</td>
<td>129</td>
<td>127</td>
<td>128</td>
<td>126</td>
</tr>
<tr>
<td>Men 25-34</td>
<td></td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 35-44</td>
<td></td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 45-54</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 55-64</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 18-49</td>
<td></td>
<td>124</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 25-44</td>
<td></td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 35-44</td>
<td></td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Men 45-54</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 18+</td>
<td></td>
<td>128</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 18-24</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 25-34</td>
<td></td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 35-44</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 45-54</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 55-64</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 18-49</td>
<td></td>
<td>128</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 25-44</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 35-44</td>
<td></td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 45-54</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Women 55-64</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Adult 18+</td>
<td></td>
<td>128</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Adult 18-24</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Adult 25-44</td>
<td></td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
<tr>
<td>Adult 55-64</td>
<td></td>
<td>126</td>
<td>125</td>
<td>128</td>
<td>127</td>
<td>128</td>
<td>129</td>
<td>126</td>
<td>128</td>
<td>127</td>
<td>129</td>
<td>127</td>
</tr>
</tbody>
</table>

*Index = Subgroup Statistical Efficiency – Total Persons 12+ Statistical Efficiency/100

**Number in ‘[ ]’ equals number of quarter hours averaged in each ADH (Average Quarter Hour) estimate type.

***Persons’ Local Market Radio Reports do not include audience estimates for this estimate type.

****Index can not be calculated since Persons’ Local Market Radio Reports do not include Total Person 12+ audience estimates for this estimate type.
First, it means that the diminution in reliability due to smaller sample sizes for subgroups is partially offset by the per-case increase in Statistical Efficiency. Second, this finding clearly indicates that any model developed for the determination of standard errors must employ separate parameters for each individual demographic group. Separate parameters are necessary in order to accurately reflect the noted differences in Statistical Efficiencies among the various subbases for which audience estimate are reported.

Unlike the former Nomograph Procedure, Arbitron’s new Reliability Model accurately reflects the differences in Statistical Efficiency values by demographic group. How the new model accomplishes this important objective is explained in Chapter 5.

b. Statistical Efficiencies for Average Quarter Hour (AQH) Audience Estimates Improve As The Number of Quarter Hours In the Reporting Period Increases. Another major reason why the Nomograph Procedure typically understates the true reliability of Arbitron audience estimates is its implied statistical assumption that each individual in the sample contributes only a single observation to any reported audience estimate. In a statistical sense, this is true for Cum audience estimates, but it is not true for Average Quarter Hour ratings and projections. Average Quarter Hour audience estimates are derived by averaging multiple observations on the same individual.

At a minimum, each individual in the In-tab sample contributes 16 observations to each AQH Audience rating and projection included in Arbitron Local Market Radio Reports. In particular, the 16 observations relate to the “Type A” audience estimates defined previously in Table 2. As shown in Table 2, most AQH audience estimates provided in Arbitron reports include more than 16 quarter-hour observations. The maximum number of observations contributed by each individual in the sample is reflected in the AQH estimate identified in Table 2 as “Type J” (Mon-Sat 6AM-Midnight). Type J includes 304 quarter-hour measurements.

These multiple observations from each individual have the effect of increasing the Effective Sample Base of Arbitron samples, and in turn, their Statistical Efficiencies. In other words, in terms of reliability, the multiple observations are somewhat similar to actual increases in in-tab sample sizes. However, the multiple observations are not statistically independent; instead they are correlated—e.g., if the individual is listening to Station “X” between 9:30 AM and 9:45 AM, there is a higher than average likelihood that this person will still be listening to Station “X” during the next quarter-hour time segment (9:45 AM-10:00 AM).
Study Results

As a result, the multiple observations are not completely equivalent to corresponding increases in actual in-tab sample sizes. In other words, 504 multiple observations made on the same individual are not quite equal statistically to 504 observations made on different individuals. Nevertheless, even with the noted correlation, the result of the multiple observations is an appreciable gain in overall reliability.

In general, for AQH ratings and projections, as the number of quarter hours in the reporting period increases so does the Statistical Efficiency associated with the corresponding audience estimate. This general improvement in Statistical Efficiency which accompanies AQH audience estimates as the number of quarter hours included therein increases holds true for demographic subgroups, as well as for the Total Persons 12+ group. It also holds true for Metro, TSA, and ADI audience estimates. These findings are demonstrated by the indices given in Tables 5a (Metro), 5b (TSA), and 5c (ADI).

To facilitate comparisons, Tables 5a, 5b, and 5c show the AQH Statistical Efficiency values indexed to the Statistical Efficiency values of a Come audience estimate (for the corresponding demographic group). These exhibits are useful for two purposes. First, they clearly support the fact that the Statistical Efficiency for AQH audience estimates show a pattern of increasing values as the number of quarter hours contained in the AQH audience estimate increases. For example, in the Metro area (Table 5a), the index value among “Men 35-44” for the “Type I” AQH audience estimate is 629. [The “Type I” audience estimates includes 504 quarter hours as explained previously in Table 2.] By contrast, the “Type A” audience estimate contains just 16 quarter-hour observations, and the index among “Men 35-44” is 236 (only about one-third the size of the 629 index for “Type I” audience estimate).14

Again, unlike the former Nonhom. Procedure, Arbitron's new Reliability Model accurately reflects the differences in Statistical Efficiency values among the various types of Average Quarter Hour estimates. The manner in which the new model accomplishes this important objective is explained in Chapter 5.

The second purpose of Tables 5a, 5b, and 5c is to contrast the Statistical Efficiencies of AQH audience estimates and Come audience estimates. This contrast is discussed in the following section.

14See Appendix B for a further technical discussion concerning the Per-Case Statistical Efficiency of AQH audience estimates.
### Arbitron Replication II

**Table 5: Arbitron Statistical Efficiencies Inferred to Census Statistical Efficiencies by Demographic Group**

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Age Group 12+</th>
<th>A1 Age Type 1</th>
<th>A2 Age Type 2</th>
<th>A3 Age Type 3</th>
<th>A4 Age Type 4</th>
<th>A5 Age Type 5</th>
<th>A6 Age Type 6</th>
<th>A7 Age Type 7</th>
<th>A8 Age Type 8</th>
<th>A9 Age Type 9</th>
<th>A10 Age Type 10</th>
<th>A11 Age Type 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Persons 12+</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Men 18-24</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Men 25-54</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Men 55+</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Women 18-24</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Women 25-54</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Women 55+</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**Index Notes:**
- Total Persons 12+ = Total Arbitron 12+ Sample
- Arbitron's Local Market Reports do not include audience estimates for this cell, therefore, value is not available.

**Arbitron's Local Market Reports do not include audience estimates for this cell, therefore, value is not available.**

**Arbitron's Local Market Reports do not include audience estimates for this cell, therefore, value is not available.**
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**Index Notes:**
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- Arbitron's Local Market Reports do not include audience estimates for this cell, therefore, value is not available.
### Study Results

**Table 30: ADH Statistical Efficiencies Indexes to Cure Statistical Efficiencies by Demographic Group**

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Estimate Type (See Table 3 for Detailed Definitions)</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th>$Q_4$</th>
<th>$Q_5$</th>
<th>$Q_6$</th>
<th>$Q_7$</th>
<th>$Q_8$</th>
<th>$Q_9$</th>
<th>$Q_{10}$</th>
<th>$Q_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Persons 12+</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 18+</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 18-24</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 25-34</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 35-44</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 45-54</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Men 55-64</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 18+</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 18-24</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 25-34</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 35-44</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 45-54</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Women 55-64</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Index = ADH Statistical Efficiency / Cure Statistical Efficiency *100

**Number in "" equals number of quarter hours averaged in each ADH (Average Quarter Hour) estimate type.

*** Additional's Local Market Radio Reports do not include audience estimates for this cell; therefore, value not available.

Note: The above cannot be calibrated across different data, as the Local Market Radio Reports do not include Cure audience estimates for this demographic subgroup.
<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>#1 Type I</th>
<th>#2 Type II</th>
<th>#3 Type III</th>
<th>#4 Type IV</th>
<th>#5 Type V</th>
<th>#6 Type VI</th>
<th>#7 Type VII</th>
<th>#8 Type VIII</th>
<th>#9 Type IX</th>
<th>#10 Type X</th>
<th>#11 Type XI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult 18+</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Men 18+</td>
<td>100</td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
<td><strong>210</strong></td>
</tr>
<tr>
<td>Men 18-24</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Men 25-34</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Men 35-44</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Men 45-55</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Men 55-64</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 18+</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 18-24</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 25-34</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 35-44</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 45-55</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>Women 55-64</td>
<td>100</td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

Table 16: ADH Statistical Efficiencies Indexed to Curve Statistical Efficiencies by Demographic Group

**Note:** ADH = Average Daily Hour.
c. Average Quarter Hour (AQH) Audience Estimates Have Higher Statistical Efficiencies Compared to Cume Audience Estimates. Cume audience ratings and projections are not only different from AQH audience estimates in terms of what they measure for the broadcast industry, but they differ from a statistical standpoint as well. For an AQH audience estimate, each individual in Arbitron’s in-tab sample contributes their listening behavior averaged over all of the quarter-hour time segments that define the particular AQH audience estimate.

For Cume audience estimates, an individual respondent (diary-keeper) contributes a single “yes” or “no” (from a statistical viewpoint) for the entire time period defined by the Cume estimate—even though the diarykeeper actually records his or her viewing on a quarter-hour by quarter-hour basis. For Cume Audience Estimates, the quarter-hour listening information is not averaged; instead, it is statistically summarized to answer a single question, namely, “Did the individual listen at least once during the defined reporting period?” The multiple observations for a single person, which elevates Statistical Efficiency levels for AQH audience estimates, count statistically only as a single observation in the case of Cume audience estimates. Hence, statistical theory dictates that Cume audience estimates should show lower Statistical Efficiency levels than audience estimates calculated on an average quarter-hour basis.

The indices provided in Tables 5a, 5b, and 5c show that the empirical findings of this study are consistent with statistical theory. In every instance across the three Tables, the index for each AQH audience estimate is greater than the Cume audience benchmark which is indexed at 100. For instance, the index value is 629 in the "Metro area" for the "Type 1" AQH audience estimates among ‘Men 35-44’. This means that the actual Statistical Efficiency for "Type 1" AQH audience estimates in the "Metro area" among "Men 35-44" is approximately 6.29 times more efficient statistically, as compared to the corresponding Cume audience estimate for the same geographic and demographic group.

1)In more precise terms, a Cume Rating is defined as the estimated number of Cume Persons expressed as a percentage of the total number of persons in the particular demographic group and geographic area being reported. Cume Person is defined as the estimated number of different persons who listened at home and away from home to a particular station for a minimum of five minutes in any quarter-hour within the daypart defined by the reporting period.
An illustration of the computation of the comparative index of relative Statistical Efficiencies for the case just described is given in Table 6.

<table>
<thead>
<tr>
<th>Statistical Efficiency</th>
<th>Type J—AQB Estimates</th>
<th>Cumulative estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.41</td>
<td>.96</td>
</tr>
</tbody>
</table>

Index = \((5.41 \times 0.96) \times 100 = 629\) (appears in Table 5).

A complete set of the "actual" Statistical Efficiency values that were used to compute the indices in Tables 4 and 5 is given in Appendix C. The Statistical Efficiencies in Appendix C are average values derived empirically from the same nineteen Local Market Radio Report data base that was used in the Jackknife Replication analysis. These average values were conservatively derived by use of a Harmonic Mean.\(^\text{11}\) A standard arithmetic mean of the individual Statistical Efficiency values \((1,377,296\) individual values in total) would yield considerably higher Statistical Efficiency averages for each cell entry in Appendix C. The Statistical Efficiency averages shown in Appendix C were calculated on a conservative basis for the sake of statistical rigor.

**Before doing this section, it should be noted that Arbitron’s new Radio Reliability Model is designed to properly reflect the differences in Statistical Efficiency between Cum vs. AQB audience estimates.** The next Chapter describes how this is accomplished.

\(^\text{11}\)Further technical details concerning the derivation of the average Statistical Efficiency values in Appendix C are given in Section D of Chapter 7.
Section III: Methodology
Chapter 5

Statistical Description of Arbitron's New Radio Reliability Model

As explained earlier, the primary objective of the Replication II study was to develop a procedure that would allow Arbitron report users to quickly and easily determine the reliability (standard error) of any audience rating or projection contained in Arbitron Local Market Radio Reports, and to accomplish this with greater accuracy, and greater ease and greater speed than was previously possible. This chapter gives a detailed statistical description of Arbitron’s new Radio Reliability Model. In order to place the new model in proper perspective, a contrast is provided between the structure of the new model versus the present state-of-the-art including the Nomograph Procedure model.

A. Present State-Of-The-Art

Most techniques for providing standard error information to survey users rely on a two-component statistical model. One of the components is the formula for calculating the standard error under the assumption of simple random element sampling (i.e., the textbook Simple Random Sample, [SRS] mentioned previously). The second component, called the Design Factor (DF), is a correction term which attempts to adjust for the differences in the standard errors between the actual sample design and a Simple Random Sample design due to such factors as pre-stratification, post-stratification (“weighting” or “sample balancing”), sample clustering and random data errors. More specifically, the two-component model can be expressed in the

\[ \text{SE} = \text{SRS SE} \times \text{DF} \]

In the statistical sampling literature, the Design Factor (DF) sometimes appears in squared form. In this case, it is usually called the Design Effect (DEEP), in this document, the Design Effect is designated by the abbreviated notation “DE.” Thus, the Design Effect equals the square of the Design Factor — i.e., DE = DF².
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form of equation 5-1:

\[
\text{Standard error of Design} = \frac{\text{Standard error of Design}}{\text{actual design}} \times \frac{\text{sample design}}{\text{factor}} \times \text{adjustment}
\]

(5-1)

For convenience in later reference, equation 5-1 can be re-written in more compact notation as shown below in equation 5-2.

\[
\text{ste: actual} = \text{ste: sample} \times \text{DF}
\]

(5-2)

Most models in current use employ a single Design Factor value to estimate the size of the standard error for all estimates generated by the survey. For large scale personal-interview surveys, typically a number in the 1.2 to 1.5 range is used for the single Design Factor value. For most studies, the single Design Factor value is derived based upon a limited number of empirical standard error computations performed on the particular survey’s data bank. In other instances, the Design Factor value is simply based upon a “knowledgeable guess” derived from general past experience with similar types of surveys.

B. The Nomograph Procedure Model

In an attempt to be more precise, sometimes several different Design Factor values are provided for use with different sample geographic components or demographic subclasses. The Arbitron Nomograph procedure falls into this category. In an attempt to advance the state-of-the-art, it recognized that: (1) different Design Factors were required across the different Local Market Reports, and (2) within any single Local Market Report, several different Design Factors were required to account for the overall differences in the pre and post-stratification elements for the three geographic areas (Metro, TSA, ADD) shown in Arbitron reports.

The Design Factor structure of the Nomograph Procedure Model can be symbolically described as:

\[\text{DF (metro, g)}\]

The “metro” notation stands for market report, and the “g” stands for geographic areas within each market report (Metro, TSA, and ADD). Thus, it can be seen that the Nomograph Procedure model was considerably more refined than the more traditional single Design Factor model. Furthermore, under the Nomograph Procedure, the Design
Factors were not determined simply from a generalized past experience, but instead, they were specifically calculated for each separate market and each individual survey report. For each report, three Design Factors were calculated—one for the Metro area, one for the TSA area, and one for the ADI area (for those reports providing ADI audience estimates). These Design Factors were calculated by using a well-known formula for evaluating the Design Factor associated with a weighted sample.\textsuperscript{14}

C. Conceptual Structure of Arbitron’s New Radio Reliability Model

On the basis of over one million empirical standard error calculations made via the Jackknife Replication analysis, it was quite clear that any simple model which used only a small number of different Design Factors would not adequately estimate the Standard Errors appropriate for all different estimate types, demographic groups and geographic areas that appear in Arbitron Local Market Radio Reports. In fact, based on the findings described in Chapter 4, it was quite evident that any improved model would have to include provision for the calculation of Design Factors separately for the more than 600 individual “cells” in the three-dimensional array defined by the various reporting categories for: (1) geographic area, (2) demographic group, and (3) estimate type, as shown earlier (see Appendix C). The need for calculating separate Design Factors by cell follows directly from the fact that the sample Statistical Efficiencies cannot be assumed to be equal for each reporting cell, as was noted in Chapter 4. Hence, the Design Factors cannot be assumed to be equal for the different reporting cells because the Design Factor quantity is mathematically related to the Statistical Efficiency value. For any individual audience estimate, the relationship between the Statistical

\textsuperscript{14}The actual formula is:
\[
\sqrt{1 + \text{RV} (\text{avg. p}^2 \bar{w} + )}
\]
where RV stands for Rel-Variance and equals the squared Coefficient of Variation of the individual diary weights among the Total Persons \( J \) sample \( (\bar{p} \bar{w} + ) \) within a specific geographic \( (g) \) region (Metro, TSA or ADI) for a specific market and survey report \( (m) \). The Coefficient of Variation (CV) is defined by the following ratio:
\[
\text{CV} = \frac{\text{Standard Deviation of Diary Weights}}{\text{Average (Mean) Diary Weight}} = \sqrt{\text{RV}}
\]
Efficiency and the Design Factor quantities is very straightforward as shown in equation 5-3:

\[
\text{Statistical Efficiency} = \frac{1}{\text{(Design Factor)}}
\]  

(5-3)

In other words, the Statistical Efficiency for any individual audience estimate is equal to the reciprocal of the square of the Design Factor.\(^{15}\)

The number of different Design Factors that are necessary to produce appropriate standard errors for all audience estimates which appear in the Local Market Reports was determined by examining the sources of variation in the sizes of the actual standard errors. After taking into account both the in-tab sample size and the size of the audience (rating level), it was found that the size of the standard error varies with the following dimensions:

1. The specific geographic region (Metro, TSA, ADI) for which the estimate is reported.

2. The specific demographic group for which the estimate is reported (there are 32 different age/sex groupings in a standard Local Market Radio Report—see Table 1 in Chapter 4 for definitions).

3. The specific estimate type: CCMR versus AQH; and for AQH estimates, the number of quarter hours included in the reported time period (see Table 2 in Chapter 4 for definition of the 11 different basic estimate types included in Arbitron Local Market Reports).

Taken together, this implies that for any standard market report, Design Factors might be defined for more than a thousand different cells (since 3 geographic regions by 32 demographic groups by 11 estimate types = 1056 cells). However, as indicated in Appendix C, not all estimate types are reported by all demographic groups in all geographic regions in Arbitron’s Local Market Radio Reports. Hence, the number of cells for which audience ratings or projections are reported is 624 for the Standard Local Market Radio Report. (Arbitron’s Condensed Local Market Radio Reports contain fewer cells — 144). Thus, for each Standard Report, Design Factors must be

\[^{15}\text{See Chapter 7, Section D for further commentary concerning the relationship between these two statistical quantities, and its pertinence to the derivation of the Statistical Efficiency values given in Appendix C.}\]
calculated for 624 cells; only 144 are required for Arbitron’s Condensed Reports.

Once the necessary number of different Design Factors was determined, the next step was to develop a method for calculating these factors for each Local Market and each survey period. Statistical sampling theory supported by the empirical analysis of “actual” standard errors calculated by the Jackknife Replication Procedure16 led to the conclusion that each of the more than 600 Design Factors is influenced by some sources which are unique to each market report and other sources which can be viewed as common across all market reports.

The sources which can be viewed as unique to each report include:

1. The pre-stratification used for sample selection and the sample size allocations used among the different geographic strata.

2. The post-stratification (“weighting” “sample balancing”) used to compensate for non-proportionate sample allocation and differential sample recovery/cooperation rates among demographic and geographic subgroups.

The sources which can be viewed as common across all market reports include:

3. The clustering and correlation of listening behavior among respondents within the same households.

4. The impact on the standard error due to the collection of multiple observations on the same respondents and, the clustering and correlation of listening behavior within individual respondents across quarter-hour time units (NOTE: This type of intra-individual clustering of listening behavior impacts the standard error for AQH estimates, but not Curve estimates).

On this basis, the Design Factor for each geo-demo-estimate type cell17 in a market report may be viewed as consisting of two elements—a “unique” component related to sources 1 and 2, and a “common” component related to sources 3 and 4. Thus, the Total

16A complete description of the Jackknife Replication procedure is given in Chapters 6 and 7.

17As explained previously, the Standard Local Market Radio Reports contain 624 reporting cells, and the Condensed Local Market Radio Reports contain 144 reporting cells.
Design Factor for any given cell can be evaluated by the following multiplicative model:

\[
\text{Total DF (mr, g, d, e)} = \text{Unique DF (mr, g, d, e)} \times \frac{\text{Common DF (g, d, e)}}{}
\]  

(5-4)

where

- \( mr \) = market survey report
- \( g \) = geographic region
- \( d \) = demographic group
- \( e \) = estimate type
- \( \text{DF} \) = Design Factor

Equation 5-4 highlights the fact that for each market and survey report, a separate Total Design Factor is calculated for each of the more than 600 individual cells defined by the various combinations of geographic, demographic and estimate type variables described previously.

In the new model, the Unique Design Factor as specified in equation 5-4 is calculated for each individual geographic by demographic by estimate type cell for each individual market and survey report period.\(^{19}\) This calculation is made by using the well-known formula described earlier in Footnote 14 of this Chapter — namely, the square root of the quantity \((1 + \text{Rel-Variance of the diary weights})\). However, in Arbitron's new model, the Unique Design Factor is computed separately for each cell within a report;\(^{19}\) therefore, the calculation can be expressed as shown in equation 5-5 below in order to highlight this fact:

\[
\text{Unique DF (mr, g, d, e)} = \sqrt{1 + \text{RV (mr, g, d, e)}}
\]  

(5-5)

The Common Design Factors for the more than 600 geographic by demographic by estimate type cells were determined from the Arbitron Replication II study. They are used as parameter values (constants) for all market reports. The Common Design Factors were

\(^{19}\)The Unique Design Factor within a particular market report and a particular geographic by demographic cell has the same value for all eleven basic estimate types since all audience estimates for that cell are derived from the same set of diaries.

\(^{19}\)Under the Nomograph procedure, this quantity was also computed separately for each report, but only for the Total Persons 12 + demographic group within each region (Metro, TSA and ADI). The Nomograph procedure assumes that this calculation is an adequate description of the Total Design Factor, and furthermore, that the Total Persons 12 + Design Factor can be used as a surrogate (in the corresponding region) for separate Design Factors calculated by demographic subgroup and varying estimate types. The new model is more sophisticated, and therefore, the new model provides more accurate estimates of the actual standard errors.
determined by using the actual Total Design Factors found by the Jackknife Replication analysis in conjunction with the Unique Design Factors calculated for the 19 market reports included in the study. Specifically, for each cell, the Common Design Factor was calculated by taking the ratio of: (1) the actual average Total Design Factor determined empirically from the Jackknife Replication analysis of over one million standard errors, to (2) the average Unique Design Factor calculated across the 19 market reports included in the study. This calculation can be expressed algebraically as shown in Equation 5-6:

\[
\text{Common DF (g, d, e)} = \frac{\text{Average } jk, \text{ Total DF (g, d, e)}}{\text{Average Unique DF (g, d, e)}}
\]  

(5-6)

The "g", "d" and "e" notation have the same meaning as defined earlier. They serve to highlight the fact that the Common Design Factor is separately computed for each reporting cell defined by the 3-dimensional array generated by the varying combinations of geographic, demographic, and estimate type groupings as illustrated by the structure of the Tables given in Appendix C. The averaging procedure used to calculate the numerator and denominator on the right-hand side of Equation 5-6 was a conservative one and is explained in Section D of Chapter 7. Putting that aside for the moment, the new Arbitron Radio Reliability Model can now be fully specified in the form of the following equation — the New Arbitron Radio Reliability Model Equation:

\[
\text{ste: actual (mr, g, d, e, i)} = \frac{\text{ste: srs (mr, g, d, e, i) \times Total DF (mr, g, d, e)}}{\text{Total DF}}
\]  

(5-7)

where The letters contained in the parenthesis highlight the fact that Equation 5-7 really represents a whole series of equations — in effect, a separate equation for each audience rating presented in Arbitron reports now and in the future. The "i" stands for any individual (but particular) audience rating contained in any particular Market Report ("mr")/for any particular Geographic Region ("g")/Demographic Group ("d")/and Estimate Type ("e").

and "Total DF" equals the product of the Unique DF and the Common DF as specified earlier in Equation 5-4.

8Sec. Chapter 7 for further discussion concerning the calculation details for these and other related statistics.
"ste: srs" stands for the corresponding Standard Error of a Simple Random Sample with the same in-tab sample size as was used to derive the reported audience rating from the actual sample design. The standard error for a Simple Random Sample is defined by equation 5-8 below:

\[ \text{Standard Error} = \sqrt{\frac{R(100-R)}{n}} \]  \hspace{1cm} (5-8)

where

- \(R\) equals the numerical value of the rating
- \(n\) equals the size of the sample (in-tab) upon which the rating was based.

For notational consistency with Equation 5-7, the "ste: srs" formula can be expressed with the appropriate subscripts \((mr, g, d, e, i)\) as Equation 5-9 which follows:

\[ \sqrt{\frac{R(mr, g, d, e, i) \times [100 - R(mr, g, d, e, i)]}{n(mr, g, d)}} \]  \hspace{1cm} (5-9)

NOTE: the "c" and "i" subscripts need not appear with the \(n\) value since the in-tab sample size is constant for all individual estimates and estimate types contained within a particular report for a particular demographic and geographic group.

**Summary Analysis**

A careful analysis of the structural form of Equation 5-7 clearly highlights the implications of the new Arbitron model as an improved tool for determining the size of the standard error for any audience rating. In contrast to the Nomograph Procedure and other less complex models, the new model properly accounts for differences in Design Factors (and the related differences in Statistical Efficiencies) by the important geographic, demographic and estimate type variables as defined by the more than 600 reporting cells included in Arbitron Local Market Radio Report. As a result, the new model provides a substantial improvement in reliability (standard error) estimation because it eliminates the persistent biases (consistent under- or over-statements of reliability) that are associated with the simpler-type models.
D. Algebraic Reformulation of Arbitron’s New Model To Enhance Its Usefulness to Report Users

The final step in the development of Arbitron’s new Radio Reliability Model consisted of transforming a complex mathematical structure into a form that would be easily accessible to report users. This was accomplished by re-expressing the initial formulation of the new model as given by Equation 5-7 into the quotient of two terms that could be calculated by Arbitron and placed into two tables whereby report users could simply “look up” the appropriate values.

By algebraic reformulation, the conceptual model given in Equation 5-7 can be re-expressed in the form of Equation 5-10 below:

\[
\text{ste: actual } (mr, g, d, e, i) = \frac{\text{Table A Value}}{\text{Table B Value}} \quad (5-10)
\]

where

\[
\text{Table A Value} = \sqrt{R(mr, g, d, e, i) \times [100 - R(mr, g, d, e, i)]}
\]

and

\[
\text{Table B Value} = \frac{n(mr, g, d)}{\text{Total DF(mr, g, d, e)}}
\]

The Table A values depend only on the rating size. Thus, a single table can be pre-printed to show the values of term A for all possible rating sizes. An actual Table A from a recent report is shown in Appendix A.

The Table B values depend upon the estimate type, the demographic group, and the geographic area. These values will differ for each report. Hence, a separate set of Table B values must be computed when processing each Market Report. Thus, a separate Table B will be provided for each Market Report. For illustrative purposes, Appendix A shows the Table B that appeared in the New York, Fall 1981 Local Market Radio Report.

While Arbitron’s new Radio Reliability Model is quite complex, it has been algebraically reformulated to enhance its usefulness to report users. The standard errors for any published rating can be determined by looking up two values (one from Table A and one from Table B), and then performing a simple division (A \( \div \) B). The standard error of a projected audience number can easily be determined by first converting the audience projection number to a rating, and then converting the rating’s standard error to the standard error for the audience projection number. Examples of these calculations are given in Chapter 8, as well as in Appendix A.
Chapter 6

Empirical Determination of Standard Errors By Replication Technique—Background Discussion

A. Introduction

Methods of determining standard errors for survey estimates by replicated subsamples were first used in the 1940's. It was not until 1960, however, that these methods gained widespread acceptance and use in the United States. This acceptance was due, for the most part, to the publication of a text Sample Design for Business Research, by Professor W. Edwards Deming of New York University.²

During the same time period, Professor John Tukey of Princeton University described a method (which he named the "Jackknife") for reducing statistical bias in non-linear estimates derived from relatively small samples. In a short abstract,³ published in 1958, Professor Tukey conjectured that the Jackknife procedure might also find use in the estimation of standard errors.

The Jackknife method remained relatively obscure for some time, but in 1966, Dr. David Brillinger, one of Tukey's students, published a detailed explanation of a method of standard error determination in complex survey samples which synthesized the concepts of Replication and the Jackknife.⁴ This method is called "Jackknife Replication."

B. Simple Replication

In order to understand why Jackknife Replication provides appropriate, empirically determined, standard errors for ratings and audience projections in Arbitron Radio Market Reports it is necessary to first understand the method of Simple Replication (i.e., replicated subsamples).

In Simple Replication the sample is either selected, or viewed as if it had been selected, in g independent replications or repetitions of the basic sample design (where g is the number of replicates). Each of these g "Basic Replicates" is projected (weighted) separately to the applicable universe. Letting \( \bar{R}_i \) denote the estimate of a specific rating obtained from the \( i^{th} \) Basic Replicate, the Simple Replication standard error of \( R \) (the estimate based on the total sample) is defined as:

\[
\text{sterep}(R) = \sqrt{(1-f) \frac{1}{g(g-1)} \sum (R_i - \bar{R})^2}
\]  

(8.1)

where \( \bar{R} = \frac{1}{g} \sum R_i \)  

(8.2)

\( g \) = the number of Basic Replicates  
\( f \) = the overall sampling fraction (the size of the sample relative to the population) across all g Basic Replicates  
\( \Sigma \) = the sum across all g Basic Replicates

In those instances where the value of \( f \) is small (e.g., below 0.01) the factor \((1-f)\) is often eliminated, and the formula may be written as:

\[
\text{sterep}(R) = \sqrt{\frac{1}{g(g-1)} \sum (R_i - \bar{R})^2}
\]  

(6.3)

This convention will be followed through the remainder of the chapter.

If the sample selection and estimation process do not involve complex clustering or complex weighting procedures, the estimate \( R \) (which is derived from all the Basic Replicates combined—i.e., the total report sample) will be very close in value to the estimate \( \bar{R} \) (the value obtained by first separately weighting each Basic Replicate and then producing the estimates \( R_i \) and finally taking their arithmetic mean). In this case, the Simple Replication standard error, defined by \( \text{sterep}(R) \) in Formula 6.1 or 6.3, will be an appropriate estimate of the standard error of \( R \).
C. Jackknife Replication

When differences between the values \( R \) and \( \bar{R} \) are not insignificant, a more appropriate standard error for \( R \) may be found by the method of Jackknife Replication. This can occur if the sample design involves complex clustering and/or weighting. Under these circumstances, the sample estimate may not be linear at the elementary selection-unit level, or at the elementary analytical-unit level. In this case, the resulting value of \( R \) may be quite different from the value of \( \bar{R} \).

This type of non-linearity is present in the samples used for Arbitron Radio Reports. Arbitron makes use of a weighting procedure known as "sample balancing." The basic statistical property of sample balancing is its ability to assure that the weighted sample will conform to a pre-specified set of distributions on various characteristics, while minimizing the variation in weights that must be applied among survey respondents. These weights are determined by an iterative procedure which is not a simple linear function. As a result, standard errors produced by the Jackknife Replication formula described below will produce more appropriate estimates of the actual standard errors of Arbitron audience ratings and projections.

The first step in the method of Jackknife Replication is exactly the same as the first step used in the method of Simple Replication. The basic sample is either selected as \( g \) independent Basic Replicates, or is subdivided into \( g \) independent Basic Replicates on a post-hoc (after selection) basis. These \( g \) Basic Replicates are then formed into \( g \) "Jackknife Replicates" by defining the \( i \)th Jackknife Replicate as: all Basic Replicates combined with the exception of the \( i \)th Basic Replicate. In other words, the \( i \)th Jackknife Replicate is simply the complement (with respect to the total sample) of the \( i \)th Basic Replicate. This process is illustrated in Figure 5 for the case where eight Jackknife Replicates are formed from eight Basic Replicates to depict the procedure used in the Replication II study. For example, from Figure 5 it can be seen that Jackknife Replicate \( \#3 \) is formed by adding together Basic Replicates 1, 2, 4, 5, 6, 7, 8 and excluding Basic Replicate \( \#8 \).

In the second step, each Jackknife Replicate is projected (weighted) to conform to the total population distribution. If the estimate of an audience rating (or projection) based on the \( i \)th Jackknife Replicate is denoted as \( R_i \), and the mean of the \( g \) Jackknife Replicates \( R_i \) values is denoted as \( \bar{R} \) then the traditional Jackknife Replication standard
Figure 5. How eight "Jackknife Replicate" samples are constructed from Arbitron's eight "Basic Replicate" samples.
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The error of \( R \) is described by Formula 6-4 below:

\[
\text{ste}(R) = \sqrt{\frac{g-1}{g} \sum (R'_i - \bar{R})^2} 
\]

(6-4)

where

\[
\bar{R'} = \frac{1}{g} \sum R'_i
\]

(6-5)

\( \sum \) = Sum across all g Jackknife Replicates

*Note: The ste(R) quantity is expressed in Appendix D using the notation ste(R*).

Formula 6-4 is quite similar to Formula 6-3, except that \( R'_i \) and \( R' \) replace \( R \) and \( R \), and the factor \( 1/(g-1) \) has been replaced by the factor \( 1/g \). The mathematical justification of this difference in factors for Simple and Jackknife Replication is discussed in Appendix D. It should be noted that when there are only two replicates (i.e., \( g = 2 \)), Formulas 6-3 and 6-4 become identical. For values of \( g \) greater than 2, this identity does not hold.

The traditional Jackknife Replication estimate of the standard error of \( R \) (as given by Formula 6-4) provides a more appropriate estimate of the standard error \( R \), than does the Simple Replication procedure (defined by Formula 6-3), whenever \( R' \) is closer to \( R \) than is \( R \). For Arbitron's audience data, \( R' \) would be expected to be closer to \( R \), than \( R \), for the reason explained in what follows. The Arbitron Replication II study used Jackknife Replication with \( g = 8 \). Thus, each \( R'_i \) was formed by application of the sample balancing process to seven-eighths \( (7/8) \) of the total sample. The functional form of the sample balancing weights used these Jackknife Replicates is very close to the functional form of the sample balancing weights that were used for the original report total sample. This would not have been the case, if each replicate had been only one-eighth \( (1/8) \) of the total sample as when a Simple Replication approach is used (with \( g = 8 \)). As a result, values of \( R' \) (from Jackknife Replication samples) will more closely conform with the values of \( R \) (from total sample), than would values of \( R \) (from Simple Replication samples).

In recognition of the possibility that \( \bar{R'} \) may differ from \( R \) by a very small amount, the standard error computations in the Replication II study were actually accomplished by using Formula 6-6 given below:

\[
\text{ste}(R) = \sqrt{\frac{g-1}{g} \sum (R'_i - \bar{R})^2}
\]

(6-6)

Formula 6-6 differs from Formula 6-4 in that the value of \( R \) is used
in place of \( \hat{R}' \). Conservative estimates of standard errors are produced by this change because the numerical values produced by Formula 6-6 will always be equal to, or greater than, the values produced by Formula 6-4. Differences between Formula 6-6 and Formula 6-4 are related to the size (if non-zero) of the difference between \( \hat{R}' \) and \( \hat{R} \). Use of Formula 6-6, rather than Formula 6-4, has become the preferred practice in survey sampling applications whenever conservative estimates are desired.\(^{19}\)

D. Simple Replication versus Jackknife Replication: Summary of Issues

1. Simple (Non-Complex) Surveys

For surveys which involve simple sample designs and simple estimation procedures, Simple Replication is usually employed to estimate standard errors for the following reasons:

- Simple Replication is easier to implement than Jackknife Replication.
- Compared to Jackknife Replication, Simple Replication is easier to explain to non-statisticians.
- Simple Replication can provide appropriate estimates of the standard error of \( \hat{R} \), when the overall survey estimate \( \hat{R} \) can be expected to generally exhibit the same statistical behavior as \( \hat{R} \) (the arithmetic mean of the Basic Replicate estimates \( \hat{R} \)).

2. Complex Surveys

When survey designs involve complex sampling procedures (clustering and pre-stratification) and complex estimation procedures (sample balancing), Simple Replication may somewhat overstate (or understate) the standard error of \( \hat{R} \) (the overall survey estimate). This is because the sample design and sample balancing complexities result in a lack of equality between \( \hat{R} \), (the overall survey estimate), and \( \hat{R} \)

\(^{19}\)Arbitron used the Formula 6-6 conservative approach so that if any differences occurred, Arbitron would slightly overstate the size of the actual standard errors rather than underestimate them.
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(the mean of the Basic Replicate estimates). This lack of equality may be somewhat reduced by using a smaller g (the number of Basic Replicates), but this has two disadvantages:

- A lowering of g will lower the stability of the standard error estimate.
- A lowering of g to its theoretical minimum of "two" may still not adequately reduce the discrepancy between \( \bar{R} \) and R.

Jackknife Replication solves the problem because Jackknife Replication does not require a lowering of g to achieve near equality between the overall survey estimate, R, and the arithmetic mean of the Jackknife Replicate estimates, \( \bar{R}' \). In fact, as g is made large, the Jackknife Replication estimate of the standard error of R improves and has two advantages:

- Increasing g results in an increase in the stability of the Jackknife Replication estimate of the standard error of R, and
- Increasing g tends to decrease any difference between \( \bar{R}' \), (the mean of the Jackknife Replication estimates), and R (the overall survey estimate), thereby reducing the degree of any possible mathematical bias in the standard error estimator. [Note: This situation is reversed for Simple Replication].

* * * * * * *

As can be seen from the above summary, the Jackknife Replication approach to standard error determination offers substantial benefits in the case of complex surveys. In the context defined above, Arbitron Radio Audience Surveys can be classified as complex. Hence, for the beneficial reasons already outlined, the Jackknife Replication approach was chosen as the preferred methodology for the Arbitron Replication II study.
Chapter 7

Sample Selection and the Formation of Jackknife Replicates in the Arbitron Replication II Study

A. Selection of Markets and Survey Reports

During the initial planning stages of the Arbitron Replication II study design, it was decided that the actual market reports which would provide the basic standard error information for use in the development of the new Arbitron Radio Reliability Model should be selected so as to produce conservative model parameters. When used in a statistical context, the term conservative indicates that any necessary approximations and decision should be structured to produce an understatement (rather than an overstatement) of actual reliability levels. In terms of standard errors, this means that to the extent that the model construction involved approximations, overstatement of standard error levels was viewed as being preferable to understatement of these levels.

A related consideration in the selection of market reports was the knowledge that the greatest stress on reliability would occur at the extremes of the market size distributions—largest markets vs. smallest markets. (This phenomenon was detected during an earlier reliability study which focused on the development of standard error estimates for Arbitron’s Television Market Reports). This stress phenomenon is quite common in most modeling tasks. For this reason, it was decided that market selection should not involve a simple random (or proportionate) selection of markets, but rather it should ensure that a sufficient number of markets are included at the extremes (as well as the center) of the market size range.

A similar philosophy was felt appropriate with respect to other important variables such as: the in-tab sample size at both the Metro and TSA level, the use (or non-use) of special ethnic sampling and weighting procedures, the regional distribution of markets, the number of reported stations in a report, and finally the survey period itself. In order to provide a data base which would be suitable for
special studies, it was also decided that actual standard error information should be available for several markets over different survey periods. This was accomplished by including several survey report periods for the same market in the final selection of a sample of market reports. All of the above conditions were met by selecting a purposive sample of 19 Local Market Radio Reports, involving 12 different markets. Since the Jackknife Replication formula (see Chapter 6) that was used to calculate standard errors required 8 Jackknife Replicate estimates plus the audience estimates published in the original report, the 19 report selections produced a working data base for this study that included a total of 171 (19 x 9) audience reports. These reports contained a total of 12,385,884 audience ratings and projection numbers that were used for analysis purposes to produce 1,377,296 Jackknife Replication standard error estimates. The distribution of the original 19 selected reports with respect to the dimensions discussed above appears in Table 7.

B. Selection of Basic Replicates

In order to form the eight Jackknife Replicates for each selected market report, the original total report in-tab sample for each of the nineteen reports was first divided into eight non-overlapping subsamples called "Basic Replicates". In effect, the initial total report sample was systematically subdivided into eight parts (Basic Replicates) of approximately equal size. Hence, each Basic Replicate is about one-eighth the size of the original report sample. In total, 152 Basic Replicates were selected (8 per each of 19 separate market reports). Their selection was accomplished via the use of appropriate mathematical randomization procedures.

In forming the Basic Replicates, appropriate care was exercised during the selection process to duplicate all of the pre-stratification and sample-clustering design features that were used in the selection of the initial total report sample. The Basic Replicates were formed by first re-constructing the original total sample selection structure. Since Arbitron's standard sampling methodology is described in several other Arbitron publications,15 it need be only briefly outlined here.

15 Arbitron's Sampling Methodology is described in Arbitron Radio's Description of Methodology document and also in the "Description of Methodology" section (page 4) of every Local Market Radio Report.
<table>
<thead>
<tr>
<th><strong>TABLE 7. CHARACTERISTICS OF SELECTED MARKETS AND SURVEY REPORTS</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number of Markets .................................................. 12</td>
</tr>
<tr>
<td>2. Number of Survey Reports ........................................... 19</td>
</tr>
<tr>
<td>3. Number of Survey Periods ............................................ 4</td>
</tr>
<tr>
<td>4. Number of Markets with Special Ethnic Samples .............. 7</td>
</tr>
<tr>
<td>5. Number of Markets with Ethnic sample balancing ............ 6</td>
</tr>
<tr>
<td>6. Regional distribution of Markets:</td>
</tr>
<tr>
<td>Northeast ............................................................... 2</td>
</tr>
<tr>
<td>Southeast .............................................................. 3</td>
</tr>
<tr>
<td>Southwest ............................................................... 1</td>
</tr>
<tr>
<td>North Central ......................................................... 3</td>
</tr>
<tr>
<td>West Pacific ............................................................ 1</td>
</tr>
<tr>
<td>Northwest ............................................................... 2</td>
</tr>
<tr>
<td>7. Distribution of Survey Reports by Number of Reporting Stations</td>
</tr>
<tr>
<td><strong>Home to Metro</strong></td>
</tr>
<tr>
<td>40 or more</td>
</tr>
<tr>
<td>25–39</td>
</tr>
<tr>
<td>20–24</td>
</tr>
<tr>
<td>11–19</td>
</tr>
<tr>
<td>10 or less</td>
</tr>
<tr>
<td><strong>by In-Tab Sample Sizes</strong></td>
</tr>
<tr>
<td><strong>Total Survey Area</strong></td>
</tr>
<tr>
<td>6000 or more</td>
</tr>
<tr>
<td>3500–5999</td>
</tr>
<tr>
<td>2500–2499</td>
</tr>
<tr>
<td>1000–2499</td>
</tr>
<tr>
<td>Under 1000</td>
</tr>
</tbody>
</table>
The standard sampling methodology used by Arbitron for its Local Market Radio Reports involves allocation units known as sampling areas. These sampling areas are defined within the Metro, TSA and ADI portions of the market on a geographic basis, usually at the county level. In those instances where a county contains more than one sampling area (e.g., ethnic and non-ethnic locations), the sampling areas are defined on the basis of zip codes. Sampling within a market will always take place from a frame of listed telephone numbers which have been numerically sorted within each sampling area by zip code.17 Sampling from this listed frame is accomplished separately within each sampling area through the use of Systematic Sampling (every nth selection) beginning from a random starting point.

Sample allocation and diary placement rates to each sampling area are determined by several factors including the sampling area’s population size and Arbitron’s experience in getting back complete, usable diaries. These latter considerations take into account Arbitron’s past experiences in terms of respondent response and diary usability rates, as well as the average household size for each sampling area. In markets where Arbitron uses an Expanded Sample Frame (ESF) to incorporate unlisted telephone homes into the sample, telephone numbers and sample allocations are generated for the entire ESF area as a whole. After the basic selections are completed for both the listed and calllisted (where applicable) portions of the sampling frame, those selections are then systematically (every nth) assigned to the weekly time periods that span the particular survey report.

The stratification elements in Arbitron’s standard sampling methodology as just described were preserved when forming the eight Basic Replicates for this study. Specifically, the in-tab sample cases were set ordered by broad geographic area (Metro, TSA balance, ADI balance), then by sampling area, then by time period, then by original selection order within time period. All in-tab cases that were associated with an initial selection unit were grouped together. That is, they were linked to their appropriate ultimate sampling unit. For the most part, the formation of ultimate sampling units involved grouping together diaries for all persons residing within the same households. In those instances where data collection was accom-

17The actual sampling frame is created by the Metro Mall Corporation using the specifications designed by Arbitron. The Metro Mall Corporation is one of the nation’s leading suppliers of listed telephone households.
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plished by personal interviewing, all in-tab cases associated with the interviewing cluster were grouped together in a simple ultimate sampling unit to reflect the method used in initial sample selection.

Eight Basic Replicates were then formed by the systematic assignment of ultimate sampling units. For example, the first Basic Replicate consisted of all in-tab cases associated with ultimate sampling units 1, 9, 17, 25, etc. The second Basic Replicate consisted of all in-tab cases associated with ultimate sampling units 2, 10, 18, 26, etc.

C. Formation of Jackknife Replicates

The eight Jackknife Replicates were then formed from the eight Basic Replicates by the process described in Chapter 6 (and illustrated in Figure 5). For example, the first Jackknife Replicate consisted of all in-tab cases associated with Basic Replicates 2, 3, 4, 5, 6, 7, and 8: while the second Jackknife Replicate consisted of all in-tab cases associated with Basic Replicates 1, 3, 4, 5, 6, 7, and 8.

The final step in preparation for the standard error determinations was the sample balancing (weighting) of each of the Jackknife Replicates. Each of the 19 market reports had already been processed and released prior to the start of processing for the Replication II study. As a result, the specific procedures and parameters used in the sample balancing process had already been determined. These procedures and parameters were applied in exactly the same way to each of the eight Jackknife Replicates associated with the market report. Final output for each of the 8 Jackknife Replicate reports was prepared in the form of computer tapes. These files were combined with existing files which had been produced in conjunction with the release of the original market report.

D. Standard Error and Other Related Computations

After all the required Jackknife Replicate reports were produced, "actual" standard errors were empirically computed by using the Jackknife Replication method specified by Formula 6-6 in Chapter 6.

Standard errors were individually calculated for all published audi-

---

6See references given in Footnote 26 for description of Arbitron's special interviewing procedures in High Density Hispanic Areas.
ence estimates contained in the 19 market report books used for this study.

In order to retain a uniformity in the structure of the standard error computations, all standard errors were calculated in terms of ratings (instead of projections). In other words, in those instances where a published report provides audience projection numbers (but not ratings), the projection numbers were first converted to a rating; then, the standard error was calculated for the corresponding rating. This procedure does not result in any loss of information from either a statistical or numerical standpoint, because audience ratings and projections are related in an exact one-to-one fashion by a uniform constant (the population, or universe value for the given geographic and demographic group).

Across the 19 market reports used in this study, a total of 1,377,296 individual Jackknife standard errors were calculated by use of the Formula 6-6 defined in Chapter 6. The 1,377,296 standard errors were generated from a total of 12,305,664 ratings estimates.

[Note: When the numerical value of the rating published in a report is compared to the corresponding rating derived for each of the eight Jackknife Replicates, the eight numerical comparisons are summarized into one standard error quantity. This explains why the "number" of calculated standard errors (slightly over one million) differs from the "number" of audience ratings (slightly over twelve million) used in the analysis.]

For the purpose of model development and parameterization and for the purpose of performing various comparative analyses such as those described in Chapter 4, standard errors were also calculated by the Nomograph Procedure and by the Simple Random Sample formula. In addition, the following Design Effect (DE) ratios were calculated for each audience rating:

\[
DE_{jk}(R) = \frac{\text{stejk}(R)^2}{\text{ste: sre}(R)^2} \quad (7.1)
\]

\[
DE_{nom}(R) = \frac{\text{ste: nomo}(R)^2}{\text{ste: sr}(R)^2} \quad (7.2)
\]

where \( \text{stejk}(R) \) = the "actual" standard error as calculated by Jackknife Replication
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ste: srs(R) = the corresponding Simple Random Sample standard error
ste: nomo(R) = the corresponding standard error as estimated by the Nomograph Procedure and R stands for the particular rating for which the standard error is being determined.

It can be seen from the preceding formulae that the Design Effect statistic is defined as the ratio of two Variances\(^{13}\) with the Variance in the denominator of the ratio being that for a Simple Random Sample.

For the purpose of developing parameters for the new Radio Reliability Model, Unique Design Effects (Unique DE) were computed within each of the 19 market reports for the total sample and each geo-demographic group by the following formula:

\[
\text{Unique DE}_i = 1 + \text{RV}_i \tag{7-3}
\]

where

\[
\text{RV}_i = \frac{\text{VAR}_i}{\overline{W}} \tag{7-4}
\]

and

\[
\text{VAR}_i = \frac{\sum (W_j - \overline{W})^2}{n_i - 1}
\]

\[
\overline{W} = \frac{1}{n_i} \sum W_j
\]

\(W_j\) = the diary projection weight associated with the \(i^{th}\) in-tab respondent within the \(j^{th}\) geo-demographic subgroup.

\(n_i\) = the number of cases (diaries) in the \(j^{th}\) geo-demographic subgroup.

The Design Effect ratios defined by Equations 7-1, 7-2 and 7-3 were aggregated (summed and averaged) separately by each of the 19 market reports and by each of the more than 600 "cells" defined in Appendix C in terms of 11 estimate types, 32 demographic groups and 3 geographic areas (2 geographic areas for those market reports which do not contain ADI audience information). The statistical properties which dictate the use of the Design Effect statistic in initial aggrega-

\(^{13}\)The "Variance" expression is, of course, the standard nomenclature for the square of the Standard Error.
tion, rather the Design Factor form, are linked to the well-known behavior of the F distribution. The average (mean) Design Effect produced by this initial aggregation by "cell" within each market report can be denoted by the symbol DE; then, the manner in which the average Design Factor was computed for each cell within each market report can be defined as follows:

\[
\text{Average Design Factor} = \sqrt{\text{DE}}
\]  
(7.5)

The procedure in Equation 7-5 produces a conservative estimate for the average Design Factor since in general, a straight arithmetic mean of the individual Design Factors would yield a lower value. The results obtained for each cell within each market report were then averaged across all 19 market reports separately by cell to produce the final average Design Factor values for each cell as defined in Appendix C. The averaging across markets was accomplished by taking a weighted mean of the 19 market report Design Factors for each corresponding cell. The weights were determined by the number of cases contained in each market report for any given cell.

The overall result of this process was used in three ways:

1. To determine the Common Design Factor parameter values for the new Reliability Model.
2. To calculate the Statistical Efficiency values presented in Appendix C.
3. To form the Comparison Ratios of "actual" versus "Nomograph" standard errors given in Appendix E.

These three uses are discussed in the following three subsections.

**Determination of the Common Design Factors**

Equation 7-6 below was used to determine the Common Design Factors for each of the more than 600 geo-demo-estimate type cells for

---

30 The general relationship between these two forms for any individual rating is:

\[(\text{Design Factor})^2 = \text{Design Effect}\]


32 A lower value for the Design Factor implies a smaller standard error. Hence, the larger value obtained by use of Equation 7-5 is more conservative in that, if any differences occur, Arbitron would overstate (rather than underestimate) the size of the actual standard errors.
which Arbitron publishes audience estimates in its Local Market Radio Reports:

\[
(\text{Average Jackknife Replication Design Factor}) = \frac{\text{Average Unique Design Factor}}{\text{Design Factor}}
\]

(7-6)

where "i" stands for any particular cell (one of the more than 600 geo-demo-estimate type cells shown in Appendix C)

Calculation of Statistical Efficiency Values

For any individual rating, the general relationship between the Statistical Efficiency value and the Design Factor value is given by Equation 7-7 below:

\[
\text{Statistical Efficiency, } i = \frac{1}{\text{Design Factor}}^i
\]

(7-7)

where \( i \) = an individual rating

In order to maintain this straightforward relationship in the averaging process, the average Statistical Efficiency values given in Appendix C were derived by taking the reciprocal of the average Jackknife Replication Design Factor. This was done separately for each geo-demo-estimate type cell. The net result of this procedure is that it yields conservative (lower) estimates for the average Statistical Efficiency values for each cell, as compared to a standard Arithmetic Mean of the Statistical Efficiency values of all of the individual cases contained within any particular cell.

The conservativeness of the average Statistical Efficiency values given in Appendix C derives from the mathematical relationship between the Arithmetic and Harmonic Means as explained in the footnote below.\(^{39}\) With respect to Statistical Efficiency, the process of

\[
\text{Harmonic Mean} = \frac{m}{\sum_{i=1}^{m} \left( \frac{1}{X_i} \right)}
\]

\[
\text{Arithmetic Mean} = \frac{1}{m} \sum_{i=1}^{m} X_i
\]

In general, when the \( X \) are not all equal, the Harmonic Mean will always yield a smaller value than the Arithmetic Mean. See, for example, Cranton and Crowden's book entitled Applied General Statistics, McGraw-Hill (1955).
averaging individual Design Effects within a cell in a Local Market Report corresponds to obtaining a Harmonic Mean for the Statistical Efficiency for that market cell. By the well-known relationship between Arithmetic and Harmonic Means, this produces a more conservative (lower) average Statistical Efficiency value than would a straight arithmetic average of the individual Statistical Efficiencies. Furthermore, the process of taking a weighted average of Design Factors across the nineteen Local Market Reports for each cell corresponds to obtaining a weighted Harmonic Mean for the square root of the Statistical Efficiency values. This second averaging also produces a more conservative (lower) value for the average Statistical Efficiency than would a weighted arithmetic mean.

**Formation of Comparison Ratios of “Actual” versus “Nomograph” Standard Errors**

For any individual rating R, the Comparison Ratio is defined to be:

\[
\text{Comparison Ratio } (R) = \frac{\text{ste: nemo } (R)}{\text{ste:jk } (R)}
\]  \hspace{1cm} (7-8)

From equations 7-1 and 7-2, it can be seen that:

\[
\begin{align*}
\text{ste: nemo } (R) &= \sqrt{\text{DE}_{\text{nemo}}(R)} \times \text{ste: jk } (R) \\
\text{and } \text{ste:jk } (R) &= \sqrt{\text{DE}_{\text{jk}}(R)} \times \text{ste: jk } (R)
\end{align*}
\]

Thus, the Comparison Ratio can be conveniently re-expressed as:

\[
\text{Comparison Ratio } (R) = \frac{\sqrt{\text{DE}_{\text{nemo}}(R)}}{\sqrt{\text{DE}_{\text{jk}}(R)}}
\]  \hspace{1cm} (7-9)

\[
= \frac{\text{DE}_{\text{nemo}}(R)}{\text{DE}_{\text{jk}}(R)}
\]

In order to preserve this simple relationship between the Comparison Ratio and the two Design Factors, each average Comparison Ratio displayed in Appendix E is calculated by taking the ratio of the average Nomograph Design Factor to the average Jackknife Replication Design Factor for that particular cell as shown below:

\[
\text{Comparison Ratio }_i = \frac{\text{(Average Nomograph Design Factor) }_i}{\text{(Average Jackknife Replication Design Factor) }_i}
\]  \hspace{1cm} (7-10)

where \( _i \) stands for any one cell
The average Comparison Ratio obtained in this manner is statistically more robust than a straight arithmetic mean of the Comparison Ratios for the ratings contained in that particular cell. Robustness in this context means that the average Comparison Ratio should not be unduly affected by the presence of a few inordinately large individual Ratios (known as “outliers”).
Section IV: Applications
Chapter 8

How to Use Reliability Calculations
As An Aid To Decision-Making

Audience rating and projection estimates are used by the broadcasting and advertising industry to make important buying and selling decisions related to the radio medium. They are also used as criteria for measuring the success of specific programming efforts. Therefore, accurate information about the reliability of radio audience estimates should be viewed as an important decision-making aid to users of this information. For example, when an increase or decrease in a station's audience is observed from one report to the next, it is important to know the likelihood of whether the noted increase or decrease is "real", or just due to the "statistical bounce" commonly known as sampling error.

In the earlier chapters, it was explained that the size of this statistical bounce can be measured in a formal manner by a mathematical quantity called the standard error. It was also explained how Arbitron developed a new Radio Reliability Model to make it easy for Arbitron report users to quickly determine the size of the standard error, as well as statistical confidence boundaries for any single audience rating or audience projection number published in Arbitron Local Market Radio Reports.24 The purpose of this chapter is to explain in a standardized "How To Do It" format the earlier cited applications, plus new applications that were not previously discussed.

The first two sections of this chapter explain the following specific areas of application:

A. **Evaluating Book-to-Book Changes in Reported Audiences.** That is, determining the likelihood (probability) that a reported in-

---

24An example of this calculation is given in Chapter 4, Section A.2, and also in Appendix A.
crease or decrease in a station's audience from one survey period to the next is "real", and not just due to "statistical bounce" in the survey audience estimates:

1. For estimates expressed as a Rating (p. 70).
2. For estimates expressed as a Projection Number (p. 70).

B. Determining Statistical Confidence Limits for Reported Audience Estimates. That is, determining upper and lower boundaries of the possible error range that may be associated with reported audience estimates, due to the fact that Arbitron surveys a sample of respondents. The application examples show how to determine statistical confidence limits:

- For any single audience estimate reported as a:
  1. Rating (p. 83).
  2. Projection Number (p. 83).

- For an aggregated audience estimate averaged across several Reports (Survey Periods) and expressed as a:
  3. Rating (p. 86).
  4. Projection Number (p. 89).

Section C contains some commentary concerning more complex applications. The final section of this chapter, Section D, contains a general technical discussion regarding the differences between "Classical" and "Bayesian" statistical inference interpretations. This discussion is relevant since the statistical inference interpretations adopted in the application examples in this chapter are Bayesian.

A. Evaluating Book-to-Book Changes In Reported Audiences

1. Changes In A Rating From Book-To-Book

   a. Illustrative Application Situation—Station KBBB in Market X made a number of changes in its afternoon drive time programming with the expectation of increasing its Metro area Average Quarter Hour (AQH) audience among Males 18+. In the survey prior to the programming change, KBBB's reported audience rating was 0.4. In the new survey, after the programming changes had been in effect for a time, a rating of 0.7 was reported. How certain can the station be that this reported in-
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crease in ratings was not just the result of statistical sampling error.35

b. Computational Details36

Step 1. Assemble the Required Basic Data

<table>
<thead>
<tr>
<th>Data Item</th>
<th>Value</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating #1 (Last Time)</td>
<td>0.4</td>
<td>Arbitron Report #1: Mkt X</td>
</tr>
<tr>
<td>Rating #2 (This Time)</td>
<td>0.7</td>
<td>Arbitron Report #2: Mkt X</td>
</tr>
<tr>
<td>Standard Error of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating #1</td>
<td>0.079</td>
<td>Arbitron Report #1: Mkt X (Table A / Table B)37</td>
</tr>
<tr>
<td>Standard Error of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating #2</td>
<td>0.104</td>
<td>Arbitron Report #2: Mkt X (Table A / Table B)37</td>
</tr>
</tbody>
</table>

Step 2. Determine The Probability (and Odds) That A Real Change Occurred In The Direction Indicated By The Rating Difference Between the Two Reports By Performing Three Simple Calculations Plus A Table "Look Up."

1. Compute the Rating Difference:

\[
\text{Rating Difference} = (\text{Rating #2}) - (\text{Rating #1})
\]

\[
\text{Rating Difference} = (0.7) - (0.4)
\]

\[
\text{Rating Difference} = +0.3
\]

The analysis in the Computational Details can be applied to any two reports; the reports need not be immediately successive in terms of Arbitron survey period chronology.

For persons who have access to a micro computer, an interactive program (written in Microsoft BASIC-80) is provided in Appendix G to perform the calculations described. This program can be easily adapted to other versions of BASIC.

See Chapter 4, Section A.3, for a general explanation of Table A and Table B. Market X Table A and B are not shown here since the example is not hypothetical. Also, for pre-Fall 1983 Survey Reports which do not include a Table A or Table B, use Appendix F to estimate the standard error of an audience rating.
2. Compute the Standard Error of the Difference
(Std. Error of Diff.):

\[
\text{Std. Error of Diff.} = \sqrt{\frac{\text{Std. Error}}{\text{of Rating } 2} + \left(\frac{\text{Std. Error}}{\text{of Rating } 1}\right)^2}
\]

\[
\text{Std. Error of Diff.} = \sqrt{(0.104)^2 + (0.0059)^2}
\]

\[
\text{Std. Error of Diff.} = \sqrt{(0.010816) + (0.0002541)}
\]

\[
\text{Std. Error of Diff.} = 0.017056
\]

3. Compute the Standardized Difference (Stdz. Diff.):

\[
\text{Stdz. Diff.} = \frac{(\text{Rating Difference})}{(\text{Std. Error of Diff.})}
\]

\[
\text{Stdz. Diff.} = \frac{(+0.3)}{(0.1306)}
\]

\[
\text{Stdz. Diff.} = +2.39709
\]

3. Use the Standardized Difference value (+2.3) as the reference point in Table 8 to obtain Probability and Odds that a real increase in ratings has occurred for station KBBB.

4. Interpretation\(^a\)-- by using the +2.3 Standardized Difference value reference Table 8, the probability that a real increase occurred in the ratings for station KBBB is determined to be .989. This probability level is equivalent to 92.2 to 1.0 odds that a real change occurred in the upward direction. Certainly, in this case, KBBB can be quite sure that the programming changes made for the afternoon drive time did, in fact, increase their actual average audience among Males 18+ in the Metro area.

IMPGRFTNT: By definition, probability values must sum to 1.000. Therefore, there is also a probability that the noted upward increase in the report rating is not indicative of an actual increase, but rather it is the result of random statistical error. This latter probability is determined simply by subtracting the probability of the event that increased ratings actually occurred from 1.000.

\(^a\)Readers who are familiar with the methods of statistical inference will recognize that the interpretation of the probability statements associated with the methods illustrated here are "Bayesian" rather than 'Classical.' A further discussion concerning the technical aspects of these two approaches is given in Section D of this chapter.
<table>
<thead>
<tr>
<th>Std. Diff.</th>
<th>Probability</th>
<th>Odds</th>
<th>Std. Diff.</th>
<th>Probability</th>
<th>Odds</th>
</tr>
</thead>
<tbody>
<tr>
<td>+3.0</td>
<td>.999</td>
<td>739.8 to 1.0</td>
<td>-0.1</td>
<td>.540</td>
<td>1.2 to 1.0</td>
</tr>
<tr>
<td>+2.9</td>
<td>.998</td>
<td>534.9 to 1.0</td>
<td>-0.2</td>
<td>.579</td>
<td>1.4 to 1.0</td>
</tr>
<tr>
<td>+2.8</td>
<td>.997</td>
<td>380.4 to 1.0</td>
<td>-0.3</td>
<td>.618</td>
<td>1.6 to 1.0</td>
</tr>
<tr>
<td>+2.7</td>
<td>.997</td>
<td>287.4 to 1.0</td>
<td>-0.4</td>
<td>.655</td>
<td>1.9 to 1.0</td>
</tr>
<tr>
<td>+2.6</td>
<td>.996</td>
<td>213.5 to 1.0</td>
<td>-0.5</td>
<td>.691</td>
<td>2.2 to 1.0</td>
</tr>
<tr>
<td>+2.5</td>
<td>.995</td>
<td>160.0 to 1.0</td>
<td>-0.6</td>
<td>.726</td>
<td>2.6 to 1.0</td>
</tr>
<tr>
<td>+2.4</td>
<td>.992</td>
<td>121.0 to 1.0</td>
<td>-0.7</td>
<td>.758</td>
<td>3.1 to 1.0</td>
</tr>
<tr>
<td>+2.3</td>
<td>.989</td>
<td>92.2 to 1.0</td>
<td>-0.8</td>
<td>.788</td>
<td>3.7 to 1.0</td>
</tr>
<tr>
<td>+2.2</td>
<td>.986</td>
<td>70.9 to 1.0</td>
<td>-0.9</td>
<td>.816</td>
<td>4.4 to 1.0</td>
</tr>
<tr>
<td>+2.1</td>
<td>.982</td>
<td>55.0 to 1.0</td>
<td>-1.0</td>
<td>.841</td>
<td>5.3 to 1.0</td>
</tr>
<tr>
<td>+2.0</td>
<td>.977</td>
<td>43.0 to 1.0</td>
<td>-1.1</td>
<td>.864</td>
<td>6.4 to 1.0</td>
</tr>
<tr>
<td>+1.9</td>
<td>.971</td>
<td>33.8 to 1.0</td>
<td>-1.2</td>
<td>.885</td>
<td>7.7 to 1.0</td>
</tr>
<tr>
<td>+1.8</td>
<td>.964</td>
<td>26.8 to 1.0</td>
<td>-1.3</td>
<td>.903</td>
<td>9.3 to 1.0</td>
</tr>
<tr>
<td>+1.7</td>
<td>.955</td>
<td>21.4 to 1.0</td>
<td>-1.4</td>
<td>.919</td>
<td>11.4 to 1.0</td>
</tr>
<tr>
<td>+1.6</td>
<td>.945</td>
<td>17.2 to 1.0</td>
<td>-1.5</td>
<td>.933</td>
<td>14.0 to 1.0</td>
</tr>
<tr>
<td>+1.5</td>
<td>.933</td>
<td>14.0 to 1.0</td>
<td>-1.6</td>
<td>.945</td>
<td>17.2 to 1.0</td>
</tr>
<tr>
<td>+1.4</td>
<td>.919</td>
<td>11.4 to 1.0</td>
<td>-1.7</td>
<td>.955</td>
<td>21.4 to 1.0</td>
</tr>
<tr>
<td>+1.3</td>
<td>.903</td>
<td>9.3 to 1.0</td>
<td>-1.8</td>
<td>.964</td>
<td>26.8 to 1.0</td>
</tr>
<tr>
<td>+1.2</td>
<td>.885</td>
<td>7.7 to 1.0</td>
<td>-1.9</td>
<td>.971</td>
<td>33.8 to 1.0</td>
</tr>
<tr>
<td>+1.1</td>
<td>.864</td>
<td>6.4 to 1.0</td>
<td>-2.0</td>
<td>.977</td>
<td>43.0 to 1.0</td>
</tr>
<tr>
<td>+1.0</td>
<td>.841</td>
<td>5.3 to 1.0</td>
<td>-2.1</td>
<td>.962</td>
<td>55.0 to 1.0</td>
</tr>
<tr>
<td>+0.9</td>
<td>.816</td>
<td>4.4 to 1.0</td>
<td>-2.2</td>
<td>.966</td>
<td>70.9 to 1.0</td>
</tr>
<tr>
<td>+0.8</td>
<td>.768</td>
<td>3.7 to 1.0</td>
<td>-2.3</td>
<td>.969</td>
<td>92.2 to 1.0</td>
</tr>
<tr>
<td>+0.7</td>
<td>.758</td>
<td>3.1 to 1.0</td>
<td>-2.4</td>
<td>.962</td>
<td>121.0 to 1.0</td>
</tr>
<tr>
<td>+0.6</td>
<td>.726</td>
<td>2.6 to 1.0</td>
<td>-2.5</td>
<td>.994</td>
<td>160.0 to 1.0</td>
</tr>
<tr>
<td>+0.5</td>
<td>.691</td>
<td>2.2 to 1.0</td>
<td>-2.6</td>
<td>.695</td>
<td>213.5 to 1.0</td>
</tr>
<tr>
<td>+0.4</td>
<td>.655</td>
<td>1.9 to 1.0</td>
<td>-2.7</td>
<td>.997</td>
<td>287.4 to 1.0</td>
</tr>
<tr>
<td>+0.3</td>
<td>.618</td>
<td>1.6 to 1.0</td>
<td>-2.8</td>
<td>.997</td>
<td>380.0 to 1.0</td>
</tr>
<tr>
<td>+0.2</td>
<td>.579</td>
<td>1.4 to 1.0</td>
<td>-2.9</td>
<td>.988</td>
<td>534.9 to 1.0</td>
</tr>
<tr>
<td>+0.1</td>
<td>.540</td>
<td>1.2 to 1.0</td>
<td>-3.0</td>
<td>.999</td>
<td>739.8 to 1.0</td>
</tr>
</tbody>
</table>

.989 probability value from 1,000 to obtain .011. This means that there are only eleven chances out of one thousand that a real change did not occur in an upward direction.

2. Changes In A Projection Number From Book-To-Book

a. Illustrative Application Situation – In the previous survey (Report #1) station WBBB in Market Y had a reported Total Survey Area Cure audience projection of 150,000 adults 18-34
in the Monday–Friday, 7PM-Midnight time period. In the current survey period (Report #2), their audience projection was reported as 140,000—a drop of 10,000. To what extent does this reported change indicate a real decline in WBKB’s audience? What are the odds that this reported decline could be nothing more than the result of random statistical bounce (i.e., sampling error)?

b. Computational Details—

Step 1. Assemble the Required Basic Data

<table>
<thead>
<tr>
<th>Data Item</th>
<th>Value</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audience</td>
<td>150,000</td>
<td>Arbitron Report #1: Mkt Y</td>
</tr>
<tr>
<td>Projection #1</td>
<td>140,000</td>
<td>Arbitron Report #2: Mkt Y</td>
</tr>
<tr>
<td>Standard Error</td>
<td>20,000</td>
<td>Arbitron Report #1: Mkt Y (via use of Table A and B)</td>
</tr>
<tr>
<td>of Audience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projection #1</td>
<td>18,500</td>
<td>Arbitron Report #2: Mkt Y (via use of Table A and B)</td>
</tr>
<tr>
<td>Standard Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>of Audience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projection #2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Step 2. Determine The Probability (and Odds) That A Real Change Occurred In The Direction Indicated By The Projection Number Difference Between the Two Reports By Performing Three Simple Calculations: Plus A Table “Look Up.”

1. Compute the Projection Number Difference:

   Proj. # Difference = (Proj. #2) - (Proj. #1)
   Proj. # Difference = (140,000) - (150,000)
   Proj. # Difference = -10,000

---

39See Note 35
40See Note 36
41See Chapter 4, Section A.2, for a general explanation of Table A and Table B. Also, see Appendix A for general instructions for how to use Table A and Table B to obtain the standard error of an audience projection number. Market Y Tables A and B are not shown here since example is just hypothetical. Also for pre-Fall 1984 Survey Reports which do not include a Table A or Table B, see Appendix F to estimate the standard error of an audience projection number.
2. Compute the Standard Error of the Difference in Projection Numbers:

\[ \text{Std. Error of Diff.} = \sqrt{\frac{\text{Std. Error of Rating } \#2}{\text{Std. Error of Rating } \#1}} \]

\[ \text{Std. Error of Diff.} = \sqrt{\frac{(38,500)^2 + (20,000)^2}{(342,250,000) + (400,000,000)}} \]

\[ \text{Std. Error of Diff.} = \sqrt{742,250,000} \]

\[ \text{Std. Error of Diff.} = 27,244.365 \]

3. Compute the Standardized Difference (Stdz. Diff.):

\[ \text{Stdz. Diff.} = \frac{(\text{Projection Number Difference})}{(\text{Std. Error of Diff.})} \]

\[ \text{Stdz. Diff.} = \frac{(10,000)}{(27,244.365)} \]

\[ \text{Stdz. Diff.} = -0.36705 \]

\[ \text{Stdz. Diff.} = -0.4 \text{ (rounded to 1 decimal place)} \]

4. Use the Standardized Difference value (-0.4) as the reference point in Table 8 to obtain Probability and Odds that a "real decrease" in audience has occurred for station WBBB.

c. Interpretation\(^\text{43}\): By using the -0.4 Standardized Difference value to reference Table 8 (p. 79), the probability that a real decrease occurred in the ratings for station WBBB is determined to be .655. This probability level is equivalent to 1.9 to 1.0 odds that a real change occurred in the downward direction. Thus, there is only weak evidence that a real decline actually occurred WBBB’s Mon-Fri 7PM-Midnight time audience among Adults 18-34. There is a reasonably high likelihood that the reported decline can be explained by normal statistical bounce (sampling error) in the reported audience numbers. In fact, there is a 34.5% chance that the reported change is not indicative of a true decline in audience for WBBB.

\(^{43}\)For calculators with a limited display, the quantity \(\sqrt[2]{742,250,000}\) can be evaluated by breaking this down into two parts which can then be multiplied to obtain the required answer. For example, on an 8 digit display calculator, the \(\sqrt[2]{742,250,000}\) can be evaluated as follows:

\[ \sqrt[2]{742,250,000} = \sqrt[2]{742,250} \times \sqrt[2]{1,000} = (861.50833 \times 31.622777) = 27,244.365 \]

\(^{43}\)See Note 38.
B. Determining Statistical Confidence Limits For Reported Audience Estimates

In many situations, knowledge about the sampling error (statistical bounce) associated with any particular audience rating or projection number is usefully summarized in the form of the quantity called a Standard Error. Based upon Arbitron's new Radio Reliability Model, the determination of the standard error is now an easy task for report users. The procedure is described in Appendix A, as well as in the text in Chapter 4, Section A.2. In some practical situations, no further information is required to make a satisfactory assessment of reliability.

For example, if a specific audience projection is 90,000 and its standard error is determined to be 3,000, most users would agree that the projection is quite reliable.

On some occasions, however, users may wish to approach the question of reliability assessment in a more formal manner. The purpose of this section is to illustrate how upper and lower boundaries can be formally determined at pre-chosen confidence levels to describe the size of the possible error range that may be associated with reported audience estimates due simply to the fact that Arbitron surveys a sample of respondents, instead of surveying its entire population frame with identical procedures to those used for the original report.

In the procedures that follow, the report user must select a "confidence level" (i.e., probability, or degree of certainty) to use in determining the potential error range associated with any particular audience estimate as a result of the sampling error phenomenon. In the examples given in the following pages, the confidence level value has been set at 90% for illustrative purposes. An error range determined at the 90% confidence level means that there is a .90 probability (9:1 odds) that, if the survey were conducted again (in the same way and under identical conditions) but among the entire population frame used originally, the expected audience estimate value of this comparable complete coverage would lie within the calculated error range.

The choice of what confidence level to use in the context of a particular problem depends upon an evaluation of the relative risks
involved in terms of what statisticians call the "alpha" and "beta" errors. A discussion of these issues can be found in most standard statistical texts, and it is therefore beyond the scope of this report. It is sufficient to state here that the choice of what confidence level to use has to be balanced against other considerations. Thus, choosing a confidence level involves a trade-off. A choice of too high a confidence level will produce an unduly wide error range statement that might prove to have little utility as an aid to decision-making.

For the convenience of the reader interested in using confidence levels other than 90%, Table 9 shows the various commonly used confidence levels and their corresponding "Z" values. The Z value is the standard error multiplier factor that is required in order to determine the size of the error range at the chosen confidence level. The examples that follow will illustrate how the Z value is used for making calculations of confidence limits.

<table>
<thead>
<tr>
<th>Confidence Level (Percent)</th>
<th>Z Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.67</td>
</tr>
<tr>
<td>60</td>
<td>0.84</td>
</tr>
<tr>
<td>68</td>
<td>1.00</td>
</tr>
<tr>
<td>70</td>
<td>1.04</td>
</tr>
<tr>
<td>80</td>
<td>1.28</td>
</tr>
<tr>
<td>90</td>
<td>1.64</td>
</tr>
<tr>
<td>95</td>
<td>1.96</td>
</tr>
<tr>
<td>98</td>
<td>2.33</td>
</tr>
<tr>
<td>99</td>
<td>2.58</td>
</tr>
</tbody>
</table>

1. Confidence Limits For A Single Audience Rating

a. Illustrative Application Situation – Station WCCC in Market X has a reported Average Quarter Hour estimated rating of 1.0 among Men 18+ in the Metro Survey Area for the Mon–Fri 6AM–10 AM daypart. What are the 90% confidence limits for WCCC’s estimated rating? In other words, what is the range within which it can be expected with 90% certainty that Station WCCC’s rating would fall if Arbitron had used a different sample of respondents for its survey, or had attempted to survey the entire population frame instead of a sample?

b. Computational Details—

**Step 1. Assemble the Required Basic Data**

<table>
<thead>
<tr>
<th>Data Item</th>
<th>Value</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>1.0</td>
<td>Arbitron Report: Mkt X</td>
</tr>
<tr>
<td>Standard Error of Rating</td>
<td>0.146</td>
<td>Arbitron Report: Mkt X</td>
</tr>
<tr>
<td>Z value for 90% Confidence Level</td>
<td>1.64</td>
<td>(Table A + Table B)(^{*})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Table 9 (p. 83)</td>
</tr>
</tbody>
</table>

Step 2. Determine 90% Confidence Limits As Follows:

- **Lower 90% Confidence Limit**
  = Rating - (Z value × Standard Error)
  = 1.0 - (1.64 × 0.146)
  = 1.0 - 0.23944
  = 0.76056
  = 0.8 (rounded to 1 decimal place)

- **Upper 90% Confidence Limit**
  = Rating + (Z value × Standard Error)
  = 1.0 + (1.64 × 0.146)
  = 1.0 + 0.23944
  = 1.23944
  = 1.2 (rounded to 1 decimal place)

c. Interpretation—The calculation yields 90% confidence limits of 0.8 and 1.2 as the lower and upper boundary values for the rating. This would inform the station that there is a 90% probability (0:1 odds) that if Arbitron had used a different sample of respondents for its survey, VCCC's reported rating would be within the 0.8 to 1.2 range (with 1.0 being the most likely value). Alternatively, it can be stated that, if the total population frame from which the sample were drawn had been surveyed by Arbitron under identical conditions, the expected rating value of this comparable complete coverage would fall in the range of 0.8 to 1.2 with 90% certainty.

\(^{*}\)See Chapter 4, Section A.2, for general explanation of Tables A and B. Market X Tables A and B are not shown here since example is just hypothetical.
2. Confidence Limits For A Single Audience Projection Number

a. Illustrative Application Situation – Is the latest report for Market Y, Station WAAAA is found to have a 6-10AM Monday-Friday Cum audience estimate of 150,006 Adults 18+ in the Total Survey Area. What are the 90% confidence limits for WAAA's estimated audience? In other words, if Arbitron had attempted to survey the entire population frame rather than a sample, within what range would the result be expected to fall with 90% certainty?

b. Computational Details --

Step 1. Assemble the Required Basic Data

<table>
<thead>
<tr>
<th>Data Item</th>
<th>Data Value</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumе Audience Projection #</td>
<td>150,000</td>
<td>Arbitron Report:</td>
</tr>
<tr>
<td>TSA Population (Adult 18+)</td>
<td>3,000,000</td>
<td>Market Y</td>
</tr>
<tr>
<td>Cume Rating</td>
<td>5.0</td>
<td>Arbitron Report:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Market Y</td>
</tr>
<tr>
<td>Standard Error of Cume Rating</td>
<td>0.508</td>
<td>(Cume Audience +</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TSA Pop.) × 100 =</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(150,006 + 3,000,000) × 100 = 5.0</td>
</tr>
<tr>
<td>Z value for 90% Confidence Level</td>
<td>1.64</td>
<td>Arbitron Report:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Market Y (Table A + Table B)⁴⁷</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Table 9 (p. 83)</td>
</tr>
</tbody>
</table>

Step 2. Calculate Standard Error of Cume Projection Number

\[
\text{Std. Error of Cume Proj. } \hat{\sigma} = (\text{Std. Error of Cume Rating} \times \text{TSA Pop})/100
\]

\[
\text{Std. Error of Cume Proj. } \hat{\sigma} = (0.508 \times 3,000,000)/100
\]

\[
\text{Std. Error of Cume Proj. } \hat{\sigma} = 15,324,000/100
\]

\[
\text{Std. Error of Cume Proj. } \hat{\sigma} = 15,324 (rounded to a whole number)
\]

⁴⁷See Note 45.
Step 3. Determine 90% Confidence Limits

- Lower Confidence Limit
  \[ \text{Proj. } \hat{y} - (Z \text{ value} \times \text{Standard Error of Proj. } \hat{y}) \]
  \[ = 150,000 - (1.64 \times 15,240) \]
  \[ = 150,000 - 24,993.6 \]
  \[ = 125,006.4 \]
  \[ = 125,006 \text{ (rounded to whole } \hat{y}) \]

- Upper Confidence Limit
  \[ \text{Proj. } \hat{y} + (Z \text{ value} \times \text{Standard Error of Proj. } \hat{y}) \]
  \[ = 150,000 + (1.64 \times 15,240) \]
  \[ = 150,000 + 24,993.6 \]
  \[ = 174,993.6 \]
  \[ = 174,994 \text{ (rounded to whole } \hat{y}) \]

c. Interpretation — The calculation yields 90% confidence limits of 125,006 to 174,994 as the lower and upper boundary values for WAAA's TSA Curve audience projection among Adults 18+ during Mon-Fri morning drive time. This confidence interval means that, if Arbitron had attempted to survey the entire population frame rather than a sample, WAAA's TSA Curve audience for Mon-Fri 6-10AM among Adults 18+ would be expected to be between 125 thousand and 175 thousand (with 90% certainty). It should also be noted that a tighter interval could be calculated if, for example, the 68% confidence limits were calculated by using a Z value of 1.00 (instead of the 1.64 used for the 90% confidence limits). In this instance, the 68% confidence interval is calculated to be 134,700 to 165,240. This means that there are slightly over 2:1 odds (68% + 32% = 2.125:1) that WAAA's TSA Curve morning drive time audience among Adults 18+ would be between about 135 to 165 thousand if Arbitron attempted to survey the entire population frame, rather than a sample.

3. Confidence Limits For An Aggregated Audience Rating Averaged Across Several Reports

a. Illustrative Application Situation — Station KSSS in Market X wants to evaluate its average performance over the past four survey report periods in terms of its Saturday 10:00AM-3:00 PM Average Quarter Hour (AQH) listening among Women 18-34 in the Metro Survey Area. The arithmetic mean of the station’s AQH Ratings in the four survey reports is used to evaluate the
station's average performance. The mean rating is calculated to be 3.7. What are the 90% confidence limits of this mean rating?

b. Computational Details –

<table>
<thead>
<tr>
<th>Survey Period</th>
<th>Rating(^7)</th>
<th>Standard Error of Rating(^8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fall (Report #1)</td>
<td>2.2</td>
<td>0.199</td>
</tr>
<tr>
<td>Winter (Report #2)</td>
<td>4.9</td>
<td>0.287</td>
</tr>
<tr>
<td>Spring (Report #3)</td>
<td>3.4</td>
<td>0.245</td>
</tr>
<tr>
<td>Summer (Report #4)</td>
<td>4.3</td>
<td>0.262</td>
</tr>
<tr>
<td>Mean Rating</td>
<td>3.7</td>
<td>To be determined in Step 2</td>
</tr>
</tbody>
</table>

Step 2. Determine the Standard Error of Mean Rating

The general formula for the Standard Error of a Mean Rating is:

\[ S_{\text{mean}} = \sqrt{\frac{\sum S_i^2}{n}} \]

Where \( n \) = the number of report ratings being averaged
\( S_i \) = the Standard Error for the rating in the ith report where i stands for any single report
\( \Sigma \) = the sum across all "n" reports
\( S_{\text{mean}} \) = the Standard Error of the Mean Rating.

\(^7\)From Arbitron Local Market Radio Reports.
\(^8\)Calculated as Table A minus Table B from each of the Arbitron Reports. These values are not shown here for the four Market X Survey Reports since this example is just hypothetical. See Chapter 4, Section A.1.2, for general explanation of Table A and Table B.

Note: Table A and B do not appear in survey reports prior to Fall 1981. A quick estimate of the standard error of an audience rating from a pre-Fall 1981 survey report is obtained by using the Tables A and B values contained in the more recent reports. A more accurate method is described in Appendix F.
computed by using a standard unweighted mean of the individual report ratings defined as follows:

\[ R_{\text{mean}} = \frac{\sum R_i}{n} \]

where \( R_i \) = the rating value in the \( i \)th Report
\( R_{\text{mean}} \) = the unweighted mean across all "n" reports

Applying the above general formula to determine the Standard Error of the 3.7 Mean Rating in the example yields the following:

\[ S_{\text{mean}} = \frac{\sqrt{(0.199)^2 + (0.287)^2 + (0.249)^2 + (0.263)^2}}{4} \]

\[ S_{\text{mean}} = \frac{\sqrt{0.039001 + 0.082369 + 0.060525 + 0.068644}}{4} \]

\[ S_{\text{mean}} = \frac{\sqrt{0.250639}}{4} \]

\[ S_{\text{mean}} = \frac{0.5006386}{4} \]

\[ S_{\text{mean}} = 0.1251507 \approx 0.125 \text{ (rounded to 3 decimal places)} \]

**Step 3. Determine 90% Confidence Limits**

- **Lower Confidence Limit**
  \[ = (\text{Mean Rating}) - (Z \text{ Value}^* \times S_{\text{mean}}) \]
  \[ = 3.7 - (1.64 \times 0.125) \]
  \[ = 3.7 - 0.205 \]
  \[ = 3.495 \text{ (rounded to 1 decimal place)} \]

- **Upper Confidence Limit**
  \[ = (\text{Mean Rating}) + (Z \text{ Value}^* \times S_{\text{mean}}) \]
  \[ = 3.7 + (1.64 \times 0.125) \]
  \[ = 3.7 + 0.205 \]
  \[ = 3.905 \approx 3.9 \text{ (rounded to 1 decimal place)} \]

*The Z value is obtained from Table 9 (p. 83). It is the Standard Error multiplier factor that corresponds to the 90% Confidence Limits. See explanation on p. 82.*
c. Interpretation – The average (mean) rating across the past four survey reports for station KSSS is 3.7 for its Saturday 9:00 AM-3:00 PM AQH listening among Women 18-34. The rating in each of the individual survey reports is subject to a certain degree of statistical bounce due to the fact that a sample was surveyed instead of the entire population frame. Therefore, the mean of these four report ratings is, in turn, also subject to a certain degree of statistical bounce. From the above calculations, the researcher has quantified the amount of potential statistical bounce around the 3.7 mean rating. The researcher has determined that, at the 90% confidence level (9:1 odds), the lower limit is 3.5 and the upper limit is 3.9.

4. Confidence Limits For An Aggregated Audience Projection
Number Averaged Across Several Reports

a. Illustrative Application Situation—Station WJJK in Market Y wishes to estimate the average reach of its station over the past two survey report periods for the Mon-Sun 6AM–Midnight daypart among Teens in the Total Survey Area. The average (arithmetic mean) Cume audience projection number across the two reports is 19,500. At the 90% confidence level, how much allowance should be made for the statistical sampling error about this 19,500 average projection?

b. Computation Details —

Step 1: Assemble the Required Basic Data

<table>
<thead>
<tr>
<th>Survey Period</th>
<th>Cume Projection8</th>
<th>Standard Error of Cume Proj.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fall (Report #1)</td>
<td>15,700</td>
<td>1,238</td>
</tr>
<tr>
<td>Spring (Report #2)</td>
<td>23,300</td>
<td>1,871</td>
</tr>
<tr>
<td>Mean Projection</td>
<td>19,500</td>
<td>To be determined in Step 2</td>
</tr>
</tbody>
</table>

8From Arbitron Local Market Radio Reports.
10Calculated with Table A and Table B using the procedure explained in Appendix A and in an earlier example: B-2 (p. 32). The Table A and B are not shown for the two Market “Y” survey reports since this example is just hypothetical. See Chapter 4, Section A.2, for general explanation of Table A and Table B.

Note: Table A and B do not appear in survey reports prior to Fall 1981. A quick estimate of the standard error of an audience rating from a pre-Fall 1981 survey report is obtained by using the Tables A and B values contained in the more recent reports. A more accurate method is described in Appendix F.
Step 2. Determine the Standard Error of Mean Projection Number

The general formula for the Standard Error of a Mean Projection Number is:

\[ S'_{\text{mean}} = \frac{\sqrt{\sum S'^2}}{n} \]

where
- \( n \) = the number of report projections being averaged
- \( S'_{i} \) = the Standard Error for the projection number in the \( i \)th report
  where \( i \) stands for any single report
- \( \Sigma \) = the sum across all "\( n \)" reports
- \( S'_{\text{mean}} \) = the Standard Error of the Mean Projection Number.

*This formula applies only when the average projection number is computed by using a standard unweighted mean of the individual report projection numbers defined as:

\[ \text{PN}_{\text{mean}} = \frac{\sum \text{PN}_{i}}{n} \]

where
- \( \text{PN}_{i} \) = the projection number in the \( i \)th Report
- \( \text{PN}_{\text{mean}} \) = the unweighted mean across all "\( n \)" reports

Applying the above general formula to determine the Standard Error of the 19,500 projection number in the example yields the following:

\[ S'_{\text{mean}} = \frac{\sqrt{(1336)^2 + (1871)^2}}{2} \]

\[ S'_{\text{mean}} = \frac{\sqrt{1,532,644 + 3,500,641}}{2} \]

\[ S'_{\text{mean}} = \frac{\sqrt{5,033,285}}{2} \]

\[ S'_{\text{mean}} = \frac{2243.4984}{2} \]

\[ S'_{\text{mean}} = 1121.7492 \]
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Step 3. Determine 90% Confidence Limits for Mean Projection Number

- **Lower Confidence Limit**
  - \( \text{(Mean Proj. No.)} - (Z \text{ Value} \times S'_{\text{mean}}) \)
  - \( 19,500 - (1.64 \times 1121.7492) \)
  - \( 19,500 - 1830.6687 \)
  - \( 17,669.3313 \)
  - \( 17,660 \) (rounded to a whole number)

- **Upper Confidence Limit**
  - \( \text{(Mean Proj. No.)} + (Z \text{ Value} \times S'_{\text{mean}}) \)
  - \( 19,500 + (1.64 \times 1121.7492) \)
  - \( 19,500 + 1830.6687 \)
  - \( 21,339.669 \)
  - \( 21,340 \) (rounded to a whole number)

*The Z value is obtained from Table 9 (p. 83). It is the Standard Error multiplier factor that corresponds to the 90% Confidence Limits.*

c. **Interpretation** – The average (mean) projection number across the two past survey reports for station WJJJ is 19,500 for its 6AM–Midnight Cumé audience among Teens in the Total Survey Area. The Cumé projection number in each of the individual survey reports is subject to statistical sampling error. Therefore, the mean projection number is, in turn, also subject to a certain degree of statistical sampling error. Based upon the above calculations, the 90% confidence interval for the mean projection number was determined to be 17,660 to 21,340.

C. **Some Commentary Concerning More Complex Applications**

The applications illustrated in Sections A and B of this chapter involved the use of just one audience estimate per survey report; therefore, each estimate in the comparison (or average) is based upon a different sample of respondents (diary keepers). When an application situation involves the use of more than one rating\( ^{63} \) taken from the same survey report, the determination of the Standard Errors of

---

\( ^{63} \)The concepts described here also apply to projection numbers.
rating differences, rating averages, or sums of ratings is considerably more complicated.

The complication stems from the fact that, in these instances, the estimates being compared (or averaged, or summed) are all being generated from the same single sample of respondents. As a result, the procedures and formulae described in Section A (Book-to-Book Changes in Reported Audiences) are not applicable for comparing differences between two ratings that are contained in the same report. Similarly, the procedures and formulae described in Sections B-3 and B-4 (Confidence Limits for aggregated audience estimates averaged across several Reports) are not applicable to averages derived from several ratings that are obtained from the same report.

The formulae appropriate to the situations where more than one rating in the analysis come from the same survey report all require the use of a quantity called the Correlation Coefficient, denoted by the symbol "rho". For example, the formula for the Standard Error of the difference between two ratings taken from the same survey report is as follows:

\[
\sqrt{\left( \frac{\text{Standard Error of Rating } \#1}{\text{Standard Error of Rating } \#2} \right) + \left( \frac{\text{Standard Error of Rating } \#2}{\text{Standard Error of Rating } \#1} \right) - 2 \times \rho} \times \frac{\text{Standard Error of Rating } \#1}{\text{Standard Error of Rating } \#1} \times \frac{\text{Standard Error of Rating } \#2}{\text{Standard Error of Rating } \#2}
\]

The Correlation Coefficient can assume numerical values from -1 to +1. The value will vary depending upon the type of audience duplication or lack of duplication found among the sample of diary keepers for the days and time periods involved in the audience estimates being evaluated. Therefore, the value of the Correlation Coefficient must be estimated by special methods. Sometimes it is "guestimated" from historical experience.

In general, the relationship between the Correlation Coefficient and audience duplication is roughly as follows:

- When audience duplication is heavy, the Correlation Coefficient will be positive. This might be expected to occur, for exam-

The Cross Rating Point statistic for a radio spot schedule is an example of an application that involves some of ratings.
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...ple, when comparing the same station for consecutive time periods.

- When audience duplication is virtually non-existent, the Correlation Coefficient will be negative. This can be expected to occur for example, when comparing different stations of opposite formats in the same time period.

The value of the Correlation Coefficient between the two ratings will vary with the factors involved in the rating comparison. For example, does the comparison involve the same demographic group, or different demographic groups?, the same station or different stations?, etc.

Another type of application example that involves the use of more than one audience estimate from a single report is the evaluation of advertising schedules on the basis of the sum of the ratings of the individual announcements—i.e., Gross Rating Points. Here again, the ratings typically originate from the same survey report, and, therefore, audience duplication must be considered. A proper calculation of the Standard Error of a Gross Rating Point statistic requires not only the Standard Errors associated with the individual ratings that make up the schedule, but also the Correlation Coefficient between each pair of ratings that comprise the schedule. To ignore this consideration can lead to improper inferences.

The complexities in determining the Standard Errors in the types of situations just outlined are by no means unique to Arbitron Surveys. These complexities, which center about determining the value of the Correlation Coefficient, are common to all surveys that use multiple measurements on the same sample of respondents. Thus, to omit this consideration can lead to incorrect decisions.

Special study of the analysis of the Standard Errors for audience estimates drawn from the same survey report is beyond the scope of the present study. However, any such study must draw upon accurate estimates of the Standard Errors of individual ratings as the starting point. Hence, the Arbitron Replication II study provides a firm foundation for these more complex analyses.

D. Technical Discussion: "Classical" vs. "Bayesian" Theories of Statistical Inference

At the present time there are two basic theories of statistical inference in widespread use: Classical and Bayesian. From a mathematical standpoint, these theories differ in the way that they view the joint
distribution of the sample estimate and the corresponding population parameter. More specifically, Classical inference is based upon the functional distribution of the sample estimate given (or holding fixed) the population parameter, while Bayesian inference is based upon the functional distribution of the population parameter holding the sample estimate fixed.

From a practical users standpoint, the techniques and methods of Classical and Bayesian (diffuse prior) inference for samples of the sizes used in Arbitron Radio Reports, are essentially the same in their computational form. They differ in the way they interpret the results they produce. This difference is linked to the way these two theories look at probability.

This difference is perhaps best illustrated by an example of the interpretation of a simple confidence interval of the type described in Example B-1. In that example, a 90% confidence interval was computed for a reported rating of 1.0. This audience estimate was found to have a lower 90% confidence limit of 0.8 and an upper 90% confidence limit of 1.2.

Using the Bayesian approach to inference these numbers may be interpreted as follows: If Arbitron had attempted to survey the entire population frame rather than a sample, then the probability is 90% that the result would fall somewhere in the range 0.8 to 1.2.

The Classical interpretation of this confidence interval (i.e., the same numbers shown above) requires a somewhat longer explanation. The audience rating that would result if the survey had been undertaken for the frame population, rather than a sample, is a fixed, but unknown quantity. Since this fixed, but unknown quantity either falls within the range 0.8 to 1.2 or it does not fall within this range, the corresponding probability (also unknown) is either zero or one. In other words, in the Classical interpretation, one cannot talk about a probability that the range 0.8 to 1.2 includes the total population frame rating. It either does or it doesn't. Which alternative is true remains unknown.

In the Classical interpretation, the 90% confidence interval that is produced from the sample must be interpreted using the following scenario: Suppose that rather than a single study, a very large number of identical studies were undertaken — using the same methods, at exactly the same time. Further, suppose that for each of these studies a set of upper and lower limits at the 90% confidence level were computed. These upper and lower limits (as well as their midpoint — i.e., the survey rating estimate) will differ among the different surveys. For 90% of the surveys, the upper and lower limits will include the
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rating that would be obtained from a study undertakes for the entire population frame.

Given the complexity of the Classical interpretation of confidence interval, and the simple and straightforward nature of the Bayesian interpretation, it is not surprising that many applied statisticians have preferred the Bayesian theory of inference. Although it first may appear that the Bayesian and Classical interpretation of confidence intervals are essentially the same, they are, in fact, quite different. Most people who learned the Classical interpretation of probability find it more useful to adopt the Bayesian approach when they are in a decision-making situation.

In addition to its different interpretation of probability, the Bayesian method of inference allow for the type of direct odds determination used in Examples A-1 and A-2. The odds determination in those examples are called Posterior Odds Assessment because they make use of the posterior distribution of the difference between two population parameters (i.e., the population frame rating for two different time periods). Given the sample sizes used by Arbitron and under the assumption of a diffuse prior distribution, the posterior distribution of the difference between the two population frame parameters will be approximately normal with a standard deviation equal to the Standard Error of the Difference. The mean of this distribution is the estimated sample difference (Estimate 2 Minus Estimate 1). When the Standardized Difference value is positive, the area of this distribution above zero gives the probability that the change is in the positive direction shown by the samples, while the area below zero provides the probability that the change is in the opposite direction. When the Standardized Difference value is negative, the area of this distribution below zero gives the probability that the change is in the negative direction shown by the samples, while the area above zero provides the probability that the change is in the opposite direction. These areas are easily computed from standard normal tables, or by the approximations used in the BASIC program provided in Appendix G of this document.
Section V: Appendices
Appendix A

An Example of An Actual Table A and Table B As They Appear In Arbitron's Local Market Radio Reports

NOTE

The values for Table B are individually, custom-derived for each market and report period. Hence, the Table B that follows applies only to the New York, Fall 1981 Report. Table A values, however, are universally applied across all Arbitron Radio Reports. For further explanation, see text (Chapter 4, Section A.2).
### INSTRUCTIONS FOR THE DETERMINATION OF RELIABILITY AND EFFECTIVE SAMPLE BASES (ESB's)

To obtain Standard Error of a Rating
- The minimum Standard Error one sigma (σ) for specific algorithms in the report may be determined by dividing the Table A value (below) by the square root of the specific number of samples in the rating. For example, if the rating is 1 to 10 and the Table A value is 1.539, then use 1.539/√n, where n is the number of samples. The Table A value would be determined from the appropriate row in Table 4.3A and column corresponding to the number of samples as determined from Table 4.3B.

To obtain Standard Error of a Projected Audience Size
- In order to determine the Standard Error for audiences expressed in terms of projected numbers of donors, rather than ratings, first calculate the corresponding ratings. The rating is calculated by dividing the projected audience by the corresponding population base and multiplying the result by 100.

To convert Standard Errors to Confidence Intervals
- The standard error estimates determined above may be converted to confidence intervals using the following formula:

\[ \text{Confidence Interval} = \text{Estimate} \pm (z \times \text{Standard Error}) \]

Where z is the z-score corresponding to the desired confidence level and the standard error is the standard error of the estimate.

### Table A: Standard Error Values for Various Ratings

<table>
<thead>
<tr>
<th>Rating</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.539</td>
<td>1.539</td>
</tr>
<tr>
<td>2.000</td>
<td>2.000</td>
</tr>
<tr>
<td>2.500</td>
<td>2.500</td>
</tr>
<tr>
<td>3.000</td>
<td>3.000</td>
</tr>
<tr>
<td>3.500</td>
<td>3.500</td>
</tr>
<tr>
<td>4.000</td>
<td>4.000</td>
</tr>
<tr>
<td>4.500</td>
<td>4.500</td>
</tr>
<tr>
<td>5.000</td>
<td>5.000</td>
</tr>
</tbody>
</table>

### Table B: Standard Error Values for Projected Audience Sizes

<table>
<thead>
<tr>
<th>Projected Audience Size</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000,000</td>
<td>100</td>
</tr>
<tr>
<td>2,000,000</td>
<td>50</td>
</tr>
<tr>
<td>3,000,000</td>
<td>33.3</td>
</tr>
<tr>
<td>4,000,000</td>
<td>25</td>
</tr>
<tr>
<td>5,000,000</td>
<td>20</td>
</tr>
<tr>
<td>6,000,000</td>
<td>16.6</td>
</tr>
<tr>
<td>7,000,000</td>
<td>14.3</td>
</tr>
<tr>
<td>8,000,000</td>
<td>12.5</td>
</tr>
<tr>
<td>9,000,000</td>
<td>11.1</td>
</tr>
<tr>
<td>10,000,000</td>
<td>10</td>
</tr>
</tbody>
</table>

### ARBITRARY

To obtain Effective Sample Base (ESB) Sizes
- There may be differences in the effective sample for various age groups and in terms of sizes from different geographic areas.
<table>
<thead>
<tr>
<th>SERIAL</th>
<th>VALUE</th>
<th>VALUE</th>
<th>VALUE</th>
<th>VALUE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.1</td>
<td>80.0</td>
<td>101.4</td>
<td>104.0</td>
<td>103.2</td>
<td>108.5</td>
</tr>
<tr>
<td>15.2</td>
<td>99.9</td>
<td>102.4</td>
<td>105.0</td>
<td>104.2</td>
<td>109.5</td>
</tr>
<tr>
<td>15.3</td>
<td>98.0</td>
<td>101.5</td>
<td>104.0</td>
<td>103.2</td>
<td>108.5</td>
</tr>
<tr>
<td>15.4</td>
<td>96.9</td>
<td>100.5</td>
<td>103.1</td>
<td>102.2</td>
<td>107.4</td>
</tr>
<tr>
<td>15.5</td>
<td>94.9</td>
<td>98.7</td>
<td>101.7</td>
<td>100.8</td>
<td>106.0</td>
</tr>
<tr>
<td>15.6</td>
<td>93.9</td>
<td>96.9</td>
<td>100.0</td>
<td>99.1</td>
<td>105.3</td>
</tr>
<tr>
<td>15.7</td>
<td>92.9</td>
<td>95.0</td>
<td>98.4</td>
<td>97.4</td>
<td>103.7</td>
</tr>
<tr>
<td>15.8</td>
<td>91.9</td>
<td>93.1</td>
<td>96.8</td>
<td>95.4</td>
<td>102.1</td>
</tr>
<tr>
<td>15.9</td>
<td>90.9</td>
<td>91.2</td>
<td>95.2</td>
<td>93.5</td>
<td>100.5</td>
</tr>
<tr>
<td>16.0</td>
<td>89.9</td>
<td>89.3</td>
<td>93.7</td>
<td>91.7</td>
<td>98.9</td>
</tr>
<tr>
<td>16.1</td>
<td>88.9</td>
<td>87.4</td>
<td>92.1</td>
<td>90.1</td>
<td>97.3</td>
</tr>
<tr>
<td>16.2</td>
<td>87.9</td>
<td>85.6</td>
<td>89.7</td>
<td>88.2</td>
<td>95.7</td>
</tr>
<tr>
<td>16.3</td>
<td>86.9</td>
<td>83.8</td>
<td>87.2</td>
<td>86.4</td>
<td>94.1</td>
</tr>
<tr>
<td>16.4</td>
<td>85.9</td>
<td>82.0</td>
<td>84.8</td>
<td>84.5</td>
<td>92.5</td>
</tr>
<tr>
<td>16.5</td>
<td>84.9</td>
<td>80.3</td>
<td>82.5</td>
<td>82.8</td>
<td>91.0</td>
</tr>
<tr>
<td>16.6</td>
<td>83.9</td>
<td>78.6</td>
<td>80.3</td>
<td>81.1</td>
<td>89.4</td>
</tr>
<tr>
<td>16.7</td>
<td>82.9</td>
<td>76.9</td>
<td>78.1</td>
<td>79.8</td>
<td>87.8</td>
</tr>
<tr>
<td>16.8</td>
<td>81.9</td>
<td>75.3</td>
<td>75.9</td>
<td>78.7</td>
<td>86.3</td>
</tr>
<tr>
<td>16.9</td>
<td>80.9</td>
<td>73.6</td>
<td>73.7</td>
<td>77.5</td>
<td>84.8</td>
</tr>
<tr>
<td>17.0</td>
<td>79.9</td>
<td>72.0</td>
<td>71.8</td>
<td>76.4</td>
<td>83.3</td>
</tr>
<tr>
<td>17.1</td>
<td>78.9</td>
<td>70.3</td>
<td>69.9</td>
<td>75.3</td>
<td>81.7</td>
</tr>
<tr>
<td>17.2</td>
<td>77.9</td>
<td>68.7</td>
<td>68.4</td>
<td>74.3</td>
<td>80.2</td>
</tr>
<tr>
<td>17.3</td>
<td>76.9</td>
<td>67.0</td>
<td>65.7</td>
<td>73.3</td>
<td>78.7</td>
</tr>
<tr>
<td>17.4</td>
<td>75.9</td>
<td>65.4</td>
<td>64.1</td>
<td>72.3</td>
<td>77.2</td>
</tr>
<tr>
<td>17.5</td>
<td>74.9</td>
<td>63.8</td>
<td>62.4</td>
<td>71.3</td>
<td>75.7</td>
</tr>
<tr>
<td>17.6</td>
<td>73.9</td>
<td>62.1</td>
<td>60.8</td>
<td>70.3</td>
<td>74.2</td>
</tr>
<tr>
<td>17.7</td>
<td>72.9</td>
<td>60.5</td>
<td>59.1</td>
<td>69.3</td>
<td>72.7</td>
</tr>
<tr>
<td>17.8</td>
<td>71.9</td>
<td>58.9</td>
<td>57.5</td>
<td>68.3</td>
<td>71.2</td>
</tr>
<tr>
<td>17.9</td>
<td>70.9</td>
<td>57.3</td>
<td>55.9</td>
<td>67.4</td>
<td>70.2</td>
</tr>
<tr>
<td>18.0</td>
<td>69.9</td>
<td>55.7</td>
<td>54.3</td>
<td>66.4</td>
<td>69.2</td>
</tr>
<tr>
<td>18.1</td>
<td>68.9</td>
<td>54.1</td>
<td>52.7</td>
<td>65.5</td>
<td>68.2</td>
</tr>
<tr>
<td>18.2</td>
<td>67.9</td>
<td>52.5</td>
<td>51.1</td>
<td>64.6</td>
<td>67.2</td>
</tr>
<tr>
<td>18.3</td>
<td>66.9</td>
<td>50.9</td>
<td>49.5</td>
<td>63.7</td>
<td>66.2</td>
</tr>
<tr>
<td>18.4</td>
<td>65.9</td>
<td>49.3</td>
<td>47.9</td>
<td>62.9</td>
<td>65.2</td>
</tr>
<tr>
<td>18.5</td>
<td>64.9</td>
<td>47.7</td>
<td>46.3</td>
<td>62.0</td>
<td>64.2</td>
</tr>
<tr>
<td>18.6</td>
<td>63.9</td>
<td>46.1</td>
<td>44.7</td>
<td>61.2</td>
<td>63.2</td>
</tr>
<tr>
<td>18.7</td>
<td>62.9</td>
<td>44.5</td>
<td>43.1</td>
<td>60.4</td>
<td>62.2</td>
</tr>
<tr>
<td>18.8</td>
<td>61.9</td>
<td>42.9</td>
<td>41.5</td>
<td>59.5</td>
<td>61.3</td>
</tr>
<tr>
<td>18.9</td>
<td>60.9</td>
<td>41.3</td>
<td>39.9</td>
<td>58.7</td>
<td>60.3</td>
</tr>
<tr>
<td>19.0</td>
<td>59.9</td>
<td>39.7</td>
<td>38.3</td>
<td>57.9</td>
<td>59.4</td>
</tr>
<tr>
<td>19.1</td>
<td>58.9</td>
<td>38.1</td>
<td>36.7</td>
<td>57.1</td>
<td>58.4</td>
</tr>
<tr>
<td>19.2</td>
<td>57.9</td>
<td>36.5</td>
<td>35.1</td>
<td>56.4</td>
<td>57.4</td>
</tr>
<tr>
<td>19.3</td>
<td>56.9</td>
<td>34.9</td>
<td>33.5</td>
<td>55.6</td>
<td>56.4</td>
</tr>
<tr>
<td>19.4</td>
<td>55.9</td>
<td>33.3</td>
<td>31.9</td>
<td>54.8</td>
<td>55.5</td>
</tr>
<tr>
<td>19.5</td>
<td>54.9</td>
<td>31.7</td>
<td>30.3</td>
<td>54.1</td>
<td>54.6</td>
</tr>
<tr>
<td>19.6</td>
<td>53.9</td>
<td>29.9</td>
<td>28.5</td>
<td>53.4</td>
<td>53.6</td>
</tr>
<tr>
<td>19.7</td>
<td>52.9</td>
<td>28.3</td>
<td>26.9</td>
<td>52.7</td>
<td>52.7</td>
</tr>
<tr>
<td>19.8</td>
<td>51.9</td>
<td>26.7</td>
<td>25.2</td>
<td>52.0</td>
<td>51.8</td>
</tr>
<tr>
<td>19.9</td>
<td>50.9</td>
<td>25.1</td>
<td>23.6</td>
<td>51.3</td>
<td>50.9</td>
</tr>
<tr>
<td>20.0</td>
<td>49.9</td>
<td>23.5</td>
<td>21.9</td>
<td>50.6</td>
<td>50.0</td>
</tr>
</tbody>
</table>

Die determination of Reliability and Effective Sample Size S described in this tabulation is based on the theoretical approximation of the variance of another estimator S. A Study of the Reliability of Radar Ratings.

Limitations
Although Williams believes that the above depicted values are close to the actual values, the data should be used with caution.

Additional information on standard errors, the range used to define the limitations, and other relevant data is available as supplementary data on page 101.
<table>
<thead>
<tr>
<th>METRO SURVEY AREA</th>
<th>ESTIMATE MONITORING</th>
<th>AVERAGE QUARTER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL CORE ESTIMATES</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SAT 8-154</td>
<td>LUP 155-264</td>
</tr>
<tr>
<td></td>
<td>SUM OF</td>
<td>SUM OF</td>
</tr>
<tr>
<td></td>
<td>樣數3</td>
<td>樣數3</td>
</tr>
<tr>
<td>ROPH 35-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 10-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 20-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 30-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 40-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 50-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 60-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 70-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 20-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 30-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 40-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 50-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 60-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 70-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>25.00</td>
<td>24.00</td>
</tr>
</tbody>
</table>

**TOTAL**

**TOTAL**

<table>
<thead>
<tr>
<th>METRO SURVEY AREA</th>
<th>ESTIMATE MONITORING</th>
<th>AVERAGE QUARTER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL CORE ESTIMATES</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SAT 8-154</td>
<td>LUP 155-264</td>
</tr>
<tr>
<td></td>
<td>SUM OF</td>
<td>SUM OF</td>
</tr>
<tr>
<td></td>
<td>樣數3</td>
<td>樣數3</td>
</tr>
<tr>
<td>ROPH 35-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 10-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 20-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 30-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 40-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 50-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 60-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 70-72</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 20-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 30-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 40-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 50-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 60-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>ROPH 70-74</td>
<td>25.00</td>
<td>24.00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>25.00</td>
<td>24.00</td>
</tr>
</tbody>
</table>

**TOTAL**

**TOTAL**
## Appendix A

### RELIABILITY-TABLE B

<table>
<thead>
<tr>
<th>Type</th>
<th>Hour Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50-95%</td>
</tr>
<tr>
<td>25%</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>75%</td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>90-95%</th>
<th>91-99%</th>
<th>100-95%</th>
<th>101-99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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## Arbitron Radio

**Survey Area/Demo Group**

<table>
<thead>
<tr>
<th>Survey Area</th>
<th>Total</th>
<th>Men 18+</th>
<th>Women 18+</th>
<th>Men 25-34</th>
<th>Women 25-34</th>
<th>Men 35-44</th>
<th>Women 35-44</th>
<th>Men 45-64</th>
<th>Women 45-64</th>
<th>Men 65-74</th>
<th>Women 65-74</th>
<th>Total 75+</th>
<th>Women 75+</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALL</strong></td>
<td>87.84</td>
<td>90.29</td>
<td>89.27</td>
<td>90.57</td>
<td>89.64</td>
<td>90.76</td>
<td>89.87</td>
<td>90.17</td>
<td>89.87</td>
<td>90.21</td>
<td>89.48</td>
<td>90.34</td>
<td>90.10</td>
</tr>
</tbody>
</table>

*Report does not include data for this demographic group.*
<table>
<thead>
<tr>
<th>TYPE</th>
<th>MHR-182</th>
<th>MHR-182</th>
<th>MHR-182</th>
<th>MHR-182</th>
<th>MHR-182</th>
<th>MHR-182</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100-120</td>
<td>141-160</td>
<td>161-180</td>
<td>181-200</td>
<td>201-220</td>
<td>221-240</td>
</tr>
<tr>
<td>58-48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66-46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53-43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51-41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54-44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57-47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57-48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70-50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix A
Appendix B

Per-Case Statistical Efficiency of Average Quarter Hour (AQH) Audience Estimates

While the overall trend of the indices given in Tables 5a, 5b and 5c (See Chapter 4) clearly is increasing as the number of quarter hours included in the AQH audience estimates gets larger, the relationship is not a simple linear one—nor is it necessarily monotonic. This is due to the varying degrees of intra-person correlation in listening behavior that occurs among the different estimate types. For AQH estimates, each individual provides a cluster of “t” observations, where “t” is the number of quarter hours included in the reported time period. The Per-Case Statistical Efficiency that results from the “t” observations from a randomly selected individual may be expressed as follows:

$$\text{Per-Case Statistical Efficiency} = \frac{t}{1 + (0 - 1) \cdot \rho_{oh}}$$

where \( \rho_{oh} \) is the intraclass (intra-person) correlation of listening behavior within the reported time period.

If the intra-person listening among the various quarter hours included in the particular AQH estimate behaves as if it were totally random, \( \rho_{oh} \) would be equal to zero, and the Per-Case Statistical Efficiency due to multiple observations would be equal to “t”. In other words, in terms of reliability, the sample would perform as if it contained “t” times the actual in-tab sample size. However, if the intra-person listening within the reported time period were entirely homogeneous, \( \rho_{oh} \) would equal a value of 1.0, and therefore, the Per-Case Statistical Efficiency would be equal to 1.0. In this instance,

* See text, Chapter 4 (Section B.2.b) for further discussion of this point.
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there would be no gain in overall reliability due to multiple observa-
tions on the same individual.

The data in this study show that intra-person listening behavior is
not random. As might be suspected, the intra-person listening
behavior tends to be moderately homogeneous within the reporing
time periods, but the degree of homeogeneity varies somewhat for each
reporing time period. This means that the values of roh would
realistically fall somewhere between 0.8 and 1.0. As a result, the Per-
Case Statistical Efficiency levels fall somewhere between 1 and "1"-
depending upon the particular AQH estimate type. AQH audience
estimates which contained 20 quarter-hour observations were
classified into two separate categories (Type B and Type C) as shown
in Table 2 of Chapter 4. It was felt that their Per-Case Statistical
Efficiency would differ widely enough to justify their being treated as
separate estimate types, because of the substantial differences in the
dayparts and days included in their respective definitions. On the
other hand, the subcategories included within each of the other
estimate types defined in Table 2 were judged to be similar enough
to be combined into one grouping. These groupings help to simplify
the structure of Table B which is included in the back of each Local
Market Radio Report. In turn, this simplifies the report users' task in
determining standard errors.
Appendix C

Average Statistical Efficiency Values As Empirically Determined From Jackknife Replication Analysis

NOTE

The Statistical Efficiencies contained in this Appendix represent average values derived in this study. For each market and report period, the Statistical Efficiencies must be uniquely determined. This can be accomplished through use of the Table B values contained in the back of each individual Local Market Radio Report (pages iv and v). The relationship is as follows:

\[(\text{Statistical Efficiency})_{g,d,e} = \frac{\text{(Table B Value})_{g,d,e}}{\text{(In-tab Sample Size})_{g,d,e}}\]

where
- \(g\) = particular geographic region
- \(d\) = particular demographic region
- \(e\) = particular estimate type
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<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>.56</td>
<td>1.31</td>
<td>1.43</td>
<td>1.29</td>
<td>2.63</td>
<td>2.08</td>
<td>2.08</td>
<td>2.83</td>
<td>2.83</td>
<td>2.42</td>
<td>3.65</td>
</tr>
<tr>
<td>Men</td>
<td>.76</td>
<td>1.75</td>
<td>1.61</td>
<td>1.65</td>
<td>2.78</td>
<td>2.67</td>
<td>3.82</td>
<td>3.82</td>
<td>3.10</td>
<td>3.70</td>
<td>4.44</td>
</tr>
<tr>
<td>Women</td>
<td>.75</td>
<td>2.13</td>
<td>1.97</td>
<td>1.91</td>
<td>4.04</td>
<td>3.53</td>
<td>5.30</td>
<td>5.37</td>
<td>4.78</td>
<td>5.05</td>
<td>6.51</td>
</tr>
<tr>
<td>Men 18-34</td>
<td>.80</td>
<td>2.33</td>
<td>2.16</td>
<td>2.05</td>
<td>3.45</td>
<td>2.98</td>
<td>4.93</td>
<td>2.11</td>
<td>2.04</td>
<td>3.01</td>
<td>5.05</td>
</tr>
<tr>
<td>Women 18-34</td>
<td>.85</td>
<td>1.88</td>
<td>2.03</td>
<td>1.90</td>
<td>3.22</td>
<td>2.08</td>
<td>4.45</td>
<td>1.61</td>
<td>3.59</td>
<td>4.29</td>
<td>5.17</td>
</tr>
<tr>
<td>Men 35-64</td>
<td>.85</td>
<td>2.02</td>
<td>1.90</td>
<td>1.91</td>
<td>3.78</td>
<td>2.34</td>
<td>4.73</td>
<td>3.63</td>
<td>4.42</td>
<td>5.19</td>
<td>6.20</td>
</tr>
<tr>
<td>Women 35-64</td>
<td>.80</td>
<td>1.19</td>
<td>2.16</td>
<td>1.85</td>
<td>3.57</td>
<td>2.97</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Men 18-49</td>
<td>.76</td>
<td>1.38</td>
<td>1.36</td>
<td>1.77</td>
<td>3.03</td>
<td>2.05</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 18-49</td>
<td>.83</td>
<td>2.14</td>
<td>2.10</td>
<td>2.10</td>
<td>3.14</td>
<td>2.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Men 25-49</td>
<td>.85</td>
<td>1.98</td>
<td>2.04</td>
<td>1.91</td>
<td>3.14</td>
<td>2.66</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 25-49</td>
<td>.85</td>
<td>1.89</td>
<td>2.04</td>
<td>1.91</td>
<td>3.04</td>
<td>2.57</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Men 25-54</td>
<td>.85</td>
<td>1.80</td>
<td>1.91</td>
<td>3.03</td>
<td>2.05</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 25-54</td>
<td>.85</td>
<td>1.82</td>
<td>1.91</td>
<td>3.03</td>
<td>2.05</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 18-49</td>
<td>.77</td>
<td>1.97</td>
<td>1.77</td>
<td>1.83</td>
<td>2.51</td>
<td>1.79</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 35-64</td>
<td>.85</td>
<td>2.14</td>
<td>2.10</td>
<td>2.05</td>
<td>3.45</td>
<td>2.31</td>
<td>4.15</td>
<td>4.15</td>
<td>4.15</td>
<td>4.15</td>
<td>4.15</td>
</tr>
<tr>
<td>Women 55-64</td>
<td>.85</td>
<td>1.99</td>
<td>2.24</td>
<td>2.03</td>
<td>3.37</td>
<td>2.14</td>
<td>4.83</td>
<td>4.70</td>
<td>3.90</td>
<td>4.89</td>
<td>5.89</td>
</tr>
<tr>
<td>Women 65+</td>
<td>.85</td>
<td>1.90</td>
<td>2.00</td>
<td>1.98</td>
<td>3.03</td>
<td>2.96</td>
<td>3.96</td>
<td>3.59</td>
<td>3.59</td>
<td>4.28</td>
<td>4.50</td>
</tr>
<tr>
<td>Women 55-64</td>
<td>.80</td>
<td>1.09</td>
<td>1.88</td>
<td>2.08</td>
<td>3.57</td>
<td>2.76</td>
<td>3.87</td>
<td>3.87</td>
<td>3.87</td>
<td>4.50</td>
<td>5.12</td>
</tr>
<tr>
<td>Women 18-49</td>
<td>.84</td>
<td>2.00</td>
<td>2.19</td>
<td>1.87</td>
<td>3.20</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 18-49</td>
<td>.78</td>
<td>1.94</td>
<td>1.97</td>
<td>1.79</td>
<td>2.67</td>
<td>2.64</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 25-49</td>
<td>.85</td>
<td>2.00</td>
<td>2.16</td>
<td>2.00</td>
<td>3.16</td>
<td>2.50</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 25-49</td>
<td>.80</td>
<td>1.09</td>
<td>2.16</td>
<td>1.89</td>
<td>3.05</td>
<td>2.76</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 25-54</td>
<td>.88</td>
<td>1.85</td>
<td>1.84</td>
<td>2.09</td>
<td>2.84</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Women 35-64</td>
<td>.87</td>
<td>1.82</td>
<td>1.82</td>
<td>1.89</td>
<td>2.62</td>
<td>2.64</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Adults 18-49</td>
<td>.76</td>
<td>1.31</td>
<td>1.31</td>
<td>1.23</td>
<td>2.02</td>
<td>2.02</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Adults 50+</td>
<td>.71</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
</tr>
<tr>
<td>Adults 18-49</td>
<td>.68</td>
<td>1.34</td>
<td>1.34</td>
<td>1.24</td>
<td>2.10</td>
<td>2.10</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Adults 50+</td>
<td>.71</td>
<td>1.30</td>
<td>1.30</td>
<td>1.24</td>
<td>2.26</td>
<td>2.26</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Adults 25-49</td>
<td>.70</td>
<td>1.59</td>
<td>1.59</td>
<td>1.59</td>
<td>2.40</td>
<td>2.40</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Adults 25-49</td>
<td>.71</td>
<td>1.49</td>
<td>1.49</td>
<td>1.49</td>
<td>2.45</td>
<td>2.45</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
</tr>
<tr>
<td>Tons</td>
<td>.75</td>
<td>2.02</td>
<td>2.09</td>
<td>2.09</td>
<td>3.70</td>
<td>3.70</td>
<td>4.07</td>
<td>5.37</td>
<td>5.37</td>
<td>5.12</td>
<td>6.25</td>
</tr>
</tbody>
</table>

1. These average rates were derived from the kumon Market Report data base included in the Arbitron Application of study. These represent conservative estimates of the true Statistical Efficiency because of the manner in which they were computed. The true Statistical Efficiency for the 13 emotion study, however, is considerably higher. These data relate to the 13 emotion study, however, it considerably higher.

2. Number of [ ] " indicate number of 7-7a hours averaged in each AQH (average Unique Hour) estimate type.
3. Arbitron Local Market Radio Reports do not include audience estimates for this cell therefore, value not available.
<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Type</th>
<th>Estimate Type</th>
<th>Type J Estimate</th>
<th>Type NE Estimate</th>
<th>Type F Estimate</th>
<th>Type G Estimate</th>
<th>Type H Estimate</th>
<th>Type I Estimate</th>
<th>Type E Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total 12 - 18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 18 +</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 18-24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 25-34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 35-44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 45-54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men 55-64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women 15 - 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women 25-34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women 35-44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women 45-54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women 55-64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*These average values were derived from the Oxymon Market Report data base included in the Arbitron Rating Point study. These represent composite estimates of the true statistical efficiency values for the particular group, where the composite estimate was calculated as the geometric mean of the individual statistical efficiency values for the 3.51,296 respondents in each group. Arbitron estimates that the number of respondents in each group is 30 percent of the actual audience.

**Number in 15.1 equals number of quarter hours averaged in each ADH average Quarter Hour estimate type.

Arbitron's Local Market Radio Reports do not include audience estimates for this cell. Therefore, values not available.
# Arbitron Replication II

"ABLE C-3 AVERAGE" STATISTICAL EFFICIENCY VALUES AS EMPIRICALLY DETERMINED FROM JACKKINCE REPETITION ANALYSES (API)

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>API Type A</td>
<td>API Type B</td>
<td>API Type C</td>
<td>API Type D</td>
<td>API Type E</td>
<td>API Type F</td>
<td>API Type G</td>
<td>API Type H</td>
<td>API Type I</td>
<td>API Type J</td>
</tr>
<tr>
<td>Total Product <strong>C</strong></td>
<td>.47</td>
<td>.63</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 18-24</td>
<td>.78</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 25-34</td>
<td>.63</td>
<td>.67</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 35-44</td>
<td>.80</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 45-54</td>
<td>.81</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 55-64</td>
<td>.77</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 65-74</td>
<td>.81</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 75-84</td>
<td>.85</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 85-94</td>
<td>.84</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Male 95 and over</td>
<td>.84</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 18-24</td>
<td>.70</td>
<td>.64</td>
<td>.56</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 25-34</td>
<td>.77</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 35-44</td>
<td>.79</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 45-54</td>
<td>.75</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 55-64</td>
<td>.72</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 65-74</td>
<td>.77</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 75-84</td>
<td>.80</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 85-94</td>
<td>.84</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Women 95 and over</td>
<td>.85</td>
<td>.60</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
<td>.55</td>
<td>.67</td>
<td>.72</td>
<td>.61</td>
</tr>
<tr>
<td>Adult 18-24</td>
<td>.52</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 25-34</td>
<td>.71</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 35-44</td>
<td>.66</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 45-54</td>
<td>.70</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 55-64</td>
<td>.89</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 65-74</td>
<td>.71</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>Adult 75-84</td>
<td>.76</td>
<td>.13</td>
<td>.23</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
<td>.25</td>
<td>.24</td>
<td>.23</td>
<td>.16</td>
</tr>
</tbody>
</table>

**Number in 'C' equals number of quantity T's implied in each API (Average Quarter Hours) estimate type.

** Arbitron's Local Market Radio Reports for all include estimate features for this cell, however, value not available.

These average values were derived from the Arbitron Market Radio Reports for each API type. They indicate the proportion of the top 100 Statistical Efficiency Values, all of which have been determined (see Section 5 of Chapter 3). A standard adjustment of the individual Statistical Efficiencies for the 179,926 stations shown on each API type was used to determine the total Statistical Efficiency values.
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Mathematical Properties of Jackknife Replication Estimates and Their Relationship to Simple Replication Forms

General Discussion

The method of Jackknife Replication for the estimation of standard errors was first proposed by Professor John Tukey of Princeton University. In a 1958 abstract, Tukey suggested that the subsample functions, originally proposed by Quenouille in 1949, as a device for reducing bias in the estimation of serial correlations, could be regarded as independently and identically distributed random variables. Under these conditions, the Quenouille estimates (called "pseudo values") serve as a vehicle for determining both variance and standard error of the overall sample estimate.

We assume that a sample is selected, or may be viewed as having been selected, in the form of $g$ independent replications of a probability sampling process.

Let $R$, be defined as the estimate of a population parameter $P$, which is based on the entire sample (i.e., all data from all $g$ replicates or subsamples). Let $R_i$, be defined as the estimate of the population parameter $P$, which is based on the set of observations which result by considering the entire sample and omitting all observations from the $i$th replicate.

The $j$th "pseudo value" $R_{ij}$ is defined as:

$$R_{ij} = gR - (g - 1) R_i$$  \hspace{1cm} (D1)
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The mean of the \( g \) pseudo values \( R'_{(i)} \) is defined as the Quenouille's estimator \( R_q \) where:

\[
R_q = \frac{1}{g} \sum R'_{(i)}
\]  

(D2)

Tukey proposed that the variance of \( R_q \) could be estimated by \( \text{var}(R_q) \), where:

\[
\text{var}(R_q) = \frac{1}{g} \left( \frac{g - 1}{g - 1} \right) \sum (R'_{(i)} - R_q)^2
\]  

(D3)

The standard error of \( R_q \) is simply the square root of the expression above, and can be expressed as:

\[
\text{ste}(R_q) = \sqrt{\text{var}(R_q)}
\]  

(D4)

In actual computations it is not necessary to determine pseudo values \( R'_{(i)} \) because \( \text{var}(R_q) \) may be re-expressed as:

\[
\text{var}(R_q) = \frac{(g - 1)}{g} \sum (R'_i - \bar{R}' - \tilde{R}')^2
\]  

(D5)

where \( \bar{R}' \) is defined as:

\[
\bar{R}' = \frac{1}{g} \sum R'_i
\]  

(D6)

This computation form is obtained from the definitional form of (D3) as follows:

The estimate \( R_q \) defined in (D2) may be re-expressed as:

\[
R_q = \frac{1}{g} \sum R'_{(i)}
\]  

(D7)

\[
= \frac{1}{g} \sum \left[ gR - (g - 1) R' \right]
\]  

(D8)

\[
= \frac{1}{g} \sum gR - \frac{1}{g} \sum (g - 1) R'
\]  

(D9)

\[
= gR - (g - 1) \bar{R}'
\]  

(D10)

From (D10) and (D1) the terms \( (R'_{(i)} - R_q) \) appearing in Formula (D3) may then be written as:

\[
(R'_{(i)} - R_q) = [gR - (g - 1) R'_{(i)}] - [gR - (g - 1) \bar{R}']
\]  

(D11)

\[
= (g - 1) (R'_{(i)} - \bar{R}')
\]  

(D12)
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Thus, expression (D3) may be rewritten as:

\[
\text{var}_j(R_j) = \frac{1}{g(g-1)} \sum (R'_0 - R_j)^2 \tag{D13}
\]

\[
= \frac{1}{g(g-1)} \sum [(g-1)^2 (R - R'_j)^2] \tag{D14}
\]

\[
= \frac{(g-1)^2}{g(g-1)} \sum (R'_j - \bar{R}'')^2 \tag{D15}
\]

\[
= \frac{(g-1)}{g} \sum (R'_j - \bar{R}'')^2 \tag{D16}
\]

The form \(\text{var}_j(R_j)\) may also be used to estimate the variance of \(R\), the estimate based on the total sample. In practice, however, the variance of \(R\) is usually estimated by \(\text{var}_j(R)\) which is defined by replacing \(R'\) by \(R\) in \(\text{var}_j(R_j)\). That is, it yields values that are always greater than, or equal to, the values produced by \(\text{var}_j(R_j)\). This may be shown as follows:

\[
\text{var}_j(R) = \frac{(g-1)}{g} \sum (R'_0 - R)^2 \tag{D17}
\]

\[
= \frac{(g-1)}{g} \sum [(R'_j - \bar{R}') + (\bar{R}' - R)]^2 \tag{D18}
\]

\[
= \frac{(g-1)}{g} \sum (R'_j - \bar{R}')^2 + \frac{(g-1)}{g} \sum (\bar{R}' - \bar{R})^2 \tag{D19}
\]

\[
\frac{2(g-1)}{g} \sum (R'_j - \bar{R}') (\bar{R}' - \bar{R})
\]

The third term in (D19) is zero since \((\bar{R}' - \bar{R})\) is a constant and by (D6) the term \((R'_j - \bar{R}')\) sums to zero. Thus, we have:

\[
\text{var}_j(R) = \frac{(g-1)}{g} \sum (R'_j - \bar{R}')^2 + \frac{(g-1)}{g} (\bar{R}' - \bar{R})^2 \tag{D20}
\]

\[
\text{var}(R) = \text{var}_j(R_j) + \frac{(g-1)(\bar{R}' - \bar{R})^2}{g} \tag{D21}
\]

Since the term \((\bar{R}' - \bar{R})^2\) will never be negative, we have:

\[
\text{var}(R) \geq \text{var}_j(R_j) \tag{D22}
\]
And, for estimates of standard error, we have:

\[ \text{stek}(R) \approx \text{ste}(R_0) \]  

(D23)

**Special Case of Linear Estimates**

Finally, in the situation where the estimate \( R \) is a simple linear function of the Basic Replicates, the forms \( \text{var}(k(R)) \) and \( \text{var}(R_0) \) are equal to each other (as well as being equal to the Simple Replication variance).

Let \( R_i \) denote the sample estimate computed from the \( i \)th replicate. The mean of the \( g \) simple replicate estimates \( R_i \) is:

\[ \bar{R} = \frac{1}{g} \sum (R_i) \]  

(D24)

The estimate \( R \) is defined as a simple linear function of the replicate values \( R_i \), if \( R \) is equal to \( \bar{R} \) over the entire sample space—that is if:

\[ R = \bar{R}, \text{ over the entire sample space} \]  

(D25)

Under this assumption, for all \( i \) we have:

\[ R = R_i = \frac{1}{g} R + \frac{(g - 1)}{g} R' \]  

(D26)

Multiplying both sides of this expression by \( g \), we obtain for \( i = 1, \ldots, g \) the following expression:

\[ g R = R_i + (g - 1) R' \]  

(D27)

Thus,

\[ R_i = (g - 1) R' + g R \]  

(D28)

The simple replication variance estimate of \( R \) is defined as:

\[ \text{varrep}(R) = \frac{1}{g (g - 1)} \sum (R_i - R)^2 \]  

(D29)

With corresponding standard error estimates as follows:

\[ \text{sterep}(R) = \sqrt{\text{varrep}(R)} \]  

(D30)

*Note: In D 29, we have used \( R \) rather than \( \bar{R} \), since it is assumed here that \( R = \bar{R} \).*
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From (D28), \( \text{varrep}(R) \) may be written as:

\[
\text{varrep}(R) = \frac{1}{g} \sum (-(g-1)R'_i + gR-R)^2
\]

\[
= \frac{1}{g} \sum (-(g-1)R'_i + (g-1)\bar{R})^2
\]

\[
= \frac{(g-1)^2}{g(g-1)} \sum (R'_i - \bar{R})^2
\]

\[
= \frac{(g-1)}{g} \sum (R'_i - \bar{R})^2
\]

(D31) \hspace{1cm} (D32) \hspace{1cm} (D33) \hspace{1cm} (D34)

Noting that,

\[
-(R'_i + \bar{R})^2 = (R'_i - \bar{R})^2
\]

(D35)

the expression given by (D34) may be written as:

\[
\text{varrep}(R) = \frac{(g-1)}{g} \sum (R'_i - \bar{R})^2
\]

(D36)

Thus, when \( R \) is a simple linear function of the simple replicate values \( R_i \), we have:

\[
\text{varrep}(R) = \text{varjk}(R)
\]

(D37)

and,

\[
\text{sterep}(R) = \text{stetjk}(R)
\]

(D38)

Under this condition, the equality of \( \text{varjk}(R) \) and \( \text{var}\frac{R}{g}(R) \) follows from the equality of \( R \) and \( \bar{R} \). The equality is shown as follows:

From (D27) we may write:

\[
(g-1)R'_i = gR - R_i
\]

(D39)

Taking the sum over \( i = 1, \ldots, g \) and dividing by \( g \) on both sides of (D39), we have:

\[
\frac{1}{g} \sum (g-1)R'_i = \frac{1}{g} gR - \frac{1}{g} \sum R_i
\]

\[
(g-1)\bar{R}' = gR - \bar{R}
\]

(D40) \hspace{1cm} (D41)

By condition (D25) we may replace \( \bar{R} \) by \( R \), and thus:

\[
(g-1)\bar{R}' = gR - R
\]

\[
\bar{R}' = \bar{R}
\]

(D42) \hspace{1cm} (D43) \hspace{1cm} (D44)
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Average Comparison Ratio ("Nomograph" Standard Errors Divided by "Actual" Standard Errors)
TABLE 8.1: AVERAGE COMPARISON RATES* "NEWADAMS" STANDARD ERRORS = "ACTUAL" STANDARD ERRORS (Note)

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Estimate Type (see Table 2 in Chapter 1 of Test For Detailed Definition)</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Current Ex.</td>
<td>Age Type A (2)**</td>
<td>Age Type A (2)**</td>
<td>Age Type B (2)**</td>
<td>Age Type C (2)**</td>
<td>Age Type D (2)**</td>
<td>Age Type E (2)**</td>
<td>Age Type F (2)**</td>
<td>Age Type G (2)**</td>
<td>Age Type H (2)**</td>
<td>Age Type J (2)**</td>
<td></td>
</tr>
<tr>
<td>Total Persons 12+</td>
<td>.65</td>
<td>1.29</td>
<td>1.32</td>
<td>1.24</td>
<td>1.35</td>
<td>1.56</td>
<td>1.87</td>
<td>1.83</td>
<td>1.90</td>
<td>1.84</td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>Men 18+</td>
<td>.55</td>
<td>1.44</td>
<td>1.47</td>
<td>1.45</td>
<td>1.32</td>
<td>1.67</td>
<td>2.13</td>
<td>2.07</td>
<td>2.12</td>
<td>2.13</td>
<td>2.29</td>
<td></td>
</tr>
<tr>
<td>Men 18-24</td>
<td>.55</td>
<td>1.59</td>
<td>***</td>
<td>1.51</td>
<td>2.19</td>
<td>2.05</td>
<td>2.46</td>
<td>2.46</td>
<td>2.34</td>
<td>2.82</td>
<td>2.76</td>
<td></td>
</tr>
<tr>
<td>Men 25-34</td>
<td>1.01</td>
<td>1.93</td>
<td>***</td>
<td>1.57</td>
<td>2.08</td>
<td>1.96</td>
<td>2.40</td>
<td>2.32</td>
<td>2.17</td>
<td>2.45</td>
<td>2.68</td>
<td></td>
</tr>
<tr>
<td>Men 35-44</td>
<td>1.01</td>
<td>1.90</td>
<td>1.91</td>
<td>1.37</td>
<td>2.02</td>
<td>1.89</td>
<td>2.44</td>
<td>2.34</td>
<td>2.14</td>
<td>2.32</td>
<td>2.54</td>
<td></td>
</tr>
<tr>
<td>Men 45-54</td>
<td>1.00</td>
<td>1.49</td>
<td>1.58</td>
<td>1.33</td>
<td>1.36</td>
<td>1.85</td>
<td>2.20</td>
<td>2.19</td>
<td>2.07</td>
<td>2.29</td>
<td>2.48</td>
<td></td>
</tr>
<tr>
<td>Men 55-64</td>
<td>1.03</td>
<td>1.54</td>
<td>***</td>
<td>1.57</td>
<td>2.17</td>
<td>2.07</td>
<td>2.38</td>
<td>2.33</td>
<td>2.30</td>
<td>2.54</td>
<td>2.76</td>
<td></td>
</tr>
<tr>
<td>Men 65-74</td>
<td>.99</td>
<td>1.54</td>
<td>1.93</td>
<td>1.48</td>
<td>2.09</td>
<td>1.80</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Men 75+</td>
<td>.99</td>
<td>1.00</td>
<td>1.53</td>
<td>1.45</td>
<td>1.09</td>
<td>1.74</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 18+</td>
<td>**</td>
<td>1.53</td>
<td>***</td>
<td>1.51</td>
<td>1.92</td>
<td>1.16</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 18-24</td>
<td>1.01</td>
<td>1.53</td>
<td>1.90</td>
<td>1.49</td>
<td>1.60</td>
<td>1.75</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 25-34</td>
<td>1.01</td>
<td>1.48</td>
<td>***</td>
<td>1.51</td>
<td>1.52</td>
<td>1.70</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 35-44</td>
<td>.96</td>
<td>1.41</td>
<td>1.45</td>
<td>1.39</td>
<td>1.73</td>
<td>1.75</td>
<td>2.12</td>
<td>2.05</td>
<td>1.88</td>
<td>2.04</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>Women 45-54</td>
<td>.93</td>
<td>1.60</td>
<td>***</td>
<td>1.51</td>
<td>2.06</td>
<td>2.01</td>
<td>2.46</td>
<td>2.31</td>
<td>2.21</td>
<td>2.42</td>
<td>2.68</td>
<td></td>
</tr>
<tr>
<td>Women 55-64</td>
<td>1.01</td>
<td>1.57</td>
<td>***</td>
<td>1.95</td>
<td>2.05</td>
<td>1.96</td>
<td>2.49</td>
<td>2.28</td>
<td>2.22</td>
<td>2.43</td>
<td>2.63</td>
<td></td>
</tr>
<tr>
<td>Women 65-74</td>
<td>1.01</td>
<td>1.54</td>
<td>1.63</td>
<td>1.93</td>
<td>2.05</td>
<td>1.94</td>
<td>2.45</td>
<td>2.20</td>
<td>2.15</td>
<td>2.36</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td>Women 75+</td>
<td>1.01</td>
<td>1.32</td>
<td>1.52</td>
<td>1.59</td>
<td>1.96</td>
<td>1.05</td>
<td>2.39</td>
<td>2.14</td>
<td>2.05</td>
<td>2.26</td>
<td>2.39</td>
<td></td>
</tr>
<tr>
<td>Adult Males</td>
<td>1.04</td>
<td>1.50</td>
<td>***</td>
<td>1.95</td>
<td>1.02</td>
<td>1.01</td>
<td>2.30</td>
<td>2.16</td>
<td>2.12</td>
<td>2.23</td>
<td>2.47</td>
<td></td>
</tr>
<tr>
<td>Adult Females</td>
<td>1.02</td>
<td>1.54</td>
<td>1.61</td>
<td>1.49</td>
<td>1.99</td>
<td>1.09</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 18-24</td>
<td>.97</td>
<td>1.48</td>
<td>1.52</td>
<td>1.45</td>
<td>1.65</td>
<td>1.77</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 25-34</td>
<td>**</td>
<td>1.60</td>
<td>***</td>
<td>1.51</td>
<td>1.97</td>
<td>1.81</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 35-44</td>
<td>1.01</td>
<td>1.58</td>
<td>1.57</td>
<td>1.90</td>
<td>1.98</td>
<td>1.77</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 45-54</td>
<td>1.01</td>
<td>1.49</td>
<td>***</td>
<td>1.46</td>
<td>1.98</td>
<td>1.77</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 55-64</td>
<td>1.02</td>
<td>1.47</td>
<td>***</td>
<td>1.47</td>
<td>1.65</td>
<td>1.77</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Women 65-74</td>
<td>.96</td>
<td>1.29</td>
<td>***</td>
<td>1.25</td>
<td>1.57</td>
<td>1.52</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Adult Males</td>
<td>.92</td>
<td>1.42</td>
<td>***</td>
<td>1.37</td>
<td>1.61</td>
<td>1.75</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Adult Females</td>
<td>.92</td>
<td>1.38</td>
<td>***</td>
<td>1.37</td>
<td>1.60</td>
<td>1.60</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Adult Males</td>
<td>.92</td>
<td>1.37</td>
<td>***</td>
<td>1.36</td>
<td>1.73</td>
<td>1.63</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Adult Females</td>
<td>.91</td>
<td>1.39</td>
<td>***</td>
<td>1.34</td>
<td>1.70</td>
<td>1.69</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>.99</td>
<td>1.33</td>
<td>***</td>
<td>1.34</td>
<td>1.75</td>
<td>1.62</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td></td>
</tr>
</tbody>
</table>

*These average values were derived from the sixteen market data in the Admissions Replication study. See text in Chapter 1, section 2.2 of Introduction for details. **From market average number of quarter hours weighted in the particular AQH average quarter hour estimate. **No AQH Market study has not 7-days 7-day estimates for the cell; therefore, comparison failed not available.
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### TABLE E.1 AVERAGE COMPARISON RATIO

- **HOMOGRAPHIC STANDARD ERRORS** × **ACTUAL STANDARD ERRORS**

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
<th>$A_6$</th>
<th>$A_7$</th>
<th>$A_8$</th>
<th>$A_9$</th>
<th>$A_{10}$</th>
<th>$A_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Females 12+</td>
<td>0.4</td>
<td>1.23</td>
<td>1.28</td>
<td>1.21</td>
<td>1.53</td>
<td>1.56</td>
<td>1.79</td>
<td>1.64</td>
<td>1.67</td>
<td>1.82</td>
<td>1.95</td>
</tr>
<tr>
<td>Men 16-24</td>
<td>0.66</td>
<td>1.42</td>
<td>1.46</td>
<td>1.38</td>
<td>1.62</td>
<td>1.71</td>
<td>2.11</td>
<td>2.08</td>
<td>1.92</td>
<td>2.34</td>
<td>2.38</td>
</tr>
<tr>
<td>Men 25-34</td>
<td>1.01</td>
<td>1.84</td>
<td>1.87</td>
<td>1.82</td>
<td>2.25</td>
<td>2.09</td>
<td>2.51</td>
<td>2.51</td>
<td>2.71</td>
<td>2.97</td>
<td>2.98</td>
</tr>
<tr>
<td>Men 35-44</td>
<td>1.63</td>
<td>2.04</td>
<td>2.09</td>
<td>1.99</td>
<td>2.53</td>
<td>2.38</td>
<td>3.08</td>
<td>3.05</td>
<td>3.49</td>
<td>3.24</td>
<td>2.74</td>
</tr>
<tr>
<td>Men 45-54</td>
<td>2.00</td>
<td>1.48</td>
<td>1.54</td>
<td>1.51</td>
<td>1.92</td>
<td>1.82</td>
<td>2.36</td>
<td>2.32</td>
<td>2.81</td>
<td>2.49</td>
<td>2.38</td>
</tr>
<tr>
<td>Men 55-64</td>
<td>1.53</td>
<td>1.54</td>
<td>1.50</td>
<td>1.50</td>
<td>1.84</td>
<td>1.95</td>
<td>2.33</td>
<td>2.22</td>
<td>2.31</td>
<td>2.52</td>
<td>2.11</td>
</tr>
<tr>
<td>Men 65-74</td>
<td>1.91</td>
<td>1.67</td>
<td>1.63</td>
<td>1.52</td>
<td>2.04</td>
<td>1.89</td>
<td></td>
<td></td>
<td></td>
<td>2.74</td>
<td>2.74</td>
</tr>
<tr>
<td>Men 75-84</td>
<td>0.39</td>
<td>1.49</td>
<td>1.53</td>
<td>1.45</td>
<td>1.59</td>
<td>1.74</td>
<td></td>
<td></td>
<td></td>
<td>2.39</td>
<td>2.68</td>
</tr>
<tr>
<td>Men 85-94</td>
<td>1.01</td>
<td>1.50</td>
<td>1.43</td>
<td>1.47</td>
<td>1.78</td>
<td>1.88</td>
<td></td>
<td></td>
<td></td>
<td>2.64</td>
<td>2.64</td>
</tr>
<tr>
<td>Men 95-104</td>
<td>1.15</td>
<td>1.50</td>
<td>1.43</td>
<td>1.30</td>
<td>2.00</td>
<td>2.17</td>
<td></td>
<td></td>
<td></td>
<td>2.71</td>
<td>2.71</td>
</tr>
<tr>
<td>Women 25-34</td>
<td>0.67</td>
<td>1.40</td>
<td>1.43</td>
<td>1.40</td>
<td>1.70</td>
<td>1.67</td>
<td>2.09</td>
<td>2.06</td>
<td>2.01</td>
<td>2.16</td>
<td>2.15</td>
</tr>
<tr>
<td>Women 35-44</td>
<td>1.01</td>
<td>1.50</td>
<td>1.50</td>
<td>1.46</td>
<td>1.95</td>
<td>1.88</td>
<td>2.35</td>
<td>2.32</td>
<td>2.52</td>
<td>2.64</td>
<td>2.64</td>
</tr>
<tr>
<td>Women 45-54</td>
<td>1.03</td>
<td>1.50</td>
<td>1.48</td>
<td>1.46</td>
<td>1.95</td>
<td>1.88</td>
<td>2.45</td>
<td>2.42</td>
<td>2.64</td>
<td>2.77</td>
<td>2.77</td>
</tr>
<tr>
<td>Women 55-64</td>
<td>1.01</td>
<td>1.50</td>
<td>1.48</td>
<td>1.50</td>
<td>1.95</td>
<td>1.88</td>
<td>2.35</td>
<td>2.32</td>
<td>2.52</td>
<td>2.64</td>
<td>2.64</td>
</tr>
<tr>
<td>Women 65-74</td>
<td>1.02</td>
<td>1.50</td>
<td>1.48</td>
<td>1.50</td>
<td>1.95</td>
<td>1.88</td>
<td>2.35</td>
<td>2.32</td>
<td>2.52</td>
<td>2.64</td>
<td>2.64</td>
</tr>
<tr>
<td>Women 75-84</td>
<td>1.00</td>
<td>1.49</td>
<td>1.51</td>
<td>1.42</td>
<td>1.75</td>
<td>1.78</td>
<td></td>
<td></td>
<td></td>
<td>2.06</td>
<td>2.06</td>
</tr>
<tr>
<td>Women 85-94</td>
<td>0.96</td>
<td>1.48</td>
<td>1.51</td>
<td>1.42</td>
<td>1.75</td>
<td>1.78</td>
<td></td>
<td></td>
<td></td>
<td>2.06</td>
<td>2.06</td>
</tr>
<tr>
<td>Women 95-104</td>
<td>1.02</td>
<td>1.50</td>
<td>1.48</td>
<td>1.50</td>
<td>1.95</td>
<td>1.88</td>
<td>2.35</td>
<td>2.32</td>
<td>2.52</td>
<td>2.64</td>
<td>2.64</td>
</tr>
<tr>
<td>Teens</td>
<td>0.95</td>
<td>1.52</td>
<td>1.73</td>
<td>1.55</td>
<td>2.31</td>
<td>2.38</td>
<td>2.40</td>
<td>2.46</td>
<td>2.06</td>
<td>2.06</td>
<td>2.06</td>
</tr>
</tbody>
</table>

*These average values were derived from the sixteen Market Report data base included in the Johnston Application for study (see text in Chapter 4, Section 1 for description of method).  
**Number in ‘( )’ reflects number of quarter-hour averages in each A/GH (Average Hourly) estimate type.  
***Adron's Local Market Radio Reports do not include estimates for this cell, therefore, Comparison Rate not available.
<table>
<thead>
<tr>
<th>Table 6.3</th>
<th>Average Comparison Ratio of &quot;Retail&quot; Standard Errors to &quot;Actual&quot; Standard Errors (ACS)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Type (for Table 2 in Chapter 4) for Detailed Volumes</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Retail</strong></td>
<td><strong>Other</strong></td>
</tr>
<tr>
<td>Tariff</td>
<td>12 =</td>
</tr>
<tr>
<td>Men 18+</td>
<td>0.97</td>
</tr>
<tr>
<td>Women 18+</td>
<td>0.98</td>
</tr>
<tr>
<td>Adult 18+</td>
<td>0.99</td>
</tr>
<tr>
<td>Teens</td>
<td>0.97</td>
</tr>
</tbody>
</table>

*These average ratios were derived from the Retailer Manual Report data that is included in the Arbitron Replication Study. See text in Chapter 4, Section 8.1 for discussion of results.

**Number in 4.1" refers to number of quarter hour averaged in each ACS average Quarter Hour; estimate type:

***"Arbitron's Local Market Reports to not include audience estimates for this cell, therefore, Comparison Ratio not available.

prom
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Approximating the Standard Error of a Rating or Projection Number From an Earlier Survey Report Issued Prior to the New Reliability Procedure

Survey Reports issued prior to Fall 1981 do not contain the Tables A and B that are used in conjunction with the new Arbitron Reliability Method. The following procedure can be used to obtain estimates for the Standard Error of a rating or a projection number in such a situation. The procedure assumes that the Statistical Efficiency Values of the earlier report are the same as those of the Fall 1981 Survey Report for the comparable estimate (i.e., same estimate type, and same demographic and geographic group). This is demonstrated via an example.

Situation
A researcher is making certain historical comparisons and finds out that he needs the Standard Error for a Metro Men 25-34, Mon-Fri 6-10AM Cume audience rating published in the Spring 1981 Report. That particular report does not contain the Tables A and B of the new reliability procedure.
Step 1. Assemble The Required Basic Data

<table>
<thead>
<tr>
<th>Data Item</th>
<th>Value</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring 1981 In-Tab</td>
<td>930</td>
<td>From Spring 1981 Arbitron Survey Report</td>
</tr>
<tr>
<td>Fall 1981 In-Tab</td>
<td>940</td>
<td>From Fall 1981 Arbitron Survey Report</td>
</tr>
<tr>
<td>Fall 1981 Table B</td>
<td>30.11</td>
<td>From Fall 1981 Arbitron Survey Report</td>
</tr>
<tr>
<td>Value</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Obtained as: (Metro Total In-Tab Diaries) ×
(Men 25–34 Metro Percent of Unweighted In-Tab Sample)

Step 2. Actual Calculations

The procedure consists of obtaining the Statistical Efficiency (for a Cume Mon-Fri 6-10AM audience estimate among Metro Men 25-34) from the Fall 1981 Survey Report and using it to obtain an estimate of the Table B value for the Spring 1981 Survey Report for the corresponding estimate type, demographic and geographic group.

   = (Fall 1981 Effective Sample Base) / (Fall 1981 In-Tab)
   = (Fall 1981 Table B Value)³ / (Fall 1981 In-Tab)
   = (30.11)³ / 940
   = 906.611 / 940
   = 0.96481
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b. Estimated Spring 1981 Table B Value (for a Cume Mon-Fri 6-10AM audience estimate among Metro Men 25-34)

\[ \sqrt{\text{Estimated Spring 1981 Effective Sample Base}} \]
\[ = \sqrt{\text{(Spring 1981 In-Tab) \times (Fall 1981 Stat. Eff.)}} \]
\[ = \sqrt{0.205 \times (0.964481)} \]
\[ = \sqrt{0.1992242} \]
\[ = 0.448 \text{ (rounded to 2 decimal places)} \]

c. Table A Value corresponding to Spring 1981 Rating of 1.3

\[ = 11.33 \]

d. Standard Error for Spring 1981 Rating

\[ \frac{\text{Table A Value}}{\text{(Estimated Spring 1981 Table B Value)}} \]
\[ = \frac{11.33}{29.48} \]
\[ = 0.3843 \text{ (rounded to 1 decimal place)} \]

NOTE: After the Standard Error for the Spring 1981 Rating is determined as shown above, if desired, the Standard Error for the corresponding projection number can be obtained by using the procedure already described. (See example given in the instructions in Appendix A.)
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Computer Programs for "Posterior Odds Assessment"

Program #1: For Rating Data
Program #2: For Audience Projection Data

NOTE
The program that follows is written to Microsoft BASIC-80.* It can easily be adapted to other versions of BASIC.

* Copyright Microsoft, Inc.
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SAMPLE RUN FOR PROGRAM 81: FOR RATINGS DATA

RUN
ENTER LAST TIME REPORT RATING AND TABLE B VALUE .4-00.10
ENTER THIS TIME REPORT RATING AND TABLE B VALUE .7.00.20
ODDS THAT REAL CHANGE OCCURRED IN THIS DIRECTION ARE 92.2 TO 1.1
PROBABILITY THAT AUDIENCE REALLY WENT UP IS = 0.9973
PROBABILITY THAT AUDIENCE REALLY WENT DOWN IS = 0.0027

ENTER LAST TIME REPORT RATING AND TABLE B VALUE?
SOURCE Listing FOR PROGRAM M: FOR AUDIENCE PROJECTION DATA

10 REM ***********************************************
20 REM PROGRAM TO COMPUTE DATA THAT A REAL AUDIENCE CHANGE OCCURRED
30 REM IN THE ESTIMATION MEASURED BY THE REPORT TO REPORT AUDIENCE
40 REM PROJECTION CHANNEL.
50 REM
60 REM THIS PROGRAM IS WRITTEN IN MICROSOFT BASIC-86
70 REM
80 REM FOR SOME PACKAGING IT WILL BE NEEDED TO REMOVE
90 REM THE PRINT USING DISKSPACE AND DATA ARE NEEDED
100 REM DATA ARE NEEDED TO CHANGE
110 REM VARIABLE NAMES IN THIS NAME CONTAIN SOME CONDITIONS.
120 REM
130 REM FOR MORE INFORMATION CONTACT ARBITRON STATISTICAL SERVICES
140 REM
150 REM NOTE: THIS PROGRAM ONLY INCREASING TABLE D VALUES
160 REM IT AUTOMATICALLY CENSORS ALL INCREASED STANDARD ERRORS
170 REM
180 REM ***********************************************
190 DATA A1,A2,A3
200 DATA B1,B2,B3
210 DATA C1,
220 DATA D1,D2,D3,D4
230 DATA E1,E2,E3,E4
240 DATA F1,F2,F3
250 DATA G1,G2,G3,G4
260 DATA H1,H2,H3,H4
270 DATA I1,I2,I3,I4
280 DATA J1,J2,J3,J4
290 DATA K1,K2,K3,K4
300 DATA L1,L2,L3,L4
310 DATA M1,M2,M3,M4
320 DATA 600
330 DATA 220
340 DATA 60
350 DATA 60
360 DATA 60
370 DATA 60
380 DATA 60
390 DATA 60
400 DATA 60
410 DATA 60
420 DATA 60
430 DATA 60
440 DATA 60
450 DATA 60
460 DATA 60
470 DATA 60
480 DATA 60
490 DATA 60
500 DATA 60
510 DATA 60
520 DATA 60
530 DATA 60
540 DATA 60
550 DATA 60
560 DATA 60
570 DATA 60
580 DATA 60
590 DATA 60
600 DATA 60

120 RETURN
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SAMPLE RUN FOR PROGRAM #3: FOR AUDIENCE PROJECTION DATA

RUN
ENTER LAST TIME REPORT AUDIENCE PROJECTION AND TABLE B VALUE: 150000-17.05
ENTER LAST TIME TOTAL, POPULATION: 1500000
ENTER THIS TIME REPORT AUDIENCE PROJECTION AND TABLE B VALUE: 140000-18.76
ENTER LAST TIME TOTAL, POPULATION: 1500000

NINO REPORTED AUDIENCE WENT DOWN
WHEN THAT ACTUAL CHANGE OCCURRED IN THIS DIRECTION WAS 1.0 TO 1.0
PROBABILITY THAT AUDIENCE REALLY WENT DOWN IS = 0.6432
PROBABILITY THAT AUDIENCE REALLY WENT UP IS = 0.3568

ENTER LAST TIME REPORT AUDIENCE PROJECTION AND TABLE B VALUE:

( NOTE: The above odds and probability results differ slightly from those reported on page 79 in the main text. The differences are due to rounding -- the computer program carries the intermediate computations to more decimal points.)
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Glossary of Terms*

Area of Dominant Influence (ADI)— Arbitron Television’s exclusive geographic area which defines each television market as a collection of counties on the basis of measurable viewing patterns. Every county in the United States (exclusive of Alaska and Hawaii) is allocated exclusively to one ADI.

Average Quarter-Hour Estimates—There are two types used in this report:

Average Quarter-Hour Persons—This can be calculated by first tabulating the number of persons who listen to a station for at least five minutes in each quarter hour of a daypart; then sum and divide the result by the number of quarter-hours the station was on the air in that daypart.

Average Quarter-Hour Rating—The Average Quarter-Hour Persons estimate expressed as a percentage of the total number of persons in the particular group and geographic area being reported.

Common Design Factor—See Design Factor.

Confidence Interval—Arbitron uses a sample of respondents instead of surveying the entire population frame, and the audience estimates so derived are subject to sampling error. The Confidence Interval describes, at a pre-chosen Confidence Level, the size of the possible error range associated with any sample statistic such as an audience

* For additional information, the reader is directed to "Standard Definitions of Broadcast Research Terms," published by the National Association of Broadcasters, 1771 N. Street, N.W., Washington, DC 20036. See also "Glossary of Selected Arbitron Terms" included in every Arbitron Radio Market Report.
rating or projection. The Confidence Interval is given in terms of lower and upper confidence limits. The computations require the sample statistic, its associated standard error, and also a multiplier or Z value corresponding to the pre-chosen Confidence Interval. Then

\[
\text{Lower Confidence Limit} = \text{Sample Statistic} - (Z \text{ value} \times \text{standard error})
\]

\[
\text{Upper Confidence Limit} = \text{Sample Statistic} + (Z \text{ value} \times \text{standard error})
\]

The Confidence Interval is interpreted in the following way: if the survey had been based upon the population frame rather than a sample, then the result would fall within the Confidence Interval with probability equal to the Confidence Level.

Confidence Level — See Confidence Interval.

Confidence Limits — See Confidence Interval.

Cume Estimates — There are two types referred to in this report:

- **Cume Persons** — The estimated number of different persons who listened to a particular station for a minimum of five minutes in any quarter-hour within the daypart defined by the reporting period.

- **Cume Ratings** — The estimated number of Cume Persons expressed as a percentage of the total number of persons in the particular demographic group and geographic area being reported.

Daypart — A given part of a day (e.g., 6-10AM, 7PM-Midnight).

**Design Effect** — This is related to the Design Factor by the following equation:

\[
\text{Design Effect} = (\text{Design Factor})^p
\]

See Design Factor and also Statistical Efficiency.

**Design Factor** — In analyzing standard errors derived from complex surveys, the following decomposition is often convenient:

\[
\text{Standard Error Associated with Actual Design} = \text{Standard Error of Simple Random Sample Design} \times \text{Design Factor}
\]
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The Design Factor is, therefore, a correction factor used to adjust for differences between the actual sample design and a Simple Random Sample design due to factors such as pre-stratification, post-stratification ("weighting" or "sample balancing"), sample clustering and random data errors. Arbitron’s new Radio Reliability Model defines the Design Factor as the product of two elements:

- The Unique Design Factor, which reflects the pre-stratification and post-stratification that are unique to each market
- The Common Design Factor, which reflects general phenomena such as the clustering of listening behavior among and within individuals that are common across all markets.

Diary — A survey measuring instrument in which a respondent records his or her radio listening activity. Arbitron uses one-week individual diaries to gather listening information. Bilingual (Spanish-English) diaries are provided to all survey participants in a High Density Hispanic Area. In addition, bilingual diaries (Spanish-English) are sometimes given where a need is apparent.

Effective Sample Bases (ESB) — Estimates of Effective Sample Bases indicate the size of a simple random sample that would be required to provide the same degree of reliability (amount of sampling error) as the sample for a complex survey such as Arbitron’s.

For example, in a given situation a 1% sampling error from an Arbitron survey with an in-tab sample of 1000, might require a simple random sample of 2000 to achieve the same degree of reliability. In this case, Arbitron’s 1000 in-tab sample would be equal to an ESB value of 2000.

Ethnic — As employed by Arbitron, a reference to the Black and Hispanic segments of the population.

Expanded Sample Frame (ESF) — This technique is employed in certain markets in order to include in Arbitron’s surveys households with unlisted telephones. The sampling universe for the ESF sample is a list of potential telephone numbers from which known listed numbers, known business numbers, non-residential exchanges, unassigned number blocks have been eliminated. From this list, supplied by Metromail, a sample of households is drawn through the use of a systematic interval technique. By Spring 1982, the ESF technique was employed in all markets with the exception of one market (McAllen-Brownsville, TX) where all information is gathered by personal diary placement.
Gross Rating Points (GRPs) — The sum of all ratings points achieved for a particular time span or spot schedule.

High-Density Black Area (HDBA) — In general, an area composed of a heavy concentration of Black households. (See Arbitron’s “1981-1982 Radio Ethnic Control Directory” for further details.)

High-Density Hispanic Area (HDHA) — In general, an area composed of a heavy concentration of Hispanic households. (See Arbitron’s “1981-1982 Radio Ethnic Control Directory” for further details.)

In-Tab Sample — The number of usable diaries returned and actually tabulated in producing a report.

Jackknife Replication — A specific form of Replication used to determine standard errors. See Chapter 5, Section B, and Chapters 6 and 7.

Metro Survey Area (MSA) — Metro Survey Areas generally correspond to Standard Metropolitan Statistical Areas (SMSA) as defined by the U.S. Department of Commerce, Office of Federal Statistical Policy and Standards, subject to exceptions dictated by historical industry usage and other marketing considerations.

Nomograph Procedure — Prior to the Fall 1981 Local Market Reports, standard errors of audience estimates were supplied by means of a Nomograph in each report. See Chapter 4, Footnote 7 for more details.

Population — Estimates are based upon both U.S. Census and independent sources, and are obtained for key demographic subgroups (e.g., age-sex) in a geographic survey area. Population is also referred to as Universe.

Projection — The general definition would be the total number of persons within a survey area who listen to a specific radio station. It is related to the rating as follows:

Projection = \( \frac{\text{Population of Survey Area}}{100} \times \text{Rating} \)

Also known as Projected Audience or Audience Projection, or Audience Projection Number. More specific usage is in terms of Average
Quarter-Hour Projection and Cume Projection. (See definitions under Average Quarter-Hour and Cume estimates).

**Rating** — The general definition would be the percent of all people within a survey area who listen to a specific radio station:

\[
\text{Rating (\%)} = \frac{\text{Listeners to a Specific Station}}{\text{Population of Survey Area}} \times 100
\]

More specific usage is in terms of Average Quarter-Hour Rating and Cume Ratings (See definitions under Average Quarter-Hour and Cume estimates.)

**Reliability** — A statement regarding the margin of "sampling error" of audience estimates. Estimates having smaller "sampling errors" may be thought of as having higher reliability (and vice versa). Thus, if the statement were made that "Arbitron's Radio estimates have higher reliability", it would be the same as saying that "Arbitron Radio estimates have smaller sampling errors."


**Sampling Error** — Sample survey estimates are subject to inherent error due to the fact that different samples will tend to generate somewhat different results. The margin of possible error due to this factor is commonly referred to as Sampling Error. In non-statistical language, this is sometimes known as "statistical bounce". (Also see Reliability.)

**Sampling Unit** — A sampling unit normally is one county, although some counties have been divided into two or more sampling units because of population distribution, terrain or special interviewing technique areas.

**Simple Random Sample** — A Simple Random Sample of size \( n \) from a population frame of size \( N \) is one in which each possible combination of \( n \) individuals out of \( N \) has the same probability of being selected for the sample.

**Simple Replication** — A specific form of replication used to determine standard errors. See Chapter 3, Section B, and Chapters 6 and 7.
Standard Error—The reliability (sampling error) of an estimate is measured numerically by the statistical quantity called Standard Error. For a rating, R, based on a Simple Random Sample, the standard error is given by:

\[
\frac{R(100-R)}{\sqrt{\text{In-Tab (Size)}}}
\]

For complex surveys this formula does not apply (see Design Factor). The Standard Error can be used to calculate Confidence Intervals. For example, a 68% Confidence Interval is plus and minus one unit (sigma) of the Standard Error from the sample estimate.

Statistical Efficiency—This reliability measure is defined by

\[
\text{Statistical Efficiency} = \frac{\text{Effective Sample Base}}{\text{Actual Sample Size (In-tab)}}
\]

For example if the ESB value is 1,400 and the actual sample size (in-tab) is 1,600, the Statistical Efficiency is 0.875 (1400 ÷ 1600)—or 87.5%, when expressed as a percentage. This measure reflects the relative ‘efficiency’ of the actual complex survey, relative to the benchmark of a Simple Random Sample. This concept is related to Design Factor and Design Effect by:

\[
\text{Statistical Efficiency} = \frac{1}{(\text{Design Factor})^3} = \frac{1}{\text{Design Effect}}
\]

Total Survey Area (TSA)—Where applicable, a geographic area that includes the Metro Survey Area plus certain counties located outside the MSA.

The first time a market area is surveyed by Arbitron, a Total Survey Area is designated from an analysis of diary data available from previous surveys in adjacent markets. A county is included or excluded on the basis of listening data from these previous surveys. The procedure for evaluation of listening records from previous surveys, for the purpose of initial market definition is the same as the procedure for updating the Total Survey Area definitions of previously surveyed markets. The criteria for inclusion of a county are based on specific numbers of mentions to the home station(s) in all diaries in-tab from the county under consideration. For purposes of these tests "mentions" is defined as the number of different diaries having entries of five or more minutes of listening within a single quarter-hour, at any time during a survey week. Also, to qualify a county for inclusion, the ratio
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of the cumulative mentions to home station(s) expressed as a percent of all station mentions from the county, must equal or exceed ten percent (10%). Additionally, the home station(s) cumulatively must achieve at least ten mentions. A county will be excluded if either of these conditions is not met. Updates are performed periodically.

Unique Design Factor — See Design Factor.

Universe — The estimated number of persons in a geographic survey area. Estimates are based upon both U.S. Census and independent sources, and are obtained for key demographic subgroups (e.g. age, sex) in a geographic survey area. Universe is also referred to as Population.
Dr. Martin R. Frankel, a statistical consultant to Arbitron Ratings, is Professor of Statistics at Baruch College, City University of New York. Professor Frankel holds a Ph.D. from the University of Michigan and is the author of two books on the statistical reliability and validity of survey samples. His research articles on these subjects have appeared in the Journal of Marketing Research, the Journal of the American Statistical Association and the Journal of the Royal Statistical Society.

Over the past fifteen years, Dr. Frankel has been engaged by various corporations, trade associations, universities and governmental bureaus as a statistical consultant. Since 1971, he has been involved heavily in audience measurement research for both the broadcast and print media.

Dr. Frankel is a Fellow of the American Statistical Association and has served as Chairman of the Association's Section on Survey Research Methods and as Chairman of the American Statistical Association's Advisory Committee to the U.S. Census. He is a member of the editorial boards of the Public Opinion Quarterly, Sociological Research and Methods and the Encyclopedia of Statistical Sciences.