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An ISM Band Design for WLAN and PCS

Robert J. Zavrel

Worldwide Applications Manager, WLAN Products
GEC Plessey Semiconductors '
1500 Green Hills Road

Scotts Valley CA 95066

1. Introduction

To realize the promise of personal wireless
communications on a massive scale, a complex set of
business, political, and technical issues must be
resolved. New frequency allocations seem to be a
certainty within the next few years. However, by using
the existing ISM bands reliable and economic systems
can now be configured addressing very large volume
markets. This paper presents the design methodology

for such a system.

The three Industrial, Scientific, and Medical band
allocations (ISM bands) in North America are quite
attractive for a wide range of would-be wireless
services. These bands not only pose the opportunity
but also design challenges to realize effective systems.
FCC regulations permit up to one watt of RF output
power without requiring a license. In order to facilitate
some degree of interference rejection in a license-free
environment, spread spectrum techniques are
mandated. The two types of spread spectrum
techniques that are permitted are frequency hopping
and direct sequence. Much has been written over the
past few years about these two techniques and the
reader can seek the references for background
information. (Ref. 1 & 2).

2. Architecture Considerations

In order to optimize an architecture one of three bands
and one of two spread spectrum techniques must be
chosen. A complex set of system trade-offs must be
considered in this decision-making process. A review
of the status of the three bands, together with design

considerations can lead to a rational choice.

The 902 MHz band was recently labeled "the kitchen
sink band" (Ref. 3). This is indeed an accurate
description. Multiple users include radiolocation
services, amateur radio, fixed and mobile services and
AVM. In addition, the FCC has proposed wind profile
radars and AVM for the entire band. Furthermore, the
902 MHz band is only available in North America
limiting its desirability for most high volume
manufacturers. This band, however, has the
advantage that silicon devices can be used efficiently
in both the receiver front ends and transmitter PAs.
Use of this band for PCS and/or WLANS is tenuous at
best.

The 2.4 GHz band is partially allocated to amateur
radio. Microwave ovens also operate in this band.
However, compared with the 902 MHz band, these
users are comparatively benign. Another major
advantage of the 2.4 GHz band is that allocations exist
within the 2.4 to 2.6 GHz band in North America,
Europe, and Japan. For these reasons the 2.4 GHz

band was chosen for our design solution.
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The 5.8 GHz band is also attractive, but the higher
operating frequency offers greater design and
manufacturing problems and higher power
consumption. This band might be quite interesting for
future generation products, if exclusive PCS/WLAN
bands are not allocated in the near future.

Having chosen the 2.4 GHz ISM band the question of
which spread spectrum technique remains. There are
two basic spread spectrum techniques: direct
sequence and frequency hopping. In contrast to direct
sequence systems, frequency hopping systems offer
better immunity to interference. In short, a direct
sequence system relies totally upon processing gain
(and the resulting jamming margin specifications) to

reject in-band interference.

G(p) = 10 log Bs/Rd

where G(p) is the processing gain, Bs is the spreading
bandwidth, and Rd is the data rate and

Mj=G(p) - (L +(S/N))

where Mj is the jamming margin, L is system losses,
and S/N is the signal-to-noise ratio necessary to
maintain a given bit error rate (BER) or error probability
(Pe).

These equations are fundamental to direct sequence
systems. Indeed, even low data rate direct sequence
systems mandate the use of sophisticated power level
control of all transmitters operating in band. The
unpredictability of the ISM band environment typically
renders direct sequence systems unreliable for use in
these bands. There may be some special
circumstances where direct sequence can be the

technique of choice, but the interference trade-off is

omnipresent. Perhaps the most important mitigating
circumstance is for data rates exceeding about 2
Mb/sec. It is difficult to achieve over 2 Mb/sec. with
frequency hoppers while maintaining the initial
advantages of the hopping system. However, as data
rates increase in the direct sequence system, the
vulnerability also increases. Furthermore, for each
doubling of data rate, the system noise figure
increases by 3 dB resulting in a net reduction in range.
These might be an acceptable trade-offs, particularly if
communications is intended for very short ranges,
perhaps under 3 meters. However, for most practical
applications, the data rate in ISM applications is limited
to about 2 Mb/sec.

Frequency hopping systems rely upon the more
traditional techniques of radio receiver design: dynamic
range, sensitivity and selectivity. These basic
specifications, in turn, reflect such specifications as
noise figure, local oscillator spectral purity, filter skirts,
and intermodulation. In contrast, in-band selectivity in
direct sequence systems relies completely upon

processing gain.

For example, in a typical ISM direct sequence system,
5 dB of jamming margin is typical (for 800 kb/sec data
rates, 10E-5 BER, operating in the US 2.4 GHz ISM
band). In contrast, frequency hopping systems easily
provide 60 dB of ultimate rejection by using cascaded
SAW filters. Under some circumstances the LO phase
noise can become more constraining than the IF filter
skirts. In frequency hopping systems, a narrow-band
interferer might "wipe out" several hopping channels.
With proper coding, however, individual "packets” can
be recovered despite the loss of a considerable
number of hopping channels (Reference 4). In the
direct sequence case, if the interferer exceeds the

jamming margin of the system, the bit error rate (BER)
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begins to increase. Further reduction in interference
will upset the link and communications will be lost
completely rather than a percentage of packets. Some
direct sequence systems combine frequency
channelization to provide filter selectivity in addition to
processing gain. However, it is our conclusion that
once frequency division schemes must be employed,
the designer might as well limit bandwidth to the
baseband and realize the full advantages narrow-band

systems offer. In other words, use frequency hopping.

Direct sequence systems can be very attractive only in
a pristine wide band where all in-band transmitters are
rigidly controlled. Direct sequence systems must
control all transmitters' power output in real time, or
one or more transmitters are likely to interfere with
each other. Thus, direct sequence systems must
assume that all users of the spectrum within range will
conform to that system's control mechanisms. If any
signal source appears in-band that exceeds the
jamming margin of a receiver, the bit error rate or the
link itself will be compromised. Of course, this premise
is not possible to attain within the ISM bands. Indeed,
even with exclusive use of a band complex control
mechanisms are required to control the real-time
power outputs of the transmitters. Furthermore, these
control mechanisms compromise the power
consumption and price of the system. The ISM bands
are anything but pristine. Indeed the ISM bands are
hostile communications environments requiring
excellent interference-avoidance techniques. The ISM
band environment is not unlike circumstances
presented to electronic warefare (EW) designers. It is
interesting to note that tactical military communications
systems typically use frequency hopping techniques to
mitigate enemy jammers. Figure 1 shows in-band
equivalent selectivity for the 83 MHz-wide 2.4 GHz

band for various data rates of direct sequence systems

contrasted against a frequency hopping system. The
jamming margin numbers are based on 10 dB
necessary C/N ratio for 10 E-5 BER and 5 dB system

loss.

3. System Requirements

Having settled upon 2.4 GHz frequency hopping as the
architecture of choice, a detailed design analysis can
now proceed. In order to "open" the very high volume
data and voice communications markets certain criteria

must be met in the design solution:

Power consumption: about 350 mW in receive mode
Cost: under $100.00 for high volume (>500K/year)
Size: PCMCIA form factor (about 2x3 inch circuit
board)

Performance:

A. Data Rate: up to 1 Mbit/second
B. Dynamic range: >60 dB (defined by filter skirts,

noise figure, and compression point)

C. Dual antenna diversity

D. Receiver noise figure: <10 dB

E. double conversion superhet design for outstanding
adjacent channel rejection

F. Tx-to-RX and RX-to-TX time <4 uS

G. Hopping settling time: <100uS

H. RF Power Output: selectable 10 or 100 mW.

The extremely fast transmit-receive transition time and
hopping speed permits the use of state-of-the-art
control algorithms and excellent acquisition times.
Double conversion minimizes image response, permits
the use of two SAW filters for outstanding selectivity,
and permits limiting and detection at the optimum

frequency.



REVIEW OF FABRICATION TECHNOLOGY FOR ADVANCED MATERIALS

ROBERT DEITZ
MPC. INC
LOWELL, MA

MATERIALS FOR HIGH FREQUENCY USES

MO QW

Frequency ranges 500 MHz - above 20 GHz
Dielectric constant control

Low loss tangent

Uniform properties

Comparison to standard PCB materials

ARTWORK PREPARATION

Q 9w

Rubylith - cut and peel method, accurate but more
expensive these days.

Hand taping not recommended for microwave applications
due to rough edges and tape overlaps.

1:1 film - prepared by either a reduction of

rubylith or from photoplot.

Film or Glass - Must use stable polyester based film.

OK for short runs, but for long term stability should

be put onto glass. Use as a master.

Laser plotting - fast and reasonably inexpensive. Plotter
should have at least a % mil pixel size. Must examine
corners carefully, no stairstep around the radius.

Etch compensation - needs to be added to compensate for
etch factor. Can be added by micro-modification, or when
plotting or cutting the master. Typically will use a 1
mil per side for % oz. copper and a % mil per side for

1 oz. copper. This would be for straight print and etch.
For plated through boards little or no compensation is
needed due to the plating used as an etch resist.

IMAGING

A.

Two types of resist available - dry film photoresist and
wet, dip coated photoresist. Method of application is
different for each resist.

Dry film photoresist is used for plated-through hole
boards, or when plating from an alkaline plating bath.
Wet film photoresists are used primarily for print and
etch processes or when plating certain acid plating baths.
Due to the thinner coating of the wet film resist, it has
better resolution capabilities than the dry film resists.
With wet resists it is possible to etch a 2 mil line or
space on % oz. copper which would be difficult with dry
film resists.




Most of the end-use system requirements such as
range, BER, data rate, and reliability reduce to the set
of RF specifications listed above. These specifications,
in turn, must conform to the power, cost and form
factor requirements. These combined specifications
reflect a fairly high performance microwave transceiver
built on a credit card from full custom devices, selling
for under $100.00. This challenge has been met with
the GEC Plessey DE6003. A microwave transceiver on
a credit card sized circuit board with the above set of
specifications speaks for itself as a state-of-the art

design.

4. RF Transceiver Description

The DE6003 represents the most advanced license-
free radio data transceiver available for low power, low
cost, miniature packaged and high performance
applications. These transceiver modules are designed
for portable battery-operated data or voice
communications equipment. For example, lap-top and
hand-held computers, cordless telephones, point-of-
sale, inventory, security, and medical equipment can
utilize these modules to great advantage. Figure 2
shows an interface block diagram of the DE6003 with

power supply, antenna, and digital control bus.

Figure 3 shows an RF functional diagram with divisions
of the integrated circuits delineated. Three PLL
synthesizers run continuously to provide the very high
hopping and TX/RX speeds. A patented divide-by-two
switch is used in the transmit loop to prevent
interference into the receiver IF. Dual conversion

facilitates excellent selectivity and image rejection.

The DE6003 covers 2.400 to 2.500 GHz and utilizes a
binary Gaussian frequency shift keying modulation
scheme (GFSK). GFSK has several distinct

advantages over alternative baseband schemes. The
IF systems do not require linearity and the
complications involving AGC design. Limiters are easy
to design and manufacture and signal strength
indication (RSSI) is also relatively easy to realize. In
the hostile ISM environment with interference and
multipath distortion, GFSK also provides a effective
and simple solution. Simplicity, manufacturability, low
cost, and low power consumption are all inherent
characteristics of GFSK systems. The main
disadvantage of GFSK is a comparatively low
bit/Hz/sec specification (typically 0.7 bits/Hz/sec.).
Also, M-ary FSK, particularly 4FSK can be used to
increase data rates well above 1b/Hz/sec. and is being
investigated for second generation products. However,
most of the current high volume market applications
require well under 1Mb/sec. rates, reflecting the

DE6003 specifications.

Early in the design stage of the transceiver it was
realized that the effort would necessitate full custom
integrated circuits. During innumerable design reviews
power consumption (milliwatt by milliwatt) and cost
were traded-off the various performance requirements
(data rate, dynamic range, speed and others). GEC
Plessey's design effort was greatly enhanced in that
the IC, filter, and system designers all report through
the same program manager. Consequently, optimum
designs were possible from the various processes
used while maintaing tight scheduling. Aggressive
pricing was realized because all the critical
components for the transceiver are fabricated within
the same company. The radio takes full advantage of
the three most important semiconductor manufacturing
processes: GaAs, high speed bipolar, and CMOS.

World-class design people and facilities exist within
GEC Plessey's multiple facilities. (GEC Lincoln started
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4. ETCHING

A.

High frequencies require close control of line widths
which in turn requires close tolerances. Standard
tolerances for print and etch are +/- % mil on 1 oz.
copper and +/- 1 mil on 1 oz. copper. For parts with
plated through holes the tolerances are +/- 1 mil for

¥ oz. copper and +/- 1.5 mils for 1 oz. copper.

The geometry of the etched line is important in that

the design equations depict ideally a rectangular line
where in reality the line is more trapezoidal shaped. The
closer the line is held to the rectangular shape, the more
closely the design parameters will be met. The importance
in etching is not just the complete removal of the copper
in the unwanted areas, but to do this while maintaining a
good line geometry. This requires very close control of
the etching and process parameters.

With circuits used at microwave frequencies, the finished
line width is always measured at the base of the line, not
at the top surface. If the etching is properly done this
should represent the true line width.

Due to the dimensional stability of various materials it
is necessary to use additional processes to control the
movement of the substrate. During etching, the materials,
particularly thinner substrates, will change
dimensionally. This change causes problems when trying to
maintain accurate positioning of the circuits, especially
with bonded striplines. A double etching technique can be
used to minimize this change. This involves a two step
etching process. The first etch is with an oversize
artwork to remove the bulk of the copper to be etched.
This is followed by a heat cycle to further stabilize the
material. The final circuit pattern is then etched. This
process will generally stabilize most materials and
prevent further movement.

5. PLATING

A.

Drilling and machining parameters have a direct effect on
the plating of the PTFE based materials. Different speeds
and feed rates must be used than are used for epoxy based
materials. Due to the variety of materials, woven, non-
woven, and ceramic filled, the parameters need to be
adjusted for each of the materials. It is best to
determine empirically the best parameters for your
companies equipment and processes.

3



in the microwave business during World War |l
manufacturing point contact diodes for early radar
sets.) Since then, the company has built a very
impressive array of RF integrated circuits
encompassing markets from consumer to space
qualification. Traditional strengths have included
synthesizers and low power RF integrated circuits,

both critical to successful specification conformance.

The WLAN development program was broken into
three stages:

1. Proof of concept (completed March, 1992)

2. System development "Alpha" units (completed
September, 1992, DE6002)

3. Production prototype samples (available February
1994, DE6003)

“Beta" units of the DE6003 are currently being
evaluated and design-ins are taking place in many

companies.

The next generation of specifications will require MCM
(multi-chip module) technology. The notion of a
monolithic WLAN radio with the above specifications is
currently not possible. Optimum performance must be
realized by using optimum processes and designs for
each function. There are no silicon processes currently
available that meet all these requirements.
Furthermore, Bi-MOS processes have limited

advantages in meeting overall system objectives.

5. Digital Control Interface

Table 1 shows the details of the digital control
interface. All interface functions to the DE6003 use
standard CMOS levels. All the interface connections
are digital except where otherwise noted. The digital

control interface allows direct control of the radio's

functions. The digital hardware that interfaces to the
radio can be tailored to any specific application and
any set of regulations. Consequently the DE6003
affords the system designer great flexibility for data,
voice, and even video transmission systems. All the
remaining circuitry to complete a data communications

transceiver can be implemented in a CMOS ASIC.

JABLE1

TXD: Serial data input to the transmitter

RXD: Serial data output from the receiver

SYNLOK: Indicates when all PLL synthesizers are
locked

RADON: On/off switch for the radio

PLC: Power level control selects either 10 or 100 mW
transmitter RF output

DSEL: Diversity select one of the two antennas
PAON: On/off switch for the PA transmitter stage
TXB/RX: Selects either transmit or receive modes
CLK: 10 MHz clock output (200 mV PTP)

RSSI: Received signal strength indicator (analog
voltage proportional to dB received signal level).
LOADBAR: Loads frequency channel select
CHANNEL SELECT: Parallel seven bit word defines
frequency used by the radio from 2.4 to 2.5 GHz.

6 . Antenna and EMI Considerations

Placing the antenna on the circuit board is not
acceptable because the radio would require shielding
to prevent unwanted radiation from the radio circuitry.
Also, the optimum placement of the antenna is typically
not the optimum place for the radio proper. Maximizing
receiver and transmitter performance only to
compromise the effort by poor antenna placement is an
iladvised proposition. Most antenna problems can be

minimized if external antennas are permitted. At 2.4
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The main thing object is teo obtain good clean holes with
no smear. PTFE smear cannot be removed by chemical means
and will affect the reliability of the through hole
plating.

Because PTFE resins are non-wettable special treatments
must be utilized to make the surface wettable in order to
accept plating deposition. This is generally done using a
form of sodium etchant. These etchants are available
commercially. Any PTFE surface exposed to the sodium etch
will be made wettable and therefore plateable.

Once the surface has been properly treated it is possible
to use any of the standard PWB processes such as plated
through holes or plated edges. The holes can be plated to
meet the requirements of Mil-P-55110. Wrap around plating
of the edges to establish good grounds is also feasible.
Most of the plated holes and edges are used to establish
ground connections.

Plating finishes available are: copper, tin/lead, tin,
electroless copper, electroless nickel, and gold. New
processes have been developed for plated through holes on
aluminum backed materials. (Heavy metal backed) With these
processes it is possible to plate any of the above metals
on sluminum.

6. BONDED SUBSTRATES

A. Differences between microstrip and stripline

B. Bonding films available - 6700, Polyguide, FEP, Pyralux,
conductive films (SRS and Ablestik)

C. Preparation prior to bonding - sodium etch or bond
without, direct fusion bonding

D. Special bonding applications - conductive bonding to
aluminum, curved (conformal).bonding

7. SUMMARY
As frequencies increase and control of electrical parameters

become more important the use of PTFE based materials will
grow due to the excellent electrical properties. It will
become necessary to be able to process these materials and
hold the tolerances required.




GHz external antennas can assume small profiles, with
helictical configurations fitting into one or two inch

plastic hemispheres.

Incorporation of these microwave radio transceivers
into portable computer-based hardware will require
some new approaches to hardware design.
Electromagnetic considerations, up to now, have been
limited to electromagnetic interference (EMI) issues in
computer hardware design. Extensive shielding is
required to keep unintentional RF noise produced by
high speed computer clocks from escaping the
computer and interfering with radios, televisions, and
other equipment. With radios and antennas "inside" the
electromagnetic considerations become far more
complex. Indeed, shielding will remain critical, but at
the operating frequencies (2.4 GHz) the "unit® must
provide the opposite function: transmit and receive
antenna. Indeed, electromagnetic issues necessitate
new ways of thinking about computer product
engineering. Handheld and laptop microprocessor
based equipment must now be considered complex

electromagnetic devices.

7. Protocols, control, and standards

It is one problem to build an optimum radio for the
above given constraints. It is another problem to
control the radio, control the communications link,
provide for clock recovery, synchronization, and
interface to the data bus and networks. This is the work
of the protocol circuit. GEC Plessey is developing
several protocols and is providing interfaces to many of
the important data communications standards: ISA,
ETHERNET, PCMCIA, and others. Much of this work is
covered by NDAs (non-disclosure agreements) in
place with major customers. Consequently details

cannot as yet be published. Suffice it to say that the

protocol and interface considerations are not trivial and
that a complete solution (antenna to data
communications standard socket) will be available in
early 1994. However, the key to opening the ISM and
other radio bands is to build adequate radios.

The entire question of protocols begs the introduction
and adoption of standards for WLANs. These
standards will have to embrace not only ISM band
radios but also IR and other radio band systems as
well. The IEEE 802.11 group and the new /EEE
Communications Society Technical Committee on PCS
are working on such standards. In addition, ETSI is
working on European standards and WINForum (an
industry group) is dealing with securing new bands and
writing an etiquette for these bands' use. Clearly,
convergence on standards will occur within the next
year, either through these and other standards groups

or by de-facto standards.

8. Conclusions

Efficient, reliable, and cost effective wireless digital
communications systems are now possible to address
the high volume portable markets. The opening of this
market has been accomplished by providing good
microwave transciever specifications derived from
exhaustive market analysis and design processes.
Reliable use of the difficult ISM environment has been
accomplished with designs that can be translated to
new WLAN/PCS frequencies quickly when these
bands become available. Effective use of these radios
requires interface CMOS circuits curently under
development. Standards must also be set and
accepted. Electromagnetic issues for antennas and
shielding must also be rectified. A comprehensive
program to address WLAN and PCS radio applications

is in place at GEC Plessey Semiconductors. Standard




Copper-Foil-Clad Laminates and
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Applications for PTFE based laminates continue to grow in number. As a material supplier in
a more competitive market, Arlon is challenged in both the manufacture of existing products and
the development of innovative products to satisfy today’s and tomorrow’s designs.

Woven fiberglass reinforced PTFE and nonwoven fiberglass reinforced PTFE are most widely
available. The market for these PTFE based substrates has traditionally been military
microwave applications, where the electrical performance of the laminate is absolutely critical.
Some of the technology from the military applications has been adapted to applications for
commercial and consumer products. This growth has allowed PTFE laminate manufacturers
certain economies of scale, making the laminates and their encompassing technology available
outside the military.

With the introduction of various ceramic fillers into the PTFE matrix, several new avenues are
opened to designers in different fields. Grades are available which allow a choice of circuit
miniaturization, temperature stable electrical performance or pricing comparable to high
performance thermoset laminates.

The first two of the ceramic loaded PTFE laminates are high performance (and high cost)
materials, with requirements as stringent as those for the mature technology of "conventional®
PTFE based laminates. The third, which was most recently developed, has been introduced for
applications extending from high speed digital to commercial microwave devices.

Early evolution of the PTFE based laminate was lead by the need for better performance at the
available (higher) frequencies. Designs called for lower dielectric constants and lower dissipation
factors. Low dielectric constants allow faster signal propagation in traditional wiring board
applications.

Printed wiring boards were replaced by printed circuit boards, where the length of a circuit
element was based on the wavelength at that frequency. As the frequencies increased, the traces
on the PTFE based substrates were, indeed, transmission lines. The low dissipation factor (loss
tangent) would yield higher signal to noise ratios for these transmission lines.

Using a conventional epoxy/fiberglass laminate, the electrical package designer is required to
route all of the wiring traces such that all of the discreetly mounted components are included in
the scheme. The only requirement for the epoxy/fiberglass laminates is that they are electrical
insulators.

In applications which would use the PTFE laminate, tighter tolerances are required for both
dielectric constant and thickness. Here, the laminates, were not going to be used as ordinary
printed wiring boards; they would be used as components themselves. Increasing performance
requirements has provided the impetus for the manufacture of “"conventional” PTFE based
laminates to "component” standards.



products that solve all problems between the data
communications interface and the antenna will soon be

available on the open market.
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Components which can be integrated into the circuitry would not have to be mounted discreetly
upon the substrate. This capability of PTFE based laminates reduces the system cost and
improves reliability.

Several types of PTFE based laminates are available to the designer for commercial signal
processing components. The fundamental groupings include woven fiberglass reinforced PTFE,
nonwoven fiberglass reinforced PTFE and ceramic loaded PTFE. In short, a complete product
range is available for engineers to optimize their designs on PTFE based laminates.

Woven Fiberglass Reinforced PTFE:

The most common PTFE based laminates are woven fiberglass reinforced. These have been
produced since the early 1950’s. The first laminates of this type generally had a dielectric
constant of about 2.7 to 2.8, relatively low compared to a typical laminate of epoxy/fiberglass

(€, = 4.6). Today, the company names have changed, but the product lines DiClad® (from

Continental Diamond Fiber) and CuClad® (from 3M) are now manufactured by Arlon’s
Microwave Materials Division.

In addition to the electrical applications, many of the early PTFE laminates were also used in
mechanical or chemical applications. Bearing pads for shifting loads and chemically inert
gaskets were common uses for reinforced PTFE. These applications did not use copper foil.

With copper foil laminated to each side, the woven fiberglass/PTFE provided several advantages
over its epoxy counterparts. The low dielectric constant allowed much faster propagation of
signal in circuits where speed was essential. In addition, the dissipation factor was an order of
magnitude lower, even as tested at 1 megahertz (MHz). More signal would be carried faster
with less electrical loss.

Control of the PTFE resin coating of the fiberglass cloth is unmatched by epoxy/fiberglass
laminators. The coating weight is controlled to well within one percent. This allows PTFE
laminators to achieve the tight mechanical (thickness) and electrical (dielectric constant)
tolerances which are necessary in the application of these substrates.

Woven fiberglass/PTFE remains the most proliferate among the varieties of PTFE based
laminates. But, even within this general category, there are several distinctions to be made, each
with its own advantages.

Among the first distinctions between laminate grades is that made on the basis of dielectric
constant. By itself, PTFE has a dielectric constant of 2.07; electrical grade fiberglass has a
dielectric constant of 6.0. The dielectric constant of the composite laminate is a function of the
PTFE resin to fiberglass weight ratio. This ratio is manipulated to achieve laminates with
dielectric constants ranging from 2.15 to 2.70; laminate base thicknesses range from as little as
0.002" (0.05 mm) or greater than 1 inch (25 mm).




A DSP Microprocessor Based Receiver
for a Cosine Transition-shaped BPSK Signal

Roy E. Greeff and Bruce H. Williams
Unisys Government Systems Group
640 N. 2200 W. MS-F1E03
Salt Lake City, UT 84116

In a previous paper (RF EXPO East 92) we
discussed a cosine transition-shaping BPSK
modulator implemented by direct digital
synthesizers. This waveform has advantages
over conventionally filtered BPSK in that filter
distortion effects can be tightly controlled and
reproduced consistently This paper continues
with the development of a system utilizing the
shaped BPSK signal. This paper discusses a
DSP microprocessor receiver for the cosine
transition-shaped BPSK signal.

Modulation Waveform

By shaping NRZ data transition shapes one
can effectively filter the spectrum. Figure 1
shows an "eye-pattern” for the shaped NRZ
signal.
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Figure 2 demonstrates the effect of cosine
transition shaping on the spectrum. Energy in
the sidelobes is significantly reduced.

The receiver necessary to optimally
demodulate this signal differs from
conventional BPSK demodulators in that the
matched filters are combined with intersymbol
interference (ISI) canceling filters.

Main Receiver Functions
Figure 3 shows a block diagram of the main

receiver functions necessary for PSK
demodulation.

Acquisition
Control
Carrler

..Lm’,

S
RF In Pront Bnd

NCO
Synthesizer

Figure 3 Main Receiver Functions

The RF front end consists of filters, the AGC,
downconverter, and the A/D converters. The
rest of the functions are implemented using
DSP products. These functions in the past
have been implemented using analog circuits.
With the advent of higher speed DSP products
(such as the Texas Instruments TMS320C40)
these functions can now be implemented
digitally for low data rates. The receiver built
at UNISYS implements the Data Recovery
Loop, acquisition control, and the bit



The military specification document MIL-P-13949 recognizes type GT as having a dielectric
constant up to 2.8; GX laminates have a dielectric constant between 2.40 and 2.60, inclusive.
In chosing between type GT and GX for an application, they are typically differentiated by the
test method, amount of testing and acceptable tolerances.

GT material is tested for dielectric constant and dissipation factor at 1 MHz by a two fluid
capacitance cell (well below microwave frequencies). The tolerance for the dielectric constant
is +0.05 or about a four percent range. Dissipation factor for GT grade laminates is about
0.001 by the same test. This compares to a dissipation factor of 0.02 for epoxy/fiberglass at the
same frequency.

GX grade, on the other hand, while it is essentially the same material, is tested for dielectric
constant and dissipation factor at 10 gigahertz (GHz), well in the scope of microwave frequency.
The standard tolerance for the dielectric constant is +0.04, 20 percent tighter than the tolerance
for GT grade. The dissipation factor is also tested at X - band. The maximum allowable value
is 0.0023. Typical values are about 0.0020.

GY grade materials have a dielectric constant between 2.15 and 2.40. They are tested by the
same method as is used for the GX grade. Here, the dielectric constant tolerance is still +0.04,
but typical is +£0.02. This grade had typically been reserved for applications where the loss
factor was most critical. Thus, the maximum allowable dissipation factor is 0.0015.

As each of these grades is a combination of PTFE and fiberglass, the electrical and mechanical
properties of the laminate are related. The first important compromise is between the inherently

better dimensional stability of the higher dielectric constant (€, = 2.4 to 2.6) laminates versus

the superior electrical loss factor of the lower dielectric constant laminates (€, less than 2.4).

GT and GX grades, with their additional fiberglass, have much better dimensional stability
during processing than a GY grade laminate. These grades resist etch shrinkage and are more
easily handled by equipment set for conventional laminates.

GY grade laminates tend to shrink more when the copper is etched. This may cause relative
difficulty in achieving precise circuit patterns or control over relative position of machined
features.

However, a typical GX laminate, with a dielectric constant of 2.50, has a loss tangent of about
0.002, while a GY laminate with a dielectric constant of 2.20 has a loss tangent of 0.0009. The
additional fiberglass in the GT and GX grades, which is beneficial during fabrication, results in
an electrical penalty, in that they have considerably higher loss tangents.

Another consideration is the relative cost of the different laminates. The two constituents in
each of these types of laminates is PTFE and fiberglass. Fiberglass cloth is relatively
inexpensive when compared to PTFE. Naturally, a GX grade laminate with a dielectric constant
of 2.60 and composed of 65% PTFE, can be expected to be much less expensive than the GY
grade with an dielectric constant of 2.20, which has approximately 91% PTFE.

However, there are several compromises made with regard to the laminate properties. A leading
commercial application of woven fiberglass reinforced PTFE is for Low Noise Amplifier (LNA)

circuits for 12 GHz Direct Broadcast Satellite (DBS) receivers. Some designs use GY grade (€
. = 2.20), while other designs use a GT or GX grade (€, = 2.60).

In either design, the noise factor of the LNA is a measure of its performance. Each design uses
7
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synchronizer with software loaded on a TI C40
floating point processor. Considerable
flexibility is obtained by programming these
functions into the C40. This flexibility is most
apparent in the different algorithms that can be
programmed (with no hardware changes) into
the C40 for different modulation types (PSK,
FSK, etc.).

RF Front End

Figure 4 shows a block diagram of the RF font
end of the receiver.

The first filter is used to limit the noise
bandwidth of the receiver. It's bandwidth is
chosen to be only wide enough for the tuning
flexibility required for multiple channels. The
AGC amplifiers follow the filter. The detection
of power for the AGC is at the output of the
anti-aliasing filters. The power detection could
occur after the baseband matched filters but if
this is done to much power may be input into
the 1/Q downconverter. Additional AGCing is
done at baseband in the demodulator
algorithm.  After the AGC amplifiers, the
signal is downconverted as close to baseband
as the frequency uncertainty of the received

signal. An NCO is used as the synthesizer for
the downconversion. The resultant | and Q
signal is then filtered with the anti-aliasing
fiters. These signals are converted to digital
signals using A/D converters operating at four
times the maximum data rate. The sampling
rate oscillator is controlled by the demodulator
algorithm. The signals are fed to the C40
processors where the samples are used to
perform the appropriate demodulation. The
RF circuitry can be used with many different
data rates and modulation types with no
changes to the hardware.

Software Carrier Recovery Loop

Using DSP techniques to perform the
demodulation vs analog techniques has
various advantages. A demodulator design
using analog circuits may degrade over
temperature, vibration or other environmental
factors. The software loaded into a digital
processor is immune to environmental factors.
A software demodulator can be changed easily
to accommodate new data rates or even new
modulation types. The one advantage that
analog circuits have over the same digital



several field effect transistors to amplify the incoming signal. The quality of these components,
which are mounted to each substrate, are as important to the noise factor as the substrate. The
field effect transistor, another significant cost item, along with choice of PTFE substrate, creates
another cost versus performance trade. The designer is left to complete the exercise.

Woven Fiberglass Reinforced PTFE:

Crossplied or Non-Crossplied

Compared to its epoxy/fiberglass counterpart, the range of dielectric constant within a PTFE
based laminate is minimal. Some of this range owes to the directionally dependent properties
of the fiberglass cloth. Dielectric constant is measured in the z direction of the laminate (that
is, through its thickness). However, it is measured with respect to the x and y axes (or machine
and cross-machine directions). Testing laminates for this difference shows a directional shift of
about 0.010 to 0.015 depending on the amount and style of fiberglass cloth in the laminate.

Apart from the nominal dielectric constant, there is another distinction within the class of woven
fiberglass/PTFE laminates. To eliminate any property changes owing to directional orientation,
laminates within the CuClad® product line are manufactured with crossplied fiberglass.
Alternating layers of PTFE coated fiberglass are oriented at 0° and 90° as the substrate is pre-
constructed prior to lamination. This technique provides a finished substrate with isotropy of
both electrical and mechanical properties with respect to the machine and cross-machine
directions.

Many designers of antennas for various applications have chosen CuClad® for its electrical
isotropy. The electrical length of the elements of the antenna are critical to its performance.
The small change in dielectric constant associated with a directional change in a non-crossplied
laminate is enough to compromise that performance.

This contrasts the manufacture of DiClad® laminates, which are not crossplied. They are,
however, offered in much larger sheet sizes. DiClad® laminates are offered in a maximum sheet
size of 36" x 72", while the crossplied CuClad® laminates have a maximum dimension of only
36" x 36".

Without isotropy, the electrical designer may be required to adjust lengths of electrical elements
to account for dielectric constant shift depending on the element’s orientation to the fiberglass
weave. Elements oriented along the warp direction typically behave as if they are on lower
dielectric constant material. Alternatively, the circuit or system can be designed to tolerate a
larger bandwidth, but some electrical performance will be sacrificed.

To accomplish the design goal, adjusting circuit element lengths to account for the directional
change in dielectric constant, the effort must be coordinated with the fabricator and the supplier
of the PTFE laminate material. Both parties must track the orientation of the laminated sheet
and any smaller panels cut therefrom. This practice is done regularly, but designs using CuClad
® have been able to circumvent it.

The crossplied laminate obviates these considerations. Neither the laminate vendor nor the
fabricator need track the orientation of panels prior to and during circuit fabrication. The
engineer designs the circuit elements according to the reported nominal dielectric constant.
Regardless of circuit orientation on a given panel, the performance should be equivalent.

As mentioned earlier, a disadvantage of the crossplied construction is that it limits the sheet size

to a longest dimension equal to the width of the fiberglass cloth. For some applications, the

circuit will be longer than a crossplied laminate; the longer dimension is absolutely critical.
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Figure 5 Demodulator Algorithm

implementation is speed. Analog circuits have
the capability of operating at much higher data
rates. As faster and faster digital components
are developed, more and more analog
systems will be replaced with digitized
systems.

Figure 5 shows a block diagram of the
demodulation algorithm. The algorithm is made
up of three separate functions: 1) BPSK
Carrier recovery loop (CRL) 2) Signal
Acquisition Control for the CRL 3) clock
regeneration using a bit synchronizer.

The BPSK CRL can be viewed as software
implementation of a costas loop. The
requirements that need to be met when a loop
is designed in the analog world are the same
as for loops designed in the digital world.

The digitized complex signal received from the
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RF front end is demodulated using the
following software functions. Refer to figure 3.

Complex Multiplier - The input complex signal

received from the RF front end is first
multiplied with the complex signal received
from the software NCO which is phased locked
to the incoming signal. The resultant signals
are the | channel (data channel for BPSK) and
the Q channel (the tracking channel for BPSK).

FIR Matched filters - The | channel is filtered
using the FIR matched filter discussed earlier.
This FIR filter spans 8 data bits or is 32
samples long for signals that are sampled 4
times per bit. The Q channel is filtered using
an integrator that has the same delay as the
matched filter. Filtering of the Q or tracking
channel is actually not required (data aided
loop) but is done to make a less noisy lock




Antennas for Personal Communications Networks (PCN) are just such an application. In other
cases, the preferred panel size for fabrication can be cut more favorably from a rectangular sheet
than it can from a square sheet.

Nonwoven Fiberglass Reinforced PTFE:

Historically, nonwoven fiberglass reinforced PTFE were the next class of PTFE laminates to be
developed. They are available in a similar range of dielectric constants as their woven fiberglass
counterparts. The exception is that ceramic filler can be more readily introduced into the
nonwoven composite, allowing higher dielectric constants to be achieved. Discreet values of
2.17, 2.20 and 2.33 are standard products.

The military specification document MIL-P-13949 recognizes nonwoven fiberglass reinforced
PTFE based laminates with dielectric constants between 2.15 and 2.40. The grade designations
are types GP and GR. The test methods for these laminates are the same as those described
earlier, in reference to type GT, GX and GY grades of woven fiberglass reinforced PTFE based
laminates. Tolerances for the mechanical and electrical properties are the same as for the GY
grade.

Similar to the crossplied woven fiberglass reinforced PTFE substrates, nonwoven fiberglass
reinforcement offers relative isotropy in the x-y plane. The design and fabrication advantages
owing to isotropy are described earlier.

Fabricators perceive a different benefit from the nonwoven fiberglass reinforcement. In
machining, the cutting tool "sees" a uniform material. Woven reinforcement, in contrast,
presents "hard" fiber bundles and a "soft" matrix. If proper machining parameters are not
chosen for the woven fiberglass reinforced PTFE, the tool can tend to push the fiber bundles
through the matrix rather than cut them. Fabricators often describe better quality holes and
other machined features when they are using nonwoven fiberglass reinforced PTFE. Parameters
such as RPM and feed rates may not be as critical.

Military applications of this material are numerous. Several missile programs use nonwoven
fiberglass reinforced PTFE as the material for "wrap-around" antennas. These antennas are
formed to the circumference of the missile.

Among commercial applications, nonwoven fiberglass reinforced PTFE is being used as the
substrate material for switching circuitry in telecommunication equipment.

Ceramic Filled PTFE:

One of the advantages of PTFE as the resin system is the ability to achieve very low dielectric
constants. In applications where the primary goal is high speed of signal propagation, this is
especially important. Applications at microwave frequencies typically require the dissipation
factor to be very low.

Mechanically, woven fiberglass and nonwoven fiberglass reinforced PTFE based laminates each
have a high "z" axis thermal coefficient of expansion (TCE). The fiberglass reinforcement is
oriented only in the x-y plane. Thus, with thermal expansion in the x-y plane restricted, the
PTFE resin forces expansion in the "z" direction.

The choice of ceramic filler, in ceramic loaded PTFE, allows the low dissipation factor to be
preserved. A choice of dielectric constants and desirable packaging, electrical, mechanical or
9



detect. An integrating filter is used instead of
the FIR filter because the integrating filter uses
less clock cycles than the FIR to implement.

Hard Limiter - The hard limiter outputs a ’1’ or
-1’ depending on if the sample is positive or
negative.

Multiplier - The multiplier simply takes two
sample and does a floating point multiply.

IIR Loop Filter - Much work has already been
done to analyze 2nd order type 2 loops in the
analog world. This work can be used by
designing the loop filter using an IIR filter. The
weights for the IIR filter can be obtained by
taking the transfer function of the filter and
using the Bi-linear Z transform.

NCO - The software NCO (Numerically
Controlled Oscillator) is basically the same as
the hardware NCOs that are now available.
The C40 processor keeps a record of phase
using an integer 32 bits long. On each sample
a delta phase is added to this integer. The
first 8 bits of the integer are then used in a
look up table that has the sine and cosine
functions stored. Frequency is changed by
changing the delta phase added to the integer.

The above software functions are all
performed between adjacent samples. If the
C40 operates at 40 MHz, the data rate is 50
kBs, and four samples are taken for each bit,
all the above functions need to be done in 200
clock cycles or 100 instruction cycles (2 clock
cycles = 1 instruction cycle). If higher speeds
are desired multiple C40s operating in parallel
could be used. Parallel processors can be
added until the pipe line delays approach the
delay of the loop filter.

Signal Acquisition Control

For low data rate systems acquisition of the
signal can be a problem. Low data rate
systems have small loop bandwidths in
comparison with the system’s frequency
uncertainty. As a result some scheme to
acquire the signal must be implemented. One
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method is to sweep the CRL over the entire
frequency uncertainty band and allow the CRL
loop to lock when it finds the signal. This
method can lead to false locks. A better
method is to search for the maximum signal
power over the band and pretune the CRL to
that spot and then allow the CRL to lock. The
maximum power can be found by tuning the
LO over the sweep band and using an
absolute value detector after the matched filter.
Maximum power can also be found by using
an FFT. A combination of the two techniques
for finding maximum power is being
implemented in UNISYs’s demodulator.

Another important part of acquisition is
knowing whether or not the CRL is locked or
not. The lock detect indication used for the
BPSK demodulator is FILTER(ABS(1)-ABS(Q)).
This gives a good lock indication down to
Eb/No of 0 dB.

BIT Synchronizer

The bit synchronizer is implemented using a
conventional early late type phase detector.
An IR filter is used for the loop filter and the
error signal generated is sent to the Sampling
Clock located near the A/D converters. This
loop determines where the samples are taken
during the bit period which allows for best
performance.



economical advantages are offered.

Fabricators realize some benefits of the uniformly mixed ceramic loaded PTFE based laminates
when machining. Usually, a wide range of speed and feed parameters can yield a high quality
hole surface. However, the hardness of the ceramic particles will shorten tool life, and the bits
will have to be replaced more often.

Ceramic Filled PTFE:
High Dielectric Constant Laminates

Ceramic filled PTFE offers the property of a significantly higher dielectric constant than is
available with either the woven or nonwoven fiberglass reinforced PTFE. The dielectric
constant is higher than even epoxy/fiberglass. Arlon is offering dielectric constants of 6.0, 10.2,

10.5 and 10.8. These are the products IsoClad® GR6: €, = 6.0; CuClad® Epsilam 10: €, =
10.2; and DiClad® 810: €, = 10.2, 10.5, 10.8.

At microwave frequencies, circuit trace lengths are specifically designed around the wavelength.
At any particular frequency, the speed (C) of propagation of the signal is proportional to the
speed of that signal propagating through a vacuum (C o) divided by the square root of the

dielectric constant € ,:

C=C,*(UNE)
Signal speed is also equal to the frequency ( ») multiplied by the wavelength ( \).
C=p*\
As signal propagates through a dielectric material, the frequency of the signal does not change,
but the speed of propagation, which is proportional to the inverse of the square root of the
dielectric constant of the material, does. It necessarily follows that, at a particular frequency,

only the wavelength can change with respect to the dielectric constant of the material through
which it is propagating:

v*N=C,*(IVE)

10




COSINE TRANSITION SYSTEM

where: g,= 1
T = Bit Period

Il delay II
noise
n(t)
Finite ‘l‘rm:m Is1
Integration Shaping Matoched Cancelling -
‘e Filter NRZ Filter aignal Fliter Filter . / /
4(t) = 5 | | [ | Error
)n'z:.a.a(t nT) |n,(c)l P Ih.(t)l < @ {h,(t)H h.(t)l' @_% £(T)

-—‘I‘nnsmlthr—l Channel i———— Receiver

Receiver Filter Design

The transmitter filter is a combination of finite-
integration filter and the filter that creates
cosine transitions. The finite integration filter
impulse response is:

ht 1, O<KT
e 0, otherwise.

The transition shaping filter impulse response
is:

L _sin (n—;_). O<t<T

h( = 2T
0, otherwiss.
The composite transmitter filter is the

convolution of h,(t) with h,(t). The effective
transmitter filter impulse response is:

h(d Q hld

1 t
—{1- —Ib 2
i 2[ cos(n T)] 0<1<2T

0, otherwise

&) - signifies convolution.

The matched filter is, by definition, a time
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reversed and delayed version of the composite
transmitter filter. Because the effective
transmitter filter's impulse response is a real
and even function, the matched filter is the
same as the effective transmitter filter.

By convolving the matched filter with the

[(-0Q9 ha(-0]"
h( @ h(d

*— Signifies complex conjugate

hy(9

transmitter filter, one can determine if any
intersymbol interference (ISl) has been
introduced.

1.25 = =
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Figure 6 Impulse Response of Transmitter and
Matched Filter



Since » and C , are constants, they can be eliminated for the purpose of this discussion. Thus,
the wavelength, like the speed, is inversely proportional to the dielectric constant of the material:

A x (IVE)

What this means to the designer is that, using a high dielectric constant substrate, the circuit
board can be miniaturized. In comparison, a board which had been designed on €, = 2.20

material could be redesigned on €, = 10.2 material, resulting in a circuit much less than half
the length.

Holding dielectric thicknesses constant, a substrate with a dielectric constant of 10.2 also reduces
the width of a constant impedance line considerably. For instance, the width of 50 Q line, on
material which is 0.025" thick, is reduced by more than a factor of three. This fact is often
exploited for very low impedance lines, such as those which connect power amplifiers.

Accordingly, with both the length and width of the substrate reduced, the package weight is also
significantly decreased. This type of substrate is used where weight and/or space are at a
premium.

An important use of high dielectric constant material is for commercial aircraft. The United
States Federal Aviation Administration has mandated collision avoidance systems for passenger
aircraft. Engineers at Rockwell International designed the front end of the transmit/receive
module of their Tactical Collision Avoidance System (TCAS II) on DiClad 810. The space and
weight savings for TCAS II, an airborne collision avoidance system, are obvious benefits.

Another difference owing to the ceramic filler is higher thermal conductivity in comparison to
other PTFE based laminates. Designers can take advantage of both miniaturization, more easily
matching feed lines to low impedance power transistors, and high thermal conductivity, sinking
the heat generated from a power transistor, for instance, to an integral ground plane.
Westinghouse Electronics uses DiClad 810 extensively as the substrate for radar power
amplifiers.

High cost is associated with high dielectric constant substrates. The manufacture of this type
of substrate costs considerably more than the manufacture of conventional PTFE/fiberglass
laminates. The designer will also have somewhat greater electrical loss. These cost and
performance considerations limit but, as evidenced by TCAS II, do not preclude high dielectric
constant substrates from the commercial market.

An important consideration for the fabricator and the designer is the fabricator’s etch tolerance.
This is dependent on the cladding thickness and the individual ability of the fabricator. At
microwave frequencies circuit lengths and widths are critical to performance. Because the
circuit dimensions on high dielectric constant substrates are less than half that on low dielectric
constant substrates, the relative magnitude of the etch tolerance is more than twice.

Ceramic filled PTFE substrates are also offered with a dielectric constant of 6.0. This

compromise allows some miniaturization while mitigating the negative effects of etch tolerance
on the consistency of circuit performance.

1



The calculated weights show that the matched

fiter will indeed introduce ISI. The weights
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correspond to the impulse response of the
transmitter and matched filters at plus and
minus one bit period on either side of the
impulse delay of 2 bit periods (see figure 6).
At time T and 3T the amplitude of the impulse
response is T/8; at time 2T the amplitude is
3T/4. Figure 7 shows the resulting eye pattern
with I1SI.
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Figure 7 Eye Pattern, No IS| Canceler

Obviously, the ISI would have a severe impact
on bit error rate. Therefore, an ISI canceling
transversal filter is necessary and would need

to have the following impulse response:

hy(

4

3T| - %'a(t-zr)

T <1
- 35(0 + Tb(t—T)

1 1
- 36(0 + 8(t-7) - Eb(t-27)

Since h,(t) is comprised of delta functions,

convolutions involving h,(t) are easily
calculated:
h(dQ 19

- %f_: 8(<) {t-<) ot
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The resulting system impulse response when
the ISI canceling filter, h,(t), is combined with
the matched filter, h,(t), is shown in Figure 8.
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Figure 8 System Impulse Response
(1st lteration ISI canceler)

There still appears to be I1SI. This is verified
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Ceramic Filled PTFE:
Thermall ble PTFE Based Laminate

The aforementioned types of ceramic filled PTFE products have been on the market for up to
20 years for the newest (ceramic filled PTFE - high dielectric constant) and 40 years for the
oldest (woven fiberglass/PTFE). Among the newest PTFE based laminates are those formulated
to offer superior thermal stability with regard to mechanical and electrical properties.

The dielectric constant of IsoClad® LTE is nominally 2.94. This is somewhat higher than the
PTFE/glass laminates, but it is still lower than most thermoset based laminates. More
importantly, the dissipation factor at 10 GHz is about as low as a PTFE/glass laminate with a
dielectric constant of 2.33 (about 0.0013).

Previously, the electrical designer would be required to make considerations for dielectric
constant change with temperature. The types of laminates discussed previously are all relatively
stable with temperature in comparison to epoxy/fiberglass and most other combinations including
a thermoset resin. But compared to IsoClad® LTE, the contrast to "conventional” PTFE based
laminates is as striking as the comparison of the "conventional" PTFE based laminates to
epoxy/fiberglass.

Both fiberglass reinforced PTFE and high dielectric constant ceramic filled PTFE have a
temperature coefficient of dielectric constant (TCE ;) which is on the order of a few hundred

parts per million per degree centigrade. The coefficient is negative; €, decreases with
increasing temperature.

In contrast, the new product has a TCE , which is on the order of 30 parts per million at its
highest absolute value. At temperatures below 20°C the coefficient is negative, while it is
positive above that temperature.

To the designer, the near zero TCE, of IsoClad® LTE can simplify the entire system. On
conventional PTFE based laminates, given a physical length for a circuit element, its electrical
length changes as the dielectric constant of the substrate changes with temperature. At a fixed
frequency, the circuit will become less well matched to the wavelength. IsoClad® LTE assures,

through its low TCE€ ,, that the performance of the circuit remains constant as the ambient
temperature changes.

The combination of raw materials which gives this substrate a low TCE ,, also yields greater
mechanical stability. This mechanical stability is manifest in its low thermal coefficient of
expansion (TCE). The TCE of IsoClad LTE is just 25 parts per million per degree centigrade
(ppm/°C). High dielectric constant ceramic filled PTFE based laminates also enjoy a low TCE

(as low as 35 ppm/°C), just without the electrical stability (low TCE ).

Plated through hole reliability for IsoClad LTE is especially enhanced by the low TCE. In
"conventional" PTFE/fiberglass laminates these electrical connections are often suspect. Woven
and nonwoven fiberglass reinforced PTFE based laminates, especially those having the least
amount of fiberglass, have up to 10 times the TCE of copper. The TCE of IsoClad LTE nearly
matches that of copper (the TCE of copper used for plating through holes is 18ppm/°C),
imposing little stress on that metallization through thermal cycling.

Thermal stability is manifest in both electrical and mechanical properties. Together these
properties represent extraordinary reliability. Applications such as satellite communications,
12




by looking at the resulting eye-pattern, figure

Time in Bit Periods

Figure 9 Eye Pattern
(1st lteration ISI Canceler)

A modified ISI canceling filter is determined by
subtracting by the correlation at 2 bit period
offsets (see figure 8). The modified system
impulse response is shown in figure 10:
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Figure 10 Impulse Response
(Modified 1S| Canceler)

The correlation at bit period increments from
the peak is now zero! The eye-pattern should
have no ISI as shown in figure 11!

And, indeed, no ISI. The only question now to
be answered is what kind degradation from
ideal is the bit error rate when this system is
used.
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Figure 11 Eye Pattern
(Modified I1SI Canceler)

Since the actual filters were implemented with
digital FIR algorithms, the number of taps
required and tap spacing needs to be
determined. First the receiver impulse
response is determined.

Recelver Impulse Response
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Figure 12 Receiver Impulse Response

It is advantageous to use the minimum number
of taps as possible in the FIR filter. The
greater the number of taps, the longer the
processing time required, and the lower the
data rate allowable. We analyzed a variety of
spacing possibilities and ended with a
sampling rate of 4 times our highest data rate.
This was convenient because it allowed us to
implement an early/late gate bit synchronizer
with 1/2 symbol spacing. Also, by comparing



where maintenance and field repair are inconvenient, enjoy these benefits.

Ceramic Filled PTFE:
Commercial Grade Laminates

Another class of new laminates is designed to offer dielectric constants similar to some thermoset
laminates. Nominal dielectric constants are 3.50 and 4.50, each with a tolerance of + 0.15, but
dissipation factors for these laminates are still similar to those of the GT and GX grades of
PTFE/fiberglass.

Using coating technology from the PTFE/glass laminates, AR350L and AR450L will have much
better dielectric constant uniformity, both within a sheet and between sheets, than thermoset
based laminates of similar dielectric constants. To the designer, this uniformity and the
aforementioned low dissipation factor allow much better impedance control and a higher signal
to noise ratio.

Thermoplastic pre-pregs developed for use with AR350L and AR450L have several advantages
over their thermoset based counterparts. Electrically, these "pre-pregs” AR350Pand AR450P
will match the performance of the laminate material for dielectric constant and dissipation factor.
For the fabricator, throughput for multilayer lamination will increase dramatically.

Specifically, multilayer lamination throughput benefits significantly through the use of
thermoplastic pre-pregs.  Typical thermoset lamination uses longer, more complicated
temperature cycles for proper cure and often requires post cure operations. Thermoplastic pre-
pregs require only that a temperature high enough and a time long enough for sufficient melt be
realized. Melt flow will allow the thermoplastic to wet all the surfaces to which it will bond.

A thermoplastic adhesive achieves bond as it is cooled to below its melt point. The rate at
which its cooled is insignificant to measured electrical and mechanical properties. No elaborate
(and long) cure cycle is necessary. Time for multilayer lamination cycles can be reduced by as
much as a factor of five.

If the designer or the fabricator prefers, conventional pre-pregs can also be used to manufacture
multilayer circuits with the AR350L and AR450L laminates. They can either be used instead
of the AR350P and AR450P pre-pregs or following one in sequential lamination. Circuits using
only the FR-4 pre-preg have been manufactured by prototype fabricators.

Designers anticipate that this combination of materials will sacrifice some electrical performance
relative to using the new materials with the pre-pregs which have been developed specifically
for this application. Notwithstanding, the benefits of this new grade will demand attention.

Considerations for machining are reportedly few. However, it is imperative that holes which
will be plated through do not have smeared PTFE on their walls. Accounts are that the new
material is "forgiving" compared to conventional woven fiberglass or nonwoven fiberglass
reinforced PTFE.

These new laminates and pre-pregs are expected to cost more than epoxy/fiberglass laminates
and pre-pregs. Pricing should be competitive with high performance thermoset resins such as
Bismaleimide Triazine (BT). However, much of the cost will be returned through greater
fabrication throughput and reduced fabrication costs.

With superior electrical performance, it can be expected that this will allow use of AR350L and
AR450L in applications where electrical performance considerations would prohibit the use of
13



the equivalent noise variance of an ideal finite
integration filter (matched filter for non-
bandlimited NRZ data) with our receiver filter,
we analytically determined the implementation
loss to be 0.25 dB from ideal! It later was
verified through simulation.

S~
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conventional epoxy/fiberglass and many other high performance thermosets. Critical impedance
matching, in higher frequency computer back planes, for instance, is expected to be an important
application for this product.

Although PTFE based laminates have been in existence for much of the time that more common
epoxy/fiberglass laminates have been used, they have typically been reserved for high frequency,
high performance applications. The technology that used frequencies which warrant the use of
PTFE based laminates were commonly in the military or research fields.

However, as more communication, data and other information is carried without wires, many
of the available frequency bands for traditional transmission equipment are occupied or otherwise
previously allotted. The occupied, "traditional” frequency bands seldom exceed 1 GHz.

The available frequency bands are at microwave frequencies. PTFE based laminates are
designed for consistent high electrical performance at these frequencies. Specifically, PTFE has
a low dissipation factor and a degree of dielectric constant control not found in the conventional
thermoset based laminates. These properties are the basis on which the commercial high
frequency applications will rely on and be manufacturable with PTFE based laminates.
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Designing a High Performance Monolithic PSK Modulator

Frank Hayden and Robert J. Zavrel
GEC Plessey Semiconductors
1500 Green Hills Road

Scotts Vailey, CA 95066

The objective of this program was to build a low
power, monolithic, high perfformance PSK modulator.
There are a wide variety of applications for such a
device. The primary objectives was to fabricate a
direct sequence "spreader” that could operate up to 1
GHz and provide excellent carrier suppression and
combine the spreading PRN code with the data for
both CODMA cellular and Part 15 applications. A
second objective was to provide a high performance
PSK modulator for more traditional applications,
including TDMA and point-to-point microwave
systems. A third objective was to facilitate derivative
products that can provide QPSK, OQPSK and MSK
baseband signals.

The "SL801" has been fabricated and tested.
Proceeding into a true product development depends
upon market acceptance of the device. Therefore, this
paper represents a report on a development project
and should not be considered a “product” introduction.

1. Digital Section

The SL801 is a Bi-Phase shift keyed (BPSK)
modulator. The device accepts data in a digital format
along with a spreading code that is used to modulate
an RF carrier for transmission in spread spectrum
systems. A primary performance goal was to
maximize carrier suppression. The chosen circuit
topology reflects this primary design objective in that
two modulators are cascaded thus the carrier
supression characteristics are greatly enhanced.

Referring to the block diagram of figure 1,
asynchronous data is fed into a type D flip flop at the
data input. This serves to synchronize the data to the
code clock. Note that the code clock is clocking all the
flip flops and latches. After clock synchronization of
the data, code inversion modulation is performed by
modulo-2 addition of the code and the synchronized
data. This takes place in exclusive OR gate G1. This
serves to embed the code and data and also adds a
greater level of security to the transmitted information.
All the user must remember to do in the receiver is to
modulo-2 add the received baseband information with
the same spreading code in the receiver. This
approach ensures that good auto correlation and low
cross correlation are preserved.

Referring to the block diagram, Figure 1, at point A
we have
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(1) A=C®D

Where:

A is the output of exclusive OR gate G1.
C is the Spreading Code.

D is the synchronized data.

At point A the output of G1 is fed into another D type
flip flop that serves to delay the code and data by one
full code clock cycle. The output of the flip flop at point
B may be expressed as;

() B=(C®D)r
Where:

B is the output of the delay flip flop L2.
7T is the clock delay through L2.

At this point in the circuit, point B is exclusive OR'ed
with point A giving output C which can be expressed
as;

@) C=(CO®D)®(CHD)r
Where:

C is the output of exclusive OR gate G2.

In order to assure proper cancellation of the
undesirable terms and thus maximizing carrier
suppression, the modulation inputs to the two
multipliers must be correctly phased. Latches L3 and
L4 assure that the modulation input signals are fed
simultaneously to MOD2 and MOD1 respectively.

2. Modulator Section

The carrier input to MOD 1 and MOD 2 require a
differential drive. The unbalanced input is converted to
the required differential input by the carrier buffer, a
unity-gain amplifier-balun with a maximum allowable
input signal level of -5 dBm.The balanced modulators
(MOD 1 and MOD 2) are Gilbert Cell multipliers
configured such that the operation of the circuit
provides balanced bi-phase modulation. Each
modulator has 0 dB gain to minimize the effect of
offsets that could corrupt the balance of the modulator
and hence compromise carrier suppression. The
modulators are cascaded so that the carrier
suppression of each modulator will add to effectively
double the carrier suppression (dB).

The instantaneous phase of the RF carrier is
determined by the instantaneous polarity of the
modulating signal. Consequently, two phase states, 0
or n radians (BPSK) are permitted. In this respect the
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balanced BPSK modulator serves as an analog
exclusive OR gate. The output of the balanced
modulator can be expressed as follows;

@ Vou=m0.®2V s

Where: Vo . is the output voltage of the modulator.

Q). is the RF carrier signal to be modulated. Vi is
the modulating data signal.

To facilitate maximum carrier supression, unity gain in
the modulator path is used. Unity gain eliminates
amplification of the offset voltages. Offset in the
modulators leads directly to a decrease in the carrier
suppression in the modulator.

The carrier buffer is simply a differential amplifier that
takes a single ended input and gives a differential
output. The inputs are biased at approximately 3 volts
and the input impedance is approximately 10 k ohms
and 2 pF. If a 50 ohm source is to be used to drive the
SL801, simply terminate the input with 50 ohms and
capacitivly couple the signal to the input. The other
differential input is AC grounded through 50 ohms in
series with 10 pF. The 10 pF capacitor is connected to
a pin on the package that allows the low frequency
response of the input to be extended by adding a
capacitor from this pin to ground. Emitter degeneration
is used in the amplifier to extend the linear signal
handling ability of the amplifier up to a maximum of -5
dBm.

The Gilbert cell modulator schematic is shown in
Figure 2. The schematic shows the basic Gilbert cell
and the level shifters at the modulating inputs and the
carrier inputs. this level shifting ensures that the
transistors in the cell do not saturate, which could
degrade carrier suppression.

The lower two transistor pairs Q33 and Q3 are the RF
input and the four upper transistors Q26, Q13 and Q4
,Q24 are the modulating or phase reversing
transistors. Emitter degeneration is used in the lower
pair of transistors to extend the linear signal handling
capability of the RF input. The upper four transistors in
the cell have no degeneration as this would degrade
the gain of the modulator.

As the upper pairs of transistors are switched the RF
carrier is steered to the modulator output depending
on which set of transistors in the top of the cell are
biased on. For instance if Q 26 and 24 are on, then
RF is passed to the output through the cascoded pair
made up of Q33 and Q26 and Q3 and Q24. As Q13
and Q4 are turned on by the modulating wave form
the cascode arrangement switches over to Q33 and
Q13 and also Q3 and Q4. So as the modulating wave
form changes state the phase of the carrier is
changed 180 degrees. The gain of the modulator
circuit can be approximated by the following equation;
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RI
® G=(R+r)

Where;
Gv is the voltage gain of the circuit.

RI is the collector load resistance. ( R38 or R28 in
the schematic)

r.is the intrinsic emitter resistance of the transistor

where p,= —IE-

V.

Since the modulator path has 0 dB of gain , both of
the modulators are identical. Now returning to the
block diagram in Figure 1, the output of the first
modulator can be expressed as follows with
appropriately substituting (3) into (4);

6 D=, ®[(C®D)®(C®D)]
where (1), is the RF carrier signal, and

(ME =, D[(C®D)®(CS® D)r|®[(C® D)1]
Now using the following Boolean identity;

(8) AGB®B=A

9 E=@. ®(C®D)

which is the desired result for the output of MOD 2.

So by using the delay component, two modulators
may be cascaded together to achieve approximately
twice the carrier suppression that can be achieved
with one modulator. It should also be noted that the
output from the first modulator is indeed a spread
spectrum signal. However, there is no way that the
receiver can demodulate the information that is in this
signal unless the appropriate delay is generated in the
receiver.

It is also worth noting that the choice of the delay
component is quite critical to the success of the
cascaded arrangement of modulators. It is important
that the two modulating signals be as closely
decorrellated as possible. Therefore, the minimum
clock delay for correct operation is one, and the larger
the delay, the more decorrellated the two signals
become, but at the expense of added circuitry. It was
felt that the minimum delay period would yield a
satisfactory result.

3. Driver Section

After modulating the RF carrier, the output of the
modulators is driven into a differential output 50 ohm
driver. The output of this differential driver can be
configured in several ways. Since the output is an .
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Analog Signal Processing:
Mixers and AGC Amplifiers
Barrie Gilbert, Eberhard Brunner, Tom Kelly, and Bob Clarke
Analog Devices, Inc.
Overview
The invention of the superheterodyne receiver, more than sixty years ago!, marked a
major step forward in radio receiver design. It addressed basic problems associated with
the then-prevalent “tuned-radio-frequency” (TRF) receiver, the most difficult of which
was that of maintaining tight matching of the frequency response of many selective
circuits, all operating at some variable frequency, as these were tuned over their full
range.

The pivotal concept was to translate a selected incoming signal to a fixed “intermediate”
frequency (IF), in order that the tuned circuits providing the all-important selectivity
between closely-spaced carriers could now operate at this one optimal frequency, and be
tailored to achieve very exact bandpass characteristics. For certain applications, such as
the reception of code using a pulsed carrier with little sideband energy? it was for the first
time possible to use very narrow-bandwidth “crystal filters” based on quartz resonators.

The key components which made the superheterodyne possible were, first, a mixer,
which converted the incoming RF to the (usually, though not universally) lower IF, by
multiplying it by a variable frequency from the second key element, a local oscillator
(LO), such that

fr = frRF - fLO
(Fixed) (Some (Variable)
range)

The characteristics of the mixer (chiefly, its intermodulation distortion and noise floor)
and the local oscillator (its long- and short-term frequency stability) dominated the
overall performance, as remains true today. This is because these critical components

1 Armstrong, Edwin R., "The Super-Heterodyne: Its Origin, Development, and Some Recent Improvements.”
Proceedings of the LR.E., vol. 12, no. § (October, 1924)

2 Somewhat misleadingingly called “continuous-wave", or CW, transmission.
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open collector circuit, a 50 ohm resistor connected to
each output and up to the supply rail will properly set
the gain of the driver and allow the circuit to drive up
to -5 dBm into any 50 ohm load. The output signal can
also be driven into a balun and an additional 6 dB of
drive obtained, less any balun losses.

The 50 ohm driver circuits are open collector
differential amplifiers. A bias resistor of 50 ohms must
be connected to the open collector outputs up to the 5
volt supply line. These loads can then be AC coupled
to the next circuit in a single ended fashion, coupling
one of the outputs to the next stage and also AC
coupling the unwanted output to a 50 ohm load. This
terminates the collectors with the correct differential
impedance. Either output can supply -5 dBm, or if a
RF balun is used correctly, the output power would
increase to +1 dBm.

4. AGC Amplifier

The modulated signal is filtered externally before
entering the input to the AGC amplifier. Alternatively,
further processing and/or phasing with other SI801s
can yield QPSK signals. The AGC amplifier has 5 dB
of gain and 30 dB of AGC control range.

The AGC amplifier is also a Gilbert cell type circuit.
Referring to the schematic of the amplifier in figure 3,
the main portion of the amplifier is made up of
transistors Q13,Q081,Q11,Q19,Q4 and Q54. In parallel
with this Gilbert cell is another amplifier made up of
transistors Q79,Q80,Q60 and Q33. This amplifier in
parallel with the Gilbert cell serves to keep the DC
point at the load resistors R55 and R53 constant as
the gain control is varied by diverting current away
from the collectors of Q11,Q19,Q4 and Q5.

The gain of the AGC amplifier is controlled via the
differential amplifier comprised of transistors Q15
Q56. as the voltage at the AGC control input is
increased above the DC bias point at the base of Q15,
Q56 turns on and the current through the diode load
Q57 supplies the bases of Q19 and Q4. The diode
current compensates for the nonlinear control
characteristic and provides a linear control
characteristic over the voltage range of 2.5 to 3.5
volts.

5. Output Amplifier

The output of the AGC amplifier is fed into a
differential amplifier capable of driving 0 dBm into a 50
ohm load. This differential amplifier has 0 dB gain and
is similar to the 50 ohm driver at the output of the
modulator section. The outputs of the amplifier are
pulled up to the supply via 50 ohm resistors and
capacitvely coupled to the load. If a differential drive is
not desired the unused output should be capacitivly
coupled to a 50 ohm load.

This 50 ohm driver is similar to the 50 ohm driver that
. is at the output of the modulators, only capable of
supplying 0 dBm to the load in a single ended
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application or again if an RF balun is used it is
capable of delivering +3 dBm.

6. Design Considerations

On the chip are separate voltage regulators and
grounds for the digital and analog functions. The chip
can be put in a standby mode by supplying a TTL
compatible signal that is active high.

In the digital section of the device all TTL/CMOS input
levels are level translated down to a peak swing of
150 mV on chip. This is done to avoid large signal
swings at the modulating inputs of the Gilbert cell and
also helps with cross talk on chip.

Separate bandgap regulators for the digital and
analog functions on the chip are used to set the bias
point for the current sources . This was done to
reduce the cross talk among the various digital and
analog circuits.

In the layout of the |.C., great care was taken to match
all of the transistors and metal runs in both the digital
and analog sections. In the modulator section of the
device all metal traces were matched to within 1 milli-
ohm to avoid DC offsets. The carrier buffer, two
modulators and the first 50 ohm driver are also
surrounded with trench isolated substrate contacts to
further avoid cross talk from the digital section. Both
the AGC amplifier and the AGC 50 ohm driver are
also surrounded with trench isolated substrate
contacts to ensure that the carrier does not leak into
these circuits degrading the carrier suppression after
the modulator section.

7. The HE Process

Process HE is a bipolar process incorporating
polysilicon base/emitter contacts, trench isolation and
an advanced base/emitter structure. The process has
been characterized as having a peak Ft of 14 Ghz.
There are three layers of metalization available on the
process.

The NPN devices are available in four different emitter
lengths of 2, 5, 10 and15 microns. There are also PNP
devices available. Internitride capacitors can also be
fabricated on the process with realizable values of up
to 5 pF for a single capacitor. Inductors can be
fabricated on the third metal layer with Q's measured
at 10. There are also two different types of resistors,
both of which are polysilicon. Low value resistors can
be realized using 200 ohms per square polysilicon
and high value resistors can be made by putting a
barrier around the 200 ohms per square polysilicon
increasing the sheet resistivity to 2000 ohms per
square. Another feature of process HE is the ability to
open selective substrate contacts around different
portions of the circuitry and then surrounding these
substrate contacts with walled trench isolation. This
then serves to isolate portions of the circuit from other
functions on the chip, thereby increasing the amount
of isolation between different circuit functions.
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must operate in the more difficult raw-RF domain, where little selectivity is available,
and thus intermodulation between several incoming signals is more likely.

Later, as operation at higher RF frequencies grew in importance, a second advantage of
the superheterodyne became apparent, namely, that high gain could be achieved more
readily at a lower intermediate frequency (commonly, 455kHz, more recently, 10.7MHz).
Further, to cope with a very large dynamic range of the received signal, automatic gain
control (AGC) was incorporated into the multi-stage IF amplifier. More sophisticated
receivers also used automatic frequency control (AFC) to cope with residual frequency
drift in the LO, a practice largely eliminated by the availability of very accurate
frequency-locked oscillators, nowadays using digital synthesizer techniques. Even later in
the development of the supcrhctcmdync architecture, two, or even three, stages of
frequency conversion were used, to provide in effect a frequency “sieve” through which
spurious by-products of the mixing processes were unlikely to pass.

This evolution has left us with a more or less standard superheterodyne architecture. In
recent years, digital techniques are being found to a greater extent in the latter end of the
signal processing chain. Figure 1 shows a modern dual-conversion superheterodyne
receiver using linear IF amplifiers. Demodulation to baseband, and possibly some further
selectivity, is here accomplished by digitizing the output of the second IF amplifier using
an analog-to-digital converter (ADC) and applying this to a digital signal processing
(DSP) block. AGC is effected via this DSP, but variable-gain amplifier (VGA) sections
(usually, voltage-controlled amplifiers, or VCAs) are still required to compress the
dynamic range to the point where a relatively low-resolution ADC (usually 8-bits,
providing a theoretical dynamic range of 48dB) may be used.

I =~ TReceiverfroNTEND |~ DIGITALIFPROCESSOR |

| — | o |
el e o

| ! =[] |

I T 1

Figure 1. A Modern Superheterodyne Receiver
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8. Conclusions and Further Work

The objectives of designing a high performance, low
power, and convenient PSK modulator have been
met. Figure 5 shows a typical output spectrum of the
device.

Two SL801 circuits can be combined to produce
QPSK or OQPSK signals. Furthermore, MSK can be
generated with two SL801s operating in quadrature.
MSK is the most likely baseband of choice for
frequency hopping spread spectrum systems
operating under Part 15. These applications are
certainly possible using the currect SL801 and/or
derivative circuit configurations.
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Of course, many variations of this generalized theme are to be found. Depending on the
application, the receiver may use single, dual, or triple conversion and either a fully-
analog or DSP baseband section. Whatever the choice of architecture, however, the
designer will generally need (in discrete, small-scale monolithic, or specialized ASIC
form) mixers, oscillators, filters, RF and IF amplifiers (either linear, or limiting, or
sometimes logarithmic), and various types of demodulator, depending on the modulation
technique(s) with which the receiver must cope. Analog Devices, Inc. now supplies many
of the components for use in high-performance receivers.

Mixers

A mixer3 is a nonlinear three-port element providing frequency conversion. The two
input ports accept the RF and LO signals; these are subjected to multiplication, and the
product at the third (output) port includes a strong component at the desired IF, along
with a variety of unwanted spectral components. A linear four-quadrant multiplier* could
be used for this purpose, but its noise performance is much poorer than a circuit
optimized for mixing, which in the simplest case provides a linear response only on the
RF input, the phase of which is sign-alternated (0/180°) by the LO input. We will return
to this circuit later. Nevertheless, we can understand mixer behavior more readily by
assuming linear multiplication at this point. '

Multiplication in the time domain corresponds to addition and subtraction in the

frequency domain. This is easily demonstrated. Given two cisoidal’ input signals, say,
Acosat and Beoswt, representing the RF and LO inputs respectively, an ideal mixer

(which for now is taken to mean one which exactly multiplies its RF and LO inputs)
would generate the output

Acos at Bcos wt Eq. (1)
which can be expanded to

17 AB { cos (a+m) t + cos (a—w) t ) Eq. 2)

3 This term is also used in a video and audio context to refer to a totally different element, providing a linear
combination of two or more inputs.

4 For example, the S00MHz current-output AD834, the 250MHz voltage-output AD83S5 or the general-purpose
10MHz AD734.

5 That is, either purely sinusoidal or co-sinusoidal, waveforms which differ only in phase positioning.
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The two most important features of this process are (1) the appearance of sum and
difference frequencies in the output functionS, and (2) the fiundamental 6 dB loss (due to
the factor of 1/, in the expansion) in the amplitude of either the sum or difference outputs.
When the (usually much higher) sum frequency,is used as the IF, the mixer is referred to
as an up-converter; conversely, the term down-converter refers to the use of the (usually
much lower) difference frequency as the IF, which is the more common situation.

Of itself, the 6 dB loss would only put an increased burden on the noise performance
required of the first stage of the following IF amplifier. More problematical is the fact
that, for a down-converter, the broadband noise at the mixer input generates an image (by
folding of the a-w spectrum about the zero-frequency axis) at the IF, so doubling the noise
power in the IF passband, leading to a 3 dB worsening of the effective mixer noise, and
thus a 3 dB reduction in the dynamic range, referred to the RF port.

Practical mixers generate considerably more complex outputs because of unintentional
nonlinearities in the amplitude response, as well as from many subtle mechanisms related
to time-varying elements, particularly junction capacitances, within the circuit devices. It
is for this reason very desirable to place the first stage of IF filtering as close as possible
to the mixer output’.

For practical reasons (related primarily to noise performance), a linear multiplier is not
ideal for mixer applications, nor is there generally any advantage to using such. One
reason for this is that IF filtering must be used anyway, so the absence of strong
harmonics of the IF — a possible advantage of the linear multiplier when driven by a
cisoidal input at its LO port — is unimportant. Another reason is that many modern local
oscillators generate square-wave outputs, which is actually desirable in achieving low
mixer noise8.

Thus it is that high-performance mixers, such as diode-transformer (passive) and most IC
(active) mixers, use essentially a switching (or commutating) proccss9. The sign of the

6 Note that these are not synonymous with upper and lower sidebands, which refer rather to spectral components

(at both the sum and difference frequencies) which extend above (upper sideband) and below (lower sideband)

the carrier frequency.

Either that, or ensure that and signal-handling stages between the raw mixer output and the filter are designed

10 be ultra-linear. There are many practical details which need to be considered in this regard.

Note that while harmonic purity is not required of a local oscillator, other types of spectral purity are.

9 The terns “singly-balanced modulator” and “doubly-balanced modulator™ are sometimes used to describe
particular integrated-circuit structures to implement the mixer function.
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signal transmission from the RF port is alternated between normalized binary values of
+1 and -1, by an LO input which would ideally be a perfect square-wave. In practice,
this can be approximated quite well at moderate frequencies (with today’s technologies,
this could mean up to about 100MHz, dcpcndiﬁg on power limitations) but the LO
waveform becomes progressively more rounded, and the mixer’s switching-time more
pronounced, at higher frequencies.

Once again resorting to an idealization to provide rapid insight, a square-wave LO signal
at an angular frequency ® can be expressed as the sum of a series of odd harmonics given
by its Fourier transform, the first four terms of which are

g-'cosax-—31-cos3ax+—51-cos50)t--7lcos7m;’, Eq. (3)

Given an RF signal of normalized amplitude, that is, cosat, the fundamental IF output
(omitting the higher-order terms) has an amplitude

4
= COs i cosat Eq- (4)

which expands to

%kosko+a’t+cosko-a” Eq. (5)

Note that, for a switching multiplier, the normalized insertion loss is only 3.9 dB (that is,
20 log1o % ). However, although the noise performance is much improved over a linear

multiplier cell, the doubling of the output noise in a down-converter, due to the image of
the noise at the RF port, remains.

The design and application of passive diode-transformer mixers has been widely treated
in the literature and will not be discussed here 10, Their main advantages are: (1) good
linearity when properly driven and terminated; (2) high operating frequencies — to
several gigahertz — using low-capacitance Schottky (sometimes, GaAs) diodes, and 3)
relatively low cost due to very large manufacturing volumes. Their chief disadvantages
are (a) poor isolation between ports; (b) the need for large amounts of LO power to drive

10 A good overview of practical matters is to be found in any of the annual handbooks issued by the American
Radio Relay League (ARRL), 225 Main Street, Newington, CT 06111.
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Methods for Estimating and Simulating the Third Order Intercept Point

Carl Stuebing and Mojy C. Chian

Harris GCSD and Harris Semiconductor
Melbourne, FL 32901

Abstract - The third order intercept point (P, ip3 ) is a met-
ric to quantify the nonlinearity of a circuit. P, is used to
describe the adjacent frequency isolation and gain dis-
tortion. This paper describes the concept of P, and
reviews methods to estimate and simulate it. The common
simulation pitfalls are identified and practical solutions
are discussed and illustrated.

L. Introduction

The nonlinearity of a radio amplifier determines it’s dis-
tortion. As the input signal level increases, distortion of
the output signal becomes prominent and undesired har-
monic products are produced.

Consider two FM carriers at 5S0MHz and 100MHz
applied to the input of a radio amplifier. Assume that
there is little filtering of the input signal and that we are
interested in amplifying the 100MHz signal. However,
the SOMHz signal is so strong that it drives the amplifier
into distortion. In this situation, the second (2X50MHz)
harmonic of the 50MHz signal would interfere with the
100MHz signal at the output of the amplifier.

Obviously, radio receivers generally do have selective fil-
ters on their signal inputs. So interference of signals is, as
a practical matter, more important for signals which are
close together in frequency (i.e. in band).

Nonlinearity can also cause less obvious interference
problems with signals that are close together in fre-
quency. When two in band signals are applied to a non-
linear circuit element, they will mix. This process is
called intermodulation and the resultant frequency com-
ponents are referred to as intermodulation products. It
can be shown that the frequencies of the intermodulation
products are defined by k,f1 tk.f,, where k, and k, are
integers. The component with a frequency equal to
n,fl £ n,f, is defined as the nth order intermodulation
product, where n = n, +n, [1,2].

While the two fundamental signals will typically be mag-
nified by the amplifier, components at the sum and differ-
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ence frequencies are also produced at the output. These
second order intermodulation products are not usually
considered to be important, because they are typically far
enough out of band from the fundamentals that they can
be easily suppressed with filters,

More important are the third order intermodulation prod-
ucts. These occur at frequencies given by the two times
one frequency minus the other, and vice versa. While
these parasitic signals may be smaller in amplitude than
the second order products, they are more difficult to filter
out. Consider two FM signals at 100 and 101 MHz. The
third order parasitic tones are produced at 202-
100=102MHz and 200-101=99MHz. When the signal
distortion is large, these products become significant
since they are produced well within the band of the input
frequencies.

A popular metric to quantify distortion is the Third Order
Intercept Point, or “P, ,;”. For a two-port network excited
with two sinusoidal signals with frequencies f, and f,, if
the third-order intermodulation product output power
( Py s, ) and the output power at f (P, ) are plotted
versus the input power at f,, the third- order intercept
point (P,p3) is defined as the point where P, and

sz -1, intercept. The third-order intercept point 1s a the-
oretical level, however, it is a useful and popular quantity
to estimate the third-order intermodulation products at
different power levels (Figure 1).

Output Power ‘"[ ] )
L —
“JE?‘_ - —
-15-.'.‘&- cuail . Annnnn Jlnput Power
FIGURE. Py, Py, . and their asymptotes.
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the diodes; (c) high absolute insertion loss, and (d) the requirement for very careful
matching at the IF port.

Figure 3 shows a common form of diode-transformer mixer, using four diodes; two-
diode forms are also used. Passive mixers generally have 8 to 10 dB of insertion loss and
a similar noise figure. The signal-handling capability and the third-order distortion are
roughly proportional to the LO drive level. High intercept diode-ring mixers can require
+27 dBm (500 mW) or more of LO drive.

Figure 3. Typical Diode-Ring Mixer

The insertion loss of the passive mixer often requires that it be followed by a Class A
low-noise amplifier, which may consume another 500 mW or even more if large signal
swings are to be accommodated. The passive mixer's fussy sensitivity to termination
often requires the use of a diplexer at the IF port. In some “passive” mixers, the diodes
are replaced by FETs which are driven into hard conduction by the LO drive.

Discrete active mixers use transistors — most commonly FETs, sometimes double-gate
devices — operating with essentially linear bias conditions. IC mixers generally use
bipolar transistors, and comprise an RF input section which provides voltage-to-current
conversion and a two- or four-transistor current-mode switching core, which introduces a
more or less abrupt sign-change into the signal path between the RF input and the IF
output, controlled by the LO signal. Figure 3 shows a typical IC mixer.
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The power gain of the fundamental frequencies is linear
and remains constant until we have a large enough input
signal that clipping or gain compression occurs. How-
ever, the voltage gain of the third order products is raised
to a cubed power instead of linear (as in the case of the
fundamental). This means that the power gain of the third
order harmonics is three times higher than that of the lin-
ear fundamental. Of course, the power level of the third
order product is normally less than that of the fundamen-
tal. As the input power level increases, the ratio of the
fundamental power output to the third order product out-
put power level decreases rapidly.

The output P, (P,,,,) is defined as the point where the
asymptotes of the fundamental linear power gain curve
and the third order product power gain curve intersect.
We can use simple trigonometry to relate this output
power level to the fundamental and third order frequency
gain curves. Knowing P, ;,, the input power level, and
the power gain, we can extrapolate the power level of the
third order intermodulation products. If G is the power
gain, then

ip3o

When P, , is large, the power level of the third order
products is suppressed, or distortion is reduced. Obvi-
ously, this is desirable. When P, ,; is small, the third
order product power is relatively large, or distortion is
increased.

While the “real world” does not consist of only two inter-
fering radio channels, this is a convenient technique.
Here we allow ourselves to define a metric for quantify-
ing the distortion and thus the interference of radio sig-
nals.

I1. Review of Some Traditional Estimation Tech-
niques

Several “rules of thumb” exist within the RF industry for
estimating P,,;. Since accurate simulation of P,,; can be
very computer time intensive, one should attempt first to
estimate this parameter. P,,; is in some ways more
dependent on system level considerations (such as the
input termination method and available power supply
voltage and current) than device design considerations
(such as the geometry selected for the RF transistor).
Generally, once the system determines P,;,; (which
should be quickly albeit roughly estimated), computer
simulation can be used to measure the somewhat subtle
effects of transistor or integrated circuit level design on

e

Rule #1

The first (system level) rule of thumb is that P, , is about
6 to 10dB higher than the 1dB gain compression power
level. The 1dB gain compression level refers to the signal
level at which the gain at the frequency of interest has
decreased due to clipping by 1dB or 12%.

There are no known elegant mathematical discussions to
prove this rule. We simply have an empirical number
which has been known to be a useful approximation. This
is not an extremely accurate rule, but coupled with a one
tone simulation is much faster than two or three tone sim-
ulations.

Rule #2

The second rule of thumb relates output power available
to output intercept point. As an approximation, use the
maximum (RMS) power available to the load as the 1dB
compression point for output power.

This rule implies that the amplifier is piecewise linear.
Thus, gain is approximated to always be equal to the
(very) small signal level until the available output power

~ level has been reached. Once the peak output power has
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been exceeded, the signal is suddenly clipped and incre-
mental gain becomes zero at the maximum or minimum
voltages of the output. The point at which this process
starts is used to identify the approximate one dB com-
pression point.

Real amplifiers typically demonstrate increasing com-
pression with amplitude. Thus, 12% gain compression
normally occurs below the maximum available output
power level. Therefore, this rule of thumb is very rough
and optimistic.

Extension #1

Some interesting results can be obtained from carrying
the above assumption further. Assuming that voltage sat-
uration of devices is not permitted, the available output
power for a single collector load resistor in a common
emitter amplifier is given by:

12

nom

2

R,

Poinas =

Where /,,, is the nominal DC bias current in the collec-
tor of the transistor. This is assumed to be the available
zero-to-peak output current. Of course, this equation
neglects the lost power output (i.e. gain) at higher fre-

quencies due to capacitive loading.
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Figure 3. A Typical IC Mixer

The main advantages of active mixers are: (1) conversion gains — of typically 10 to 20
dB — can be achieved; (2) much lower local-oscillator power is needed; (3) excellent
isolation between ports is achieved, resulting, for example, in very little radiation of the
local oscillator signal from the RF port; (4) they can incorporate a modest amount of
variable gain control for AGC purposes; (5) they are essentially termination-insensitive at
the IF port; (6) an LO preamplifier can be included to lower the required LO drive to very
low levels (say, —20 dBm), and, (7) they lend themselves to higher levels of system
integration. The chief disadvantages are: (a) a somewhat poorer dynamic range than
passives and (b) typically lower operating frequency limits. However, the advances in IC
process technologies over the past decade has led to some dramatic advances in
integrated-circuit mixers such that their many advantages will generally outweigh the
disadvantages in future products.

The power consumption of active mixers is roughly proportional to signal handling
ability — the wider the dynamic range, the higher the supply power. This is because the
voltage-to-current converter section must (for almost all RF applications) be a Class-A
circuit, using current-sources and resistors to define the maximum RF input, often
specified in terms of the “1 dB compression point” (that level at which the output is 1 dB
below the ideal value extrapolated from the small-signal response) and the “third-order



Rule #2 can now allow us to take this available output
power and use it for 1dB gain compression estimates.
First, we rewrite the above equation in dBm:

PoutldB = 10103 (Smlz

nom

R)

Now, we apply Rule #1 to estimate Output Intercept:

P,,3, = 10log (50072

nom

R) +6dB

Extension #2

A popular method for obtaining Input Intercept is to find
the difference between P,,;, and power gain. However, a
shortcut can simplify the calculation of P,,3,- Power gain
depends on input impedance, output impedance, and cur-
rent gain (i.e. B). This information can also be used to
determine the available output power and input power
levels that are associated with the estimated 1dB com-
pressed output power. No explicit gain estimate is really
necessary. This method, generally, works best at frequen-
cies much less than the f,. of the transistor.

Thus at the 1dB compression point, output signal power
can be related to input signal power. The RMS input sig-
nal power is given by:

IZRin
2

P

in

where /, is the nominal base bias current associated with
1,om- We observe that the input current “just below com-
pression” (given our simplified, piecewise linear model)
is simply specified by /,,, divided by p (which is a func-
tion of frequency). The input resistance is given by r.
and R,:

Lrom (e Ry)

P. =
inldB 262
. BV,
Since r, = , thus [3]:
Inom
- Rb’:om 12 6Vt
inldg = 2—52"' nom m
therefore,
R 12 IIIOIIIV
P,',.MB - b nom + t

2p?
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Since we are considering frequencies much lower than
the f;. of the device (where B is large and R, should be
much less than r, ), the above equation can be approxi-
mated by:

1,V

nom " ¢

26

Piag =

To convert the 1dB output compression level to P
apply rule #1, and add 6 to 10 dB.

ip3o»

5(X)Inom Vt
Pipsi = 10log (—5™"=) +6dB

What is particularly interesting about this result is that
P,,3; (in Watts, not dBm) is proportional to V,, I,
(nominal collector current) and 1/B. Of all the above
terms, the only process related one is B. The rest are
dependent on absolute temperature and the available
power supply current. So system constraints dominate
this situation. Also notice that large B is “bad”, because it
reduces P,,;;. Of course, large B tends to help noise fig-
ure.

This rough method is much faster than lengthy computer
simulations, and can give us a reasonably good feel for
the system level trade offs affecting Pipi3.

III. Simulation tools and techniques for Comput-
ing P; 3

The traditional method for calculating P,,; by simulation
is to use a Harmonic Balance based simulator. Harmonic
Balance is a frequency domain method applied to nonlin-
ear circuits, where the computations are performed using
the trigonometric-series coefficients. The approach is
based on balancing of currents between the linear and
nonlinear subcircuits in the frequency domain. Since
nonlinear devices are generally expressed in the time
domain (e.g. Gummel Poon model for a BJT) their
response has to be determined using time domain tech-
niques. First, the input signals to the nonlinear devices
are converted to time domain signals (using IFFT). Sec-
ond, the time domain signals (voltages) are applied to the
nonlinear devices and the time domain response (cur-
rents) is determined. Third, the time domain currents are
converted to the frequency domain (using FFT). Finally,
the frequency domain currents of the nonlinear devices
are used in a global circuit equation to satisfy KCL at
each node. This process is repeated many times until a
consistent solution is attained (convergence).

Harmonic Balance determines the steady state response
of nonlinear circuits to sinusoidal excitations. Even
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intercept” (that extrapolated input level at which the amplitude of the fundamental and
the third-order products in the IF output are equal). But low noisc demands the use of
low-valued resistors (comparable to 50 Q) to achieve a low noise figure, thus requiring
very large bias currents (sometimes many tens of milliamperes) to support the peak inputs
without significant intermodulation distortion.

The Analog Devices’ AD831 is a good example of a modern high-performance mixer
optimized for use in critical applications where a combination of high third-order
intercept (+30dBm) and low noise figure (12dB) are essential. This IC is usable at RF
inputs to 800MHz, and includes a wide-bandwidth (100MHz) low-noise IF amplifier
which can be configured to provide gain. A variable bias option permits operation at
lower power when relaxed performance is permissible. Figure 4 shows the general
topology of the AD831.
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Figure 4. General Schematic of the AD831 High-Performance Mixer

Mixers are often preceded by a low-noise amplifier (LNA), frequently using silicon
MOSFETs below 300 MHz, silicon bipolar transistors up to roughly 1 GHz, and GaAs
MESFETs to over 10 GHz11. The choice of gain for this amplifier is very critical: it
should be just high enough so that its noise dominates the overall mixer performance,
which in practice means that the output noise of the LNA needs to be about 6 dB above
that of the RF port of the mixer. Any higher gain would only reduce the dynamic range.

11 These ranges are very fluid as silicon IC technologies continue to broaden in applicability.



though the frequency domain response can be converted
to the time domain, it does not contain the transient
response of the circuit. This feature is a mixed blessing.
For circuits with a very long and unwanted transient
response (e.g. switching power supplies), harmonic bal-
ance is an efficient technique to bypass the transients and
obtain the steady state response. For such cases, time
domain based analysis algorithms can waste a lot of CPU
time analyzing an undesired region of the response. On
the other hand, for circuits like LNAs and comparators, it
is essential to observe the transient response of the circuit
to determine its effect on the frequency domain response.
This issue is discussed in more detail in Section IV,

Time domain simulators (e.g. SPICE [4]), solve the glo-
bal circuit equations by solving the nodal analysis matrix
equation, GV = [, to determine node voltages (V). They
solve an n x n system of equations per time step, where n
is the number of nodes. Harmonic Balance simulators, on
the other hand, satisfy the nodal current equations (KCL)
for all harmonics in one step. This means that the system
of equations to solve are (nm) x (nm) . Where m is the
desired number of harmonics. Since the CPU time
required to solve a system of equations superlinearly
increases with the size of the matrix, Harmonic Balance
is expected to perform well for small circuits but not for
large circuits. The large size of the system of equations
also creates huge memory requirements even for moder-
ately sized circuits by RF standards (e.g 10 transistors).
As an example, a two tone RF circuit with 10 transistors
may require as much as 600 MegaBytes of disk space.
Additionally, since the convergence difficulty very rap-
idly increases with the number of equations involved, it
is expected (and observed) that Harmonic Balance will
have significantly more convergence problems than
SPICE.

SPICE type simulators are very efficient in performing
time domain analysis on large circuits. Transient analysis
of circuits with many thousands of transistors is routinely
performed by IC designers. In fact, RF ASICs (typically
with less than 100 transistors) are considered small by IC
simulation standards.

The drawback on using SPICE appears when the results
are converted to the frequency domain. The typical pro-
cess of performing transient analysis and then using FFT
normally does not provide enough accuracy in the fre-
quency domain. The following simple example demon-
strates the lack of sufficient actuary (also referred to as
the dynamic range of FFT). Consider the following
example of two series sinusoidal sources. A typical
SPICE simulation, with 5005 internal time points, fol-
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lowed by an FFT, with 1024 points, offers only 80db of
dynamic range, Figure 2.
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FIGURE 2. Two series sinusoidal sources (a), the time
domain waveform (b), FFT results (c) with
5005 internal simulation time steps and 1024
FFT sampling points

In Section V, we will investigate the typical low dynamic
range FFT and propose a technique to remedy the prob-
lem. With such a technique, the dynamic range for the
same circuit and the same or less number of time points
can be increased to 260 dB or more.

IV. Non Steady State and Other Pitfalls

REF circuits are traditionally designed, simulated and built
with narrow band topologies. The narrow band approach
is generally desirable and necessary. However, narrow
band configurations, as well as time constants inherent in
amplifiers, can cause design and simulation problems.

For example, consider a perfectly linear amplifier with
unlimited bandwidth and no input capacitance. If we con-
nect the amplifier to a two tone source which is AC cou-



Delivered by Bob Clarke at Wireless Symposium , San Jose, CA on January 12 1993

IF Filtering
The mixer’s output has one desired spectral component — the chosen IF, usually the
difference frequency — and a host of undesired outputs, due to the presence of the many
unwanted signals at the RF input, as well as crods-products arising from unavoidable

" spurious nonlinearities within the mixer. Thus, bandpass filtering is necessary to select
just the desired output from the mixer.

In the case of the AD831, filtering may be added directly at the mixer's core’s differential
outputs. This may be as simple as shunting the internal resistive loads (2 x 50 Q) with
external capacitors, to heavily attenuate the sum component in a down-conversion
application (Figure 5). The comer frequency of this one-pole low-pass filter should be
placed about an octave above the difference-frequency IF. Thus, for a 70 MHz IF, a -3dB
ﬁequchcy of 140 MHz might chosen, using capacitors of 22.7 pF.

When driving an IF bandpass filter (BPF), proper attention must be paid to providing the
optimal source and load terminations so as to achieve the specified filter response. The
ADB831’s wideband highly-linear output amplifier helps in this connection. Figure 5
indicates how its low-impedance (voltage source) output can drive a doubly-terminated
band-pass filter. The 6 dB loss of conversion gain so incurred can be made up by the
inclusion of a feedback network (the two 49.9 Q resistors) which increases the gain of the
amplifier by 6 dB (X2). Higher gains can be achieved, using different resistor ratios, but
with concomitant reduction in the bandwidth of this amplifier. Note also that the Johnson
noise of these gain-setting resistors, as well as that of the BPF terminating resistors, is
ultimately reflected back to the mixer’s input; thus they should be as small as possible,
consistent with the permissible loading on the amplifier’s output.
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pled, we will have a simple and convenient example for
simulating the impact of nonsinusiodal steady state on
the dynamic range of a system (Figure 4a).

If we choose a 50 Q source, 50 Q load and 1000pF for
AC coupling, we have produced a 100nsec time constant
(= = rc). Suppose that the fundamental frequencies are
at 100MHz and 110MHz. The beat frequency would be
10MHz, having a period of 100nsec (intentionally chosen
to be equal to the time constant).

When we start a two tone simulation in the time domain,
we are really driving the circuit with a unit step multi-
plied by each of the two tones. Thus, we are not able to
start the simulation at time=0 in sinusoidal steady state.

This observation is consistent with the behavior of cou-
pling capacitors. At t=0+, the voltage across the coupling
capacitor remains zero, such that no apparent phase shift
is observed initially. Once sinusoidal steady state has
occurred, the phase shift of the two tones across the cou-
pling capacitor has been established and remains stable.
The response of the system can be expressed as

!

V(1) = Ke “u() +
(Asin (@1 +¢,) +Bsin (@, +9,)) u (1))

Let us assign A = B = 1 for convenience. This forces K
to become a relative number. The impedance of the
capacitor at 100MHz and 110MHz is given below.

_ 1

|Zo| = In,C

1.59Q

145Q

We can then calculate the steady state phase angles.

¢, = atan lz—dl = 0.9]°
1 R, +R,)

¢, = atan |Z—c2| = 0.83°
2 R, +R, '

K is determined by using the steady state phase angles at
t=0+.

V(0) = 0 = Ke®+ sin (0+0.91°) + sin (0 + 0.83°)

K = 30mV/V = -30.54dB
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The first four beats of the voltage drop across the capaci-
tor in the circuit of Figure 4a in response to 1V amplitude
tones is shown in Figure 3.
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FIGURE 3. The first 4 beats of the time domain voltage
across the capacitor in Figure 4a.

Notice how we have no voltage drop at t=0+, and that the
envelope has a 100nsec time constant, with an initial
value of about 30mV, as calculated.

If the capacitor voltage envelope is allowed to settle one
time constant before we perform an FFT of the time
domain results, the time domain instability decreases by
e. This is down to 36.8% or -8.69 dB of initial value.

Suppose that we run a two tone time domain simulation
for two beats, or 200nsec using the circuit in Figure 4a.
Also, suppose that we allow the circuit 100nsec (one time
constant) to settle, and attempt to obtain sinusoidal
steady state. Then we perform an FFT of the results from
100nsec to 200nsec. At 100nsec, or one time constant,
the impact of the transient response has decreased to
0.368K or 1.1% of the signal amplitude. But at 200nsec,
the ending time of the FFT, the transient has decreased to
0.135K or 0.4% of the signal amplitude. Thus, we have
0.368K-0.135K = 0.7% of instability in our simulation.
This would lead us to expect to see no worse than
2010g(0.011-0.004) = -43dB of dynamic range in our
simulation due to the transient effect.

Figure 4a shows the frequency spectrum if we simply
wait one time constant for settling (which might be con-
sidered a easy error to make). Of course, the transient in
the time domain produces broadband spurs, so that no
single frequency has the entire 43dB of error. We obtain
only 60dB of dynamic range in this simple circuit. This
would be considered unacceptable by most designers.
Figures 4¢ and 4d indicate the tremendous improvement
in dynamic range if we wait to 5 or 25 time constants
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-10 dBm

Figure 5. A Typical Down-conversion Mixer using the ADS831

IF Amplifiers

IF amplifiers provide almost all of the gain in a superheterodyne receiver, and also allow
this gain to be varied for AGC purposes. A well-designed IF amplifier will add a
minimum of noise and distortion to the signal. An AGC range of 60 to 90 dB is usually
required. While numerous circuit topologies are used, the focus here will be on the
variable-gain requirement; the gain is assumed to be controlled by an AGC voltage.

A popular approach to the design of a voltage-controlled amplifier is to use the reliable
exponential relationship between collector current and base-emitter voltage in a bipolar
junction transistor, through which means it is possible to achieve a gain-control range of
several decades. A widely-used circuit topology 12 is shown in Figure 6.

The RF signal voltage Vy is first converted to a complementary pair of currents, which
are here denoted as (1+Y)Iy and (1-Y)ly, by a voltage-to-current (V/I) converter formed

12 W.R. Davis and J. E. Solomon, "A High Performance Monolithic [F Amplifier Incorporating Electronic Gain
Control.” IEEE Journal of Solid State Circuits, December, 1968. (Reprinted in "Analog Integrated Circuits, "
Alan Grebene, Ed., IEEE Press, New York. 1978)
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before doing the FFT. Of course, the ultimate solution to
this problem is to eliminate the capacitor entirely with
either a wire or a battery.
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FIGURE 4. A simple two-tone circuit (a), the frequency
spectrum across the load resistor, where
the FFT samplings were started after 1<

(®), 107 (c). 100+ (d).

A simple alternative to a battery or a short is a larger
capacitor. The trick here is that the capacitor needs to be
much larger, such that rc » Tgpr. This approach may
seem entirely the opposite of what we have just advo-
cated. But the real goal is to minimize transient effects.
This is accomplished by either choosing the starting time
of the FFT to be much larger than the circuit time con-
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stants or forcing the circuit time constants to be much
larger than the period of the FFT (beat period).

The improvements resulting from using bigger capacitors
are shown in Figure 5. Making the capacitor considerably
larger (1000X and 10000X respectively) can dramatically
reduce spurs related to transients in the time domain.

Another way to avoid these problems is to use a Har-
monic Balance simulation. Harmonic Balance can be par-
ticularly effective because it will not have “noise” spurs
in the results due to transients in the time domain.

The danger of only using Harmonic Balance techniques
is that time domain transients, as a result of signal modu-
lation, may produce undesirable spurs in the real circuit
that are not simulated. A design may seem noisy, because
the coupling circuitry interferes with the modulation of
the signal. As a result, the expected system dynamic
range may not be obtained.

Consider a simple case of the implicit unit step function
(as discussed previously) being replaced by a pulse train.
While this pulse train would be typically much slower
than the signal which it is modulating, a problem might
be lurking. If this modulation pulse train is close to 1/7
for some important system time constant, this signal
would become distorted. The spurs that we saw in the
earlier example would be observed as repeating and caus-
ing the signal to appear to have poor dynamic range.

We do not recommend finishing an RF design without a
check with a time domain simulator like SPICE to verify
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by Q1, Q2 and Ry. The “modulation index” Y has a maximum range of *1; in practice, it
will have an upper value of about 0.75, in order to minimize distortion due to the
nonlinear VgE of the transistors. To a good approximation, Y = Vy/IyRy (when /Ry is
very much greater than the thermal voltage kT/q).

Figure 6. The Controlled Cascode Cell.

The signal-plus-bias currents are then applied to a “current-fork”, Q3 through Q6, that
steers some fraction, 0 < X < 1, of the signal currents to the output load resistors, and
dumps the remainder to the positive supply. These transistors also act as a cascode stage,
which extends the frequency range of the amplifier; because of this feature, we will refer
to this cell as a “controlled cascode”.

The parameter X is determined by the gain-control voltage V. It is readily shown that

__exp(Vx/V1)
" 1+exp(Vy/V) Fa. 6)

where VT is the thermal voltage kT/q, which is 25.85 m‘V at T = 300 K (about 27°C). At
this temperature, X is 0.99 when Vx =120 mV and 0.01 when Vx =—118 mV. If the
system gain is normalized to 0 dB when X = 1, the loss is 6 dB for Vx = 0.
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that transients in the time domain are not causing prob-
lems.

mo 1: Mag: V(2)
-
19
i | :
@ T i
1%"5:!. ' }'ﬁ!l x10®
6.00 180. 200. 300. 400.
199t Moz V() I
1877 |
® =TT 1] | (i
| H HHAHANIHIE IH’ M“ |
o L HH R H e
.60 100. 200. 300. 420.
18° 11 Mag: V(2)
169
18~
(©
1
= | ll 1 1
==L b e
0.60 120. 208. 300. 490.
16° 12 Mag: V(2)
1679
d) -9 '
|
0 L L e
} 200. 308. 480.

2.00 120,

FIGURE 5. The spectrum of the voltage across the
load resistor in the circuit shown in Figure
4a with the coupling capacitor set to
10n(a), 1u (b), 100u (c), and shorted (d).

V. Methods for Accurate and Efficient Simulation
of P, Using SPICE

Even when steady state is reached, the typical method of
SPICE transient analysis followed by an FFT of the
results to observe the nonlinearity in the frequency
domain is an inaccurate (noisy) method. The major
source of inaccuracy (low dynamic range) stems from the
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interpolation error. Since FFT is a post processing of the
transient results, generally, the simulation time steps and
the FFT sampling steps are not synchronized. An interpo-
lation between two adjacent simulation points is required
to determine the value of the time domain waveform at
an FFT sampling point (Figure 4).

A

—

— Interpolation error

/
Simulation time points
_—
/
/ - Time

FFT sampling point

FIGURE 6. FFT Interpolation Error

Unfortunately, in typical SPICE type simulators, the user
can not force the internal time points to land on specific
locations.

In order to eliminate the interpolation error, the FFT sam-
pling steps need to be predicted before the transient simu-
lation is performed. The simulator, then, must be forced
to step onto the sampling points. In the large signal AC
analysis section of FIRST (Fastrack’s Integrated RF Sim-
ulation Tools [5]), the following algorithm is used to
eliminate the interpolation error.

1- Determine the frequency of the input sources.

2- Determine the Beat frequency, f,. It can be shown that
the beat frequency is the largest common divisor of the
input frequencies.

3- Determine the starting point in time for the FFT sam-
pling, ¢,,.,. This is the point (user specified) at which
we assume that the circuit has reached satisfactory
steady state.

4- Determine the end point for the FFT sampling, ¢,,,.
Where

1
t = f . 4+ —
end init fb

5- Determine the largest non-negligible frequency con-
tent of the desired signal, f,,,.. This is the frequency at
which the spectrum of the desired signal effectively
dies out. Even though exact knowledge of this fre-
quency is not required, it plays an important role in
eliminating aliasing.
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Figure 7 shows the decibel value of the current gain of the cascode as a function of Vy at
three temperatures.

Gain (Vaius of Medulstion iNdex, X, in dB)

Gain-Controt Voltage(Vx)

Figure 7. Decibel Gain of the Controlled Cascode

Several potential problems are immediately apparent from this graph. First, this circuit is
really a voltage-controlled attenuator, rather than a voltage-controlled amplifier.
Consequently, when this circuit is followed by a high gain stage to recover the lost signal,
the noise performance at minimum attenuation may be disappointing. We will return to
this in a moment.

Second, the circuit’s control function is not “linear in decibels”; it approaches this
condition only for very high attenuation values. Third, the attenuation is a strong function
of temperature; this, and the nonlinear control function, may not matter too much in
closed-loop AGC systems, but both would be troublesome in “swept-gain” VCA
applications, or in feed-forward AGC systems. The temperature-sensitivity can be
addressed using special resistors to form an attenuator between the actual gain-control
voltage and the base nodes, where the required form is proportional to absolute
temperature (PTAT).

27



6- Determine the number of FFT sampling points, N,.
Where

2fmax .
Ny, 2 A Ng =2" ,and nw=integer
See Appendix A for proof.

7- Determine the FFT sampling points, ¢,. Where

; i=0,.. (Ngg=1)

i
=1 —
[ init be

1

8- Run the simulator and force it to step onto the FFT
sampling points.

9- Perform an FFT of the time domain results from ¢, ;, to
t,,q using Ng, sampling points.

As an example, the above method was used on the circuit
shown in Figure 4a. The simulator took 1029 time steps.
The frequency spectrum is shown in Figure 7.
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FIGURE 7. FFT results with Interpolation error eliminated

Even though the internal time points for the simulation
were approximately 5 times less than the original
attempt, the dynamic range of the FFT jumped from 80db
to over 260dB

As another example, an LNA (4 transistors) with 900
Meg and 920 Meg input signals was simulated with
FIRST to determine P, ;. Figure 8 shows the frequency
spectrum of the output with a 7 mV amplitude for the
input signals. Next, the input signal levels were varied to
generate the output power plots. Figure 9 shows the
power plots with and without the asymptotes.

From Figure 9, we can infer that Pip3o is about 2dBm.
Notice how the output fundamental begins to compress at
about -8dB (down 10dB as expected). Even the third
order product’s power curve is a straight line over 30dB
of input signal dynamic range. This demonstrates suffi-
cient dynamic range in the simulation to get consistent
and useful results.
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V. Practical Example of Estimation, Simulation,
and Actual Measurements on a Mixer

A single balanced mixer was designed and fabricated
with Harris Semiconductor’s UHF-1 process. UHF-1 is
an 8 GHz, silicon bipolar integrated circuit process. The
power budget allowed SmA for the bias current, and 5
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Apart from these obvious weaknesses, this cell has additional, more subtle, problems.
First, notice that the lower end of the input dynamic range is fundamentally limited by the
Johnson noise of Ry. Now, if this resistor is reduced to the point where acceptable noise
performance is achieved, the upper end of the iiynamic range will also be reduced, due to
the onset of distortion, and eventually clipping, unless very large values of bias current Iy
are used to extend the input voltage range (which, as we’ve seen, is roughly IyRy).

For example, suppose we wish to achieve a short-circuited input noise spectral density of
1.5 nV/NHz at 300 K (which corresponds to 15 pV RMS, or -83.5 dBm, in a 100MHz
bandwidth). Then Ry can be no more than 149 Q. But this assumes that Q1 and Q2 have
no ohmic resistances; in practice, their base resistances (rpb’) must be subtracted from Ry
to maintain the desired total noise resistance. Even well-optimized monolithic transistors
may have rpp’ values of 25 €2, typically requiring Ry to be no more than 100 Q.

Now postulate that a maximum input of 1 V RMS must be handled with a total harmonic
distortion of less than —60 dBc. (At moderate frequencies the distortion will be third-
order, but there will be increasing odd- and even-order components at high frequencies.)
To meet this last requirement when Ry = 100 Q, it can be shown that the two currents Iy
must each be at least 23 mA; using typical 5V supplies, this would correspond to an
expenditure of almost half a watt in just the voltage-to-current converter!

As if that were not bad enough, we have yet to include the noise due to the controlled
cascode part of this circuit. This is negligible only when this cell provides a maximum
voltage gain (of 2Rc/Ry when X = 1) that is much greater than unity. Let the noisc at the
input (due to 2rpp’ + Ry) be Eg, and that in the load circuit (at the very best, due to 2Rc
alone) be Ep. The total noise at the output, Eno, for the maximum gain condition, where
noise performance is critical, is

Eno = { 2R/ RyPE,? +Ep? )03 Eq. (7)

Referred to the input, this is equivalent to a noise of

{ @R¢/ RyyEq? * Ep? 103
Eni = Eq. (8)
2Rc/ Ry
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Volts for the power supply. The part is operated in a 50 Q
environment at about 900MHz.

RESTNE

4
e

i —

=
—%1%,A
-% 1

Hye—

5
-é‘;,{

FIGURE 10. A simplified schematic of a UHF-1 single
balanced mixer.
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Several steps are required to estimate the P, 3, of this
mixer. Notice that the nominal collector current of the
common emitter RF device within the mixer is 5mA.
Two resistors are connected to the LO collector. One
serves as a source and the other as a load, such that both
are in parallel. However, the external load is a 50 Q resis-
tor which is reactively transformed to appear as 1K Q to
the mixer. The mixer output source resistor is 1K Q (Fig-
ure 10).

The nominal zero to peak current allowed to the external
load appears like 2.5mA into 1K Q (as described in
extension #1). However, the single side band mixing pro-
cess reduces this by a factor of .2, leaving 1.77mA
available.

? R TImA) 2 (1KQ
P . = nom'*L = (177”1_) ( ) = 157mw
avai 2 2
P,.u = 2.0dBm
P, = 8 12dBm

Experimental results indicate P, ;, is +5 to +7dBm
(depending on the package). Since conversion gain is
+8dB, P, is -3 to -1dBm. Simulation results using
FIRST for 40mv, 50mV, and 63mv signal amplitudes are
tabulated below. Notice that the estimate is optimistic,
while the simulation is more accurate.

Amplitude | 40mV 50mV 63mV
P 2045 -1850 -16.50
Paes, 7631 7118 65.10
o 7.48 7.84 7.80

V1. Conclusions

P,,3 is a popular metric used by RF designers to specify
the third order intermodulation products. Several rules of
thumb, based on system level considerations are used to
approximate P,,;. However, simulation can be more
accurate, and give a clearer indication of how subtle
changes in a circuit impact P, ,,. The decaying transient
response of a system and the interpolation error can cause
the FFT results to appear noisy (picket fence effect).
Neglecting these decaying transients (as in Harmonic
Balance) may cause inaccuracy in predicting the dynamic
range of the circuit. A methodology was presented to
eliminate the interpolation error and thus significantly
improve the dynamic range of the FFT. It was shown that
by proper treatment of decaying time constants and the
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Noting that Eq = So(2ryp’ + Ry)9-3 and Ep, = Sq(2Rc)0-5» where Sq is the ohm-
normalized noise-spectral density and setting rpb’=0 for simplicity (and also to show the
fundamental limitations more clearly) we can write

Eni = SqRY% (1+ Ry/2R()%S Eq. (9)

The first part of this expression is simply the Johnson noise of Ry. Epj is increased in
direct proportion to the second factor, requiring that 2Rc be much greater than Ry. When
Rc =2 Ry, for example, the noise is increased by about 12 % or 1 dB. In our example,
therefore, we might decide to use Rc = 400 Q. But this raises a practical problem: if a
value of Iy = 23 mA were used to maintain acceptable distortion levels, the maximum
voltage drop across the load resistors Rc would need to be nearly 15 V at full gain and
full signal, requiring an inordinately high supply voltage. That problem can be addressed
by using a more “classical” reactive load (such as a parallel-tuned LC circuit, or a more
complex LC filter) having a low DC resistance. However, modem receivers make
extensive use of ceramic resonators which do not provide this DC path, necessitating the
inclusion of RF chokes as loads.

Further noise and distortion is generated by the base resistances and capacitances of the

cascode transistors. Optimization of these transistors is difficult, since the use of large
devices to lower ry,» noise only results in higher capacitances. At low gains, HF signal

feedthrough occurs via the parasitic T-network formed by the Cjg — Tpp' — Cic of these
transistors, causing aberrations in the AC response.

Thus, in numerous ways this type of VCA cell fails to meet the exacting requirements of
many modem IF systems, although it remains appealing where some concessions to
noise, distortion and gain-accuracy can be made. It is a simple cell for use in embedded
applications, and provides the highest possible bandwidth for a given process technology.
Variable-gain amplifiers built along these lines are available for use up to about 1 GHz.
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interpolation error, P;,; can be reliably measured by
SPICE based time domain simulation followed by an
FFT of the results.
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The X-AMP Concept

Two new dual-channel voltage-controlled amplifiers, the AD600 and AD602, have
recently been introduced by Analog Devices. They differ radically from the circuit just
discussed. The input signal is applied to a passive seven-section R-2R resistive ladder
network, providing from 0 dB to 42.14 dB (7 X 6.021 dB) of attenuation at the various
taps. Using a proprietary technique, these taps can be continuously interpolated, and the
variably-attenuated voltage is applied to a fixed-gain amplifier that uses negative
feedback to enhance gain accuracy and linearity. The 42.14 dB range of the attenuator is
centered to provide a nominal 40 dB gain range with 1.07 dB of over-range at each end.
The term “X-AMP”, coined to apply to this architecture, is a reference to the exponential
gain function which it inherently provides, that is, the gain control is “linear-in-dB”.
Figure 8 is a simplified schematic of an X-AMP.
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Figure 8. Simplified Schematic of an X-AMP

The X-AMP provides the unusual combination of low noise (1.4 nV/VHz), good signal-
handling capabilities (1 V RMS at the input, 2 V RMS at the output), a constant 3 dB
bandwidth of DC to 35 MHz, constant phase and group-delay characteristics, low
distortion (~60 dBc to 10 MHz) and low power consumption (125 mW maximum per
channel). One disadvantage is some applications is the low input resistance of 100 €2, but
this is laser-trimmed to be within 2 %, which simplifies interfacing in many cases.
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Low Cost Phase Noise Measurement Technique

Jim H. Walworth
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12160 Race Track Road

Tampa, Florida
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Phase noise is one ofthe most important specifications of
an oscillator and ofien one of the most dificult to
measure. Unfrtunately it can also be one of the most
expensive test set configuraions an oscilabor
manufacturer must invest in. Many tmes the only
equipment a small company may have is a spectrum
analyzer. Usually the phase noise of a good phase
locked oscillator (PLO) will be lower than te
measurement capability of the spectrum analyzer. This
paper suggest several techniques of measuring phase
noise, notnecessarly covered previously in the lterature.

This paper will offer four basic methods of
measuring phase noise all with different price
tags.

1. Fully automated phase noise test set
such as the HP3047.

2. Measurement with the HP11729
Carrier Noise Test Set.

3. User modified (used) HP11729B test
set Phase detector method

3a. Discriminator Method

4. Utilizing a PLL itself to measure it's
phase noise with only a low cost
low frequency analyzer.

The relative price tags of the above
approaches are listed below. They are
approximate. Number 3 has the greatest
amount of uncertainty in the price since it
assumes the availability of used equipment in
the same order of magnitude found by the
author.

RELATIVE PRICES OF THE FOUR
TECHNIQUES. :

1. HP3047A SYSTEM > $110K
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2. HP11729C + HP8662A > $71.5K

3. HP11729B + SR770 < $13K
3a. HP11729C + SR770 < $13K
4. SR770 <$ 8K

(SR550) <$ 6K

Method 1. Fully automated phase noise test
set. (Figure 1)

HP 3582A
HP 35601A A
HP 8662A
Synthesizer 1 Spectrum Anal.
Interface
HP 3585A

S/A

IEEE 488 Bus
Interface

HP 9845
Computer

)

Software

Figure 1. HP 3047 System [1], [2]

The largest advantage to this technique is the
automatic calibration and compensation. All
instrumentation is connected via IEE488 buss
to collect error correction data, and
measurement data. This is by far the best
phase noise measurement system. It is also
the most expensive.

Method 2. Manually calibrated and operated
phase noise test set. Figure 2. shows the
block diagram of a manually calibrated /
operated test set up, consisting of the
HP11729C Carrier Noise test set, the
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The two channels of the AD600 and AD602 are independent, and may be cascaded for a
gain range of up to 80 dB in one package. Separate high-impedance, differential gain-
control interfaces are provided; the gain is precisely calibrated to 32 dB/Volt (31.25
mV/dB). In the AD600 the gain for each section is 0 dB for VG = <625 mV, 20 dB for
zero VG, and 40 dB for +625 mV. When VG exceeds these values, the minimum gain
becomes —1.07 dB and the maximum is 41.07 dB. The AD602 is similar, except that each
VCA provides a gain13 of -11.07 dB to 31.07 dB.

Thus, for the AD600, the gain of each amplifier is

Gds = 32*VG + 20 Eq. (10a)

while for the AD602 it is

Gds 32*Vg + 10 Eq. (10b)
A new product, the AD603, is a single-channel X-AMP in an eight-pin format. It is
optimized for IF applications, providing a basic gain range of —11.07 dB to 31.07 dB
from DC through 70 MHz. Using a simple pin-strap (Figure 9) the gain range becomes
+8.93 dB to +51.07 dB, with a -3 dB bandwidth of about 7 MHz. Using one external
resistor, any gain range in between these extremes can be provided, with pro-rated
bandwidth. The gain-scaling is slightly different, requiring 25 mV/dB, that is, exactly 1V
for a 40 dB gain-change; the control interface remains fully-differential, has an input
impedance of about 50 MQ and provides a somewhat larger common-mode range, and
lower bias currents, than the AD600/2.

13 The importance of the rather precisely-specified limits values for the gains will later be understood in
connection with the various gain-sequencing schemes used in practical applications to be presented.
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HP8662A synthesizer, a low frequency
spectrum analyzer, and a microwave spectrum
analyzer.

HP 11729C

HP 8662A — ] HP 3585A

[

HP 85668

Unit under Test

Figure 2. HP 11729C System

The block diagram of the HP11729B carrier
level test set is shown in Figure 3. This test set
has the basic components to make
measurements in either the phase detector
method or the discriminator technique. Both

techniques are described in the HP Product
Note 11729B-1

Method 3. HP 11729B phase noise test set
and a low frequency spectrum analyzer.

This system can be used to measure phase
noise without the synthesizer for specialized
applications. The diagram in Figure 4 shows
the HP11729B with one slight modification to
allow the injection of a microwave VCO.
(instead of the synthesizer) to mix with the unit
under test (U.U.T.). The modification is not a
difficult one since it only requires the removal
of connectors inside the unit and the addition
of another connector to the front or rear panel.
We chose to remove the "AUX" connector on
the front panel and replace it with an SMA
panel mount bulkhead.
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Figure 3. 11729B Block Diagram [1]
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Figure 4. Modified 11729B Block Diagram [1]
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10 T0 +20 48 0w wed
»70 MHz Bandwidth 48 Mz Sandwidth

+10%0 5048
6 Mz Bandwidth

Figure 9. Pin-strapping to Set the AD603 Gain
(The capacitors are optional and serve to extend the bandwidth)

The two sections of an AD600 or AD602 or two AD603s can optionally be operated in
parallel, to achieve an input noise spectral density of 1 nV/VHz with no compromise in
other aspects of performance.

60 dB AGC System with Optimal Signal-to-Noise Ratio

By way of illustration, we show how to use the AD600 in a 10.7MHz IF application.
Recall that each section provides a gain range of about -1 dB to +41 dB with independent
control. These two sections can be cascaded to provide a maximum gain of 82 dB (2*41
dB), as shown in Figure 10, but the inclusion of a doubly-terminated, lossy BPF lowers
this by approximately 20 dB, as indicated on the figure, to 62 dB. The minimum gain is
therefore —22 dB (that is, 2*(~1 dB) — 20 dB).
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The disadvantage to this technique is the fact
that you must now have a low noise VCO as
good as or better than the VCO inside the
source under test. This also increases the
uncertainty of the measurement accuracy
since the contribution of the VCO isn't exactly
known. It is a good idea to use a VCO that is
either identical in design to the VCO inside the
U.U.T. or one with known better phase noise.

The frequency of the crystal oscillator, and the
offset frequency, is not critical but must be
greater than 15 MHz in order to prevent
saturation of the 40 db LNA inside the 11729.
If you are so inclined, the 11729 can be further
modified to add another filter of lower cutoff
frequency in front of the LNA, thereby allowing
a lower offset frequency.

Since the crystal oscillator is of much lower
phase noise than the source under test, the
phase noise it contributes is not very
significant. Calibration and measurement of
this configuration is now the same as that
described in the product note "HP11729B-1"
with the exception that you must add 3 dB to
the noise for the effect of second VCO.

3a.) Frequency discriminator method with the
HP11729.

The HP11729C" with the built in 640 MHz
oscillator can be utilized in the discriminator
mode by following the procedure described in
PN11729C-2 [2]. An alternative to purchasing
the

current model of the 11729 is to purchase a
used HP11729B and buy a good low noise
640 MHz source. A low cost approach to
obtain the 640 MHz source is to purchase a
low phase noise 160 MHz crystal oscillator
and build the circuit in Figure 5 utilizing low
cost doublers, amplifiers and a filter.

DEH & -

+10dB +10dB

160 MHz

Figure 5. Low Noise 640 MHz Source

The discriminator method is accurate but can
require a rather long delay line in order to
obtain the required sensitivity. The HP product
note PN11729C-2 [2] has a detailed
discussion of the delay line discriminator.

Note that the 11729 makes it's measurement
by looking at the noise outside the loop
bandwidth.  The loop is calibrated by
unlocking and offsetting one source to
produce a beat while attenuating the U.U.T. by
40 db to prevent saturation. Also the loop
bandwidth correction factor is determined by
injecting a source and recording the loop
transfer characteristics. These are described
in PN 11729B-1 [1].

Method 4. Using P.L.L. to Measure it's own
phase noise. Compare the basic phase
detector of diagram Fig. 6 to the diagram of a
sampling P.L.L. Fig. 7.

Unit under Test

aY
LNA
BB
LPA Anal.
LBW
Filter
Ref. Source PLL

Figure 6. Phase Detector Technique

Loop
Filter (LPF)
X-tal I_
Ref. SRD PD
Phase Volts

f— XN < Monitor

(Varactor

Voltage)
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Figure 7. Sampling P.L.L. Diagram
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This amplifier system includes a simple one-transistor detector, which also provides a
means to integrate the AGC error signal!4. However, this may be omitted and gain
control effected by DSP if desired. In either case, the fact that the gain control voltage is
“linear-in-dB” means that the AGC voltage bears an exact correspondence to the decibel
level at the input, that is, it provides an accurately-calibrated RSSI (Received Signal
Strength Indication) function.

IF
OUTPUT

ns
2048 OFFRET
AGC
VOLTAGE
Range of A1: -1dB te 4148 OUTPUT
Range of A2: 2048 te 4148

Figure 10. 60 dB AGC Amplifier

It is not necessary to provide any nonlinear shaping of the control signal because the gain
of each X-AMP section remains accurate (at its minimum or maximum value) even when
the control input is overdriven. The only care needed is in providing the correct amount
of offset between the two sections to use the full gain range possible in each half of the
ADG600. In this system, A2 compensates for the 20-dB loss due to the bandpass filter and
termination resistors, which leaves only half of its range, while A1 provides the full 42
dB. R4 and RS provide this gain-control offset between the two amplifier sections,
ensuring smooth transitions between the gain segments of each section.

The input impedance of this system is optionally padded to 50 Q by the addition of R1 in
shunt with the 100 Q input resistance of the AD600. The output can drive 2V RMS into a
final load of 200 €. For illustrative purposes, a 10.7 MHz ceramic filter (Murata
SFE10.7) that requires 330 Q terminations at both source and load is used.

14 The operation of this detector is explained at length in the AD600/2 data-sheet.
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Notice the distinct similarity in the functional
block diagrams. This leads to the proposed
technique of using the P.L.L. to measure it's
own phase noise. Most P.L.L.'s have a test
monitor point available after the loop filter to
monitor the VCO voltage. This test point is
very similar to the point used to measure
phase noise in the test set except that it is
inside the loop bandwidth instead of outside
the loop bandwidth. This implies that it should
be possible to monitor the noise at this test
point with a baseband spectrum analyzer and
determine the phase noise of the P.L.L. If the
measurements are made within the loop
bandwidth, the noise on this test point is the
composite phase noise of the entire P.L.L.

This technique with no further correction is
quite valuable for checking relative phase
noise in a production environment. It is
possible to simply clip lead a good F.F.T.
analyzer to the PV test point of a P.L.L. and
compare relative phase noise of several units.
There are, of course, two basic assumptions;
1) the loop bandwidths are the same or
sufficiently wide that the bandwidth doesn't
affect the measurement, 2) the VCO constants
are the same. The VCO constant can be
determined by varying the reference oscillator
enough to give +0.5V or less on the VCO
curve, while observing the Af on the output.
This small delta measurement should be
made about the nominal operating point.

Kv=A/AV (MHZ/V)

As long as the measurement frequency, fm, is
within the loop bandwidth, the phase noise
can be calculated from the measured voltage
and the VCO constant Kv. The absolute level
of the noise voltage within the loop at the VCO
input must be measured with a low frequency
spectrum analyzer or wave analyzer. The
Stanford Research SR550 is a F.F.T. analyzer
that can measure the spectral noise density at
an economical price. Wave analyzers such as
the HP3581C series are also low cost
methods of measuring the rms voltage at a
specified frequency, fm, away from the carrier.
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Knowing the VCO constant, Kv, and having
measured the rms voltage, Vrms, at an offset
frequency, fm, in a resolution bandwidth,
BWres, the rms F.M. deviation can be
calculated from:

Af = Vrms * Kv * V1Hz/BWres [Hz] (1)

Next the relative level of the FM carrier
sideband ratio is calculated from the
conventional FM theory. Obviously the
voltage modulating the VCO is of a sufficiently
low level to make the modulation index
magnitude much less that 1, (M<<1).
Therefore, the carrier to sidebands is defined
by equation (2)

Psb = Power density in the sideband

)

Pc Power of Carrier

(This is also the definition of phase noise,

L))

L) Psb-20Log 10 (_af )
Pc (V2+ (tm) J

Where Af = rms deviation in Hz
fm = Noise modulation frequency in Hz.

[3]

With the measured voltage and modulation
frequency, calculate Af using equation (1) and

using Af and fm calculate [ (fm) using
equation (2).

Example:

A 13 GHz PLO was tested by varying the
reference frequency above and below the
operating point. The VCO constant was
measured as 0.935 MHz/volt.

The low frequency analyzer was connected to
the VCO test point and the rms voltage

measured at 10KHz as 393nV/VHz.
From (1)
= 0.367 Hz

Af = 0.393 * 10-6 V + 0.935+106 Hz_
Y;
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An interesting aspect of this amplifier is the behavior of the complete AGC loop under
rapidly-changing input levels. Using a relatively small value for C1 the response time can
be fast enough to allow the use of the AGC voltage as a signal output; for some
modulation modes, the exponential nature of the transfer function is tolerable. Figure 11
shows the AGC output in response to different input levels, when the 10.7 MHz signal is
modulated to a depth of 50 % by a 10 kHz square-wave. The constant 6 dB difference
between the maximum and minimum signal levels results in a constant 188 mV (6dB *
31.25 mV/dB) variation on the AGC line.

Figure 11. AGC Response (see text)




From (2)

L(10KHz)=20Log10( 0.367 1= -91.7 dbc/Hz
| Vor104

Compare this to the HP 8566B analyzer
reading of -61.6 dB in 1 KHz or -91.6 dBc / Hz
(Reference Figure 9). Remember that this
technique is valid only if the measurement is
within the loop bandwidth. If it is not, the noise
of the VCO outside the loop bandwidth will not
be present as an error voltage within the loop.

Figure 8 is a direct plot from the SR770 F.F.T.
analyzer in the Power Spectral Density (PSD)
mode [4]. This mode selection automatically
computes the resolution bandwidth with
respect to 1 Hz. Note that this display is not a
normal spectral amplitude display. It is a
display of the rms frequency deviation versus
modaulation frequency.
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Figure 8. SR770 Spectral Density Display
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Figure 9. Hp 8566B Spectrum Display
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This data doesn't become phase noise
spectral information until equation 2 is applied
to the data. One nice feature of the SR series
analyzers is that it has a built in floppy disk on
which the display information can be written in
IBM ASCIl format. This data can then be
processed with a PC and appropriate
software.

For comparative purposes, Figure 9 is a direct
plot from a HP8566B spectrum analyzer with
the carrier offset to the left and total span
equal that of the SR 770. Several frequency
points have been analyzed from Figure 9 and
compared to Figure 10. This data indicates
that the 10 KHz point is within the loop
bandwidth of the P.L.L. and correlates well.
The 50 KHz point is approximately 3 db off
and the 100 KHz point 6 db off. This indicates
that the measurements at these points are
outside the loop bandwidth and must be
ignored or compensated for.

Compensating for loop bandwidth effects
require that the P.L.L. have an injection point
that will allow measurement of the loop
response to an outside stimulus.

If the P.L.L. manufacturer will cooperate with
the purchaser, an additional loop injection test
point can be provided to allow insertion of a
test signal for measurement of the loop
attenuation outside the loop bandwidth.
Figure 10. shows a block diagram of the
required loop with additional test point.
TP

X-tal l_
Ref. PD

ol

Unit under Test

<PV

Figure 10. Modified PLO
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A Log-Limiting IF Amplifier

Systems that use phase- or frequency-modulation often require an IF amplifier that
provides an amplitude-limiting response. In many cases, the overall phase-shift in this
amplifier must be very stable with fluctuations in the signal level. Some digital-mobile
radio standards also require accurate signal measurement (Received Signal Strength
Indication, or RSSI) in order to control transmitter power levels at both the mobile and
fixed stations, thus ensuring the use of the minimum power to maintain reliable
communications. This function is appropriately provided by a logarithmic amplifier.

The Analog Devices’ AD606 was developed for such applications. It is a complete
monolithic nine-stage logarithmic amplifier having a dynamic range of over 80 dB (from
—75 dBm to at least +5 dBm) and providing a limiting output with a gain of 100 dB. It is
usable to 70 MHz and consumes only 65 mW from a single 5 V supply. It may be rapidly
powered-up or down (to about 100 pA) by a CMOS-compatible logic input.

Figure 12 shows a typical application of the AD606. The nominal slope at the low-
impedance RSSI output is 37.5 mV/dB up to 15 MHz; it drops to 35 mV/dB at 45 MHz.
Optional adjustments R1 and R2 allow accurate ¢alibration of the slope and intercept.
The hard-limited output is 200 mV (pk-pk) minimum across the typical 20092 load
resistor (R3 in Figure 12). The phase at this output is maintained to within £3° over the
80 dB range at 10.7 MHz.

RF INPUT

\A A
ga
]

— b—0 UMITER OUTPUT
v -0 LOGARITHMIC
OUTPUT
SLOPE
ADJUSTMENT
210%

Figure 12. The AD606 80-dB Log/Limiting IF Amplifier



Utilization of this test point will be in the same
manner as described in PN 11729B-1 page
19 [1]. One obvious difference will be that the
curve will have the opposite characteristic
from Figure 4.14 in PN11729B-1 [1].

In conclusion, three conventional and one
new method of phase noise analysis have
been presented. The conventional methods
require expensive equipment but yield
accurate results. The newly proposed method
takes advantage of the fact that the phase
noise of a loop is present within the loop in a
measurable form. The low cost aspect of the
equipment required for measurement takes
advantage of powerful processor technology
applied in an affordable F.F.T. analyzer.

The author has utilized this technique for
several years for relative comparison of
production oscillators. Only recently has the
technique been applied to an absolute phase
noise measurement tool. It is hoped that
others will conduct further research and
analysis to improve the accuracy of the
technique.
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A 250-MHz Voltage-out Analog Multiplier

Analog multipliers are useful in a variety of signal-processing applications. They may, for
example, be used as voltage-controlled ampliﬁc}s, exhibiting a linear gain-control
function, where the signal level and the required control range are both moderate. In the
past, these have usually been limited to two types: (1) “analog computing” multipliers,
with low to moderate bandwidths (1 MHz for the industry-standard AD534, or 10 MHz
for the AD734, which may also be used as an analog divider with a 60-dB gain range)
and operating at high signal levels (10 V full-scale) and requiring +15-V supplies, or (2)
very high bandwidth multipliers such as the popular AD834, having open-collector
outputs.

The AD83S is an advanced analog multiplier which is fabricated using a very fast
dielectrically-isolated complementary-bipolar process, providing four-quadrant operation
from X- and Y-inputs of nominally £1V and a voltage output capable of driving loads as
small as 25 Q. In its basic mode of application its 3 dB bandwidth is 250 MHz. This
multiplier has much lower noise than the AD534 or AD734, making it attractive in
signal-processing applications as a gain-control element.

The function provided is, in its most complete form

_ (X1-X2)(Y1-Y2)
- v

+ Z Eq. (11a)

where W, X, Y and Z are all voltages. The concept of this multiplier can be more readily
appreciated by setting X = X1-X2, Y = Y1-Y2 and Z = 0, when we can write

W = XY Eg. (11b)

provided it is understood that all signals are expressed in Volts.

The AD835 is packaged in an 8-pin format, and in spite of its high bandwidth is very
versatile and easy to use. A useful feature of the AD835 is the capability to add another
signal to the output using the variable “Z” in Eq. (11a), a voltage applied to pin 4. We
will here show three applications of the use of this feature: a wideband voltage-controlled
amplifier, an AM modulator and a frequency-doubler. Of course, the AD835 may also be
used as a square-law detector (with its X- and Y-inputs connected in parallel), useful to
well over 250 MHz, since this is only the bandwidth limitation of the output amplifier.
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EXTERNALLY-INDUCED TRANSMITTER INTERMODULATION:
MEASUREMENT AND CONTROL

Erni

e Franke

E-Systems, ECI Division
P.O. Box 12248 MS 28
St. Petersburg, FL. 33733

RF power amplifiers used for AM, FM, and TV broadcasting
and for mobile, portable and base station radio transmitters are
designed for maximum efficiency and output power, and not
linearity. Intermodulation products can be generated in the
final stages of power amplifier as a result of the mixing of the
carrier frequency with one or more external signals coupled
back through the transmitting antenna. Industry uses several
terms such as reverse intermod, back intermod, and antenna-
induced intermod to describe this externally-induced transmitter
intermodulation. The level of these intermod products may be
characterized in the laboratory, by injecting a known swept-
frequency signal level into the output port of the power
amplifier, and then used for radio system interference analysis.
Although straight forward in concept, the measurement
procedure and the interpretation of the results of intermod
testing often cause considerable misunderstanding.

With the advent of wideband transistor power amplifiers and
the need to operate at crowded repeater sites, especially with
frequency-agile synthesizers, the characterization of broadband,
externally-induced intermod performance becomes more
important. Transistor amplifiers provide a wideband match
allowing spread spectrum, fast tuning, and frequency hopping
operation. This is required for mobiles operating in military
tactical or cellular mobile telephone environments. Vacuum
tubes have intermod performances similar to transistors, but
tube power amplifiers typically operate in narrowband, cavity
or high-Q output circuits which offer rejection both to the
incoming interfering signal and to the generated intermod
product.

This article describes how to examine externally-induced
intermod performance using a wideband technique for
characterization of modern power amplifiers. Variables such as
supply voltage, transistor operating point, etc. are examined
for effects on intermod performance. Methods of improving
intermod performance through circuit design and through the
use of external devices are also investigated. With this insight
into the intermod process, the confusing measurements in the
field or in the lab may be better understood and the intermod
performance improved.

INTERMOD INTERFERENCE

Intermodulation (intermod) products can be generated in the
final amplifier stages of radio transmitters that are in close
proximity with other transmitters, receiver front-ends or
mixers in proximity with several strong signals, common
antenna feed systems, and rusty or corroded metallic structures
that are exposed to high RF fields. A nonlinear amplitude
response in the transmitter output power amplifier, an over-
driven receiver front-end, an oxidized antenna or a corroded
cable in a multiple-transmitter location can all give rise to
intermod interference which masks desired weaker signals at
the receiver. Although receiver and metallic intermod may be

present in such an environment, the major source of
interference is due to externally-induced transmitter intermod,
and will thus be the thrust of this article.
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FIGURE 1 Co-site transmitter intermod interference is
caused by mixing action in the output stage of an RF power
Amplifier. Circled numbers represent gains and losses from

the intermod budget below.
RF Budget for computing externally-induced transmitter
intermod interface
TABLE 1
I . Equip E Descript ' "
1 Co-Site TXgp Fp Co-Site Interfering Power tVSO d)Bm (100
aus
2 Co-Site TXg FB Output Filter Cavity Loss -1dB
3 Co-Site TXB FB Transmission Line Loss -2dB
4 ANTB FB Antenna Gain Toward TXA +3dB
5 TXp-10-TXA FB Space Loss from ANTB to ANT A -2dB
6 ANTA F Antenna Gain in Direction of TXB +5dB
7 TXA FB Transmission Line Loss -15dB
8 XA FB Output Filter Cavity Loss 148
9 TXA FB Externally-Induced Interference Power  +20 dBm (0.1W
into TX A Power Amplifier
10 TXA FB-to- Third-Order Intermod Performance of -20dB
(2FA -Fp) Power Amplifier
11 TXA 2FA -FB  Output Filter Loss (2FA-FB) ~FB -1dB
12 TXA 2FA-FB  Transmission Line Loss (2F A-F B ~Fg -2dB
13 ANT A 2FA-FB  Antenna Gain in Direction of Co-Site RX +6 dB
14 ANTA -to- 2FA-FB  Space Loss -90 dB
ANTRX
15 ANTRX 2FA-FB  Antenna Gain Toward TXA +7dB
16 Co-Site RX 2FA -FB  Transmission Line Loss -2dB
17 Co-Sitt RX  2FA -FpB  Input Filter Cavity Loss -1dB
18 Co-Site RX 2FA -FpB Interfering Signal Input at RX -83 dBm (16pV

Intermod interference generated in a transmitter output stage
typically occurs at sites where transmitter antennas are located
in close proximity to each other and mutual coupling exists
between these antennas, Figure 1. The power radiated from a
co-located interference transmitter (TXB) may be coupled into
the antenna of the transmitter in use (TXA). It must be
emphasized that both the transmitter under inspection (TXA)
and the interference station (TXp) are both operating properly
and if either were operated alone they would not generate
intermod products. Many installations which share the same
mast often bundle transmission lines together in a trough,
where the signal from one transmitter couples through the
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A Wideband Voltage-Controlled Amplifier

Figure 13 shows the AD835 configured to provide a gain of nominally 0 to 12 dB. (In
fact, this range extends from well under —12 dB to about +14 dB). R1 and R2 set the gain
to be nominally X4. The attendant bandwidth reduction that comes with this increased
gain can be partially offset by the addition of the peaking capacitor C1. Although this
circuit shows the use of dual supplies, the AD835 can operate from a single 9-V supply.

VOLTAGE

Y

Vin

Figure 13. Voltage-Controlled S0 MHz Amplifier using the AD835

The AC response of this amplifier for gains of 0 dB (Vg=0.25V), 6 dB (Vg=0.5V) and
12 dB (Vg=1V) is shown in Figure 14. The phase may be inverted by the sign of VgG.
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Figure 14. AC Response of VCA
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RELATIVE AMPLITUDE (dBc)

braid of the coaxial cable into the output port of another
transmitter. This results in interfering signals entering the
final amplifier stage of the intermoding transmitter or power
amplifier. Since most transmitters operate in either the Class
C, D or E mode for maximum efficiency, the power amplifiers
are non-linear and hence act as mixers. The desired carrier
signal frequency (FA) mixes with the interfering signal (FB) to
produce intermod products (Frf), which are then re-radiated via
the transmitter antenna (ANT A), just as is the desired signal,
and are received as interference signals by nearby receivers.

INTERMODULATION PRODUCT FREQUENCIES
Let's begin by defining externally-induced transmitter
intermodulation distortion. It is simply the mixing of
frequencies in the final transmitter stage to generate new
frequencies, which are then radiated from the transmitting
antenna. This is different from the intermod distortion
performance of a linear power amplifier used for single
sideband or digital data service where two-tone test signals are
injected at the input of the power amplifier stage. If two
signals are present in a non-linear device, such as in the output
stage of a power amplifier, mixing will occur, creating
additional spurious signals according to the simple sum and
difference mixing formula:
Fim = inFA + mFp
where; FM = frequency of the intermod product

FA = frequency of the intermodulating transmitter

FB = frequency of the co-site interference signal

n,m=123....integers
If more than two frequencies are involved, the number of
combinations rises rapidly. The order of the intermod product
is equal to the sum of the integers n plus m. The most
important intermod products are those that are closest to the
carrier frequency with low integers, because they are both the
strongest and the most difficult to filter. The third-order
products (2F A - Fg and 2Fp - Fp ) and the fifth-order products
(3FA - 2Fp and 3Fp - 2F A ) are shown in Figure 2. The
amplitude of each product is shown relative to the output
signal carrier level (dBc). The third-order intermod performance
is simply the difference between the co-site interfering signal
level and the largest 3rd order product. The intermod products
are spaced at the difference frequency (FB - FA).
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Ul Trensmitter
Output
1 Co-Site
= —_— - - interfering
B - === == »
Largest Third-Order Transmitter
Third-Order Intermod Signal
Intermod Performance At=Fy F
— Produgt _ N _ _ _ A
-50 I
T Tt ’l‘—l\f -+
- | I A
150 MHz 151 MHz 152 MHz 153 MHz 154 MHz 155 MHz
(36, - 2) (2Fx-Fp (Fa) (Fg) (2Rg-F,)  (3F -2F,)
Flith-Order Third-Order Third-Order  Fifth-Order

FREQUENCY (MHz)

FIGURE 2 A nearby interfering transmitter signal Fg
mixes in the non-linear output stage of a power amplifier with
the second harmonic 2F A of the operating frequency to form a
strong third-order intermodulation product at 2F A - FB,

In a typical transmitter output circuit, as shown in Figure 3, a
co-site interfering signal (Fp) is coupled into the antenna from
a nearby transmitter and beats with the second harmonic of the
operating frequency (2FA) in the collector or drain circuit. The
third-order, sum intermod product (2F A + FB) is blocked from
the antenna by the lowpass filter (LPF), normally present in a
transmitter to reduce harmonic energy. The third-order,
difference intermod product (2F A - FB) however will readily
pass through the LPF and be radiated by the antenna. If the
interference frequency is close to the operating frequency, even
a high-Q cavity filter will not reflect the interfering frequency
or filter the intermod product.
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FIGURE 3 The third-order intermod product (2FA - FB)
easily passes through the output lowpass filter if FA and Fg
are reasonably close to the same frequency.

J
Intermodulation products are not only frequency related, but
amplitude related as well. Because the second harmonic power
varies 2 dB for each 1 dB change in output power, the
intermodulation signal power for the (2F A - Fp) third-order
intermod product also varies 2 dB for each 1 dB of variation in
normal transmitter output power. The intermod product power
however varies directly dB for dB with the incoming
interference signal power for this product. The signal level of
the weaker (2Fp - Fp) intermod product however varies 2 dB
for each 1 dB of variation in interference power. This power
relationship is helpful for discerning the exact intermod
culprit. This power relationship is shown in Figure 2 for
close-in products, where the interfering signal is injected 30 dB
below the normal transmitter output and the resultant intermod
product is 20 dB below this interfering signal level. Class C
power amplifiers typically display a third-order, externally-
induced intermod performance between 15 and 30 dB. Higher-
order intermod products will drop 15 dB for each successive odd
higher order. The 5th order products are typically 15 dB lower
than the third-order products and the seventh-order products are
approximately 30 dB down from the third.

CO-SITE INTERMOD BUDGET

A typical co-site environment involving a 100 watt transmitter
(TXB) coupled into a transmitter (TX A) creates a third-order
intermod product (2F A - FR), as itemized in Table I. Because
the interfering transmitter frequency (FB) is very close to the
desired operating transmitter frequency, the transmission line

INTERMOD
PRODUCT
2Fp-Fg
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An Amplitude Modulator

Figure 15 shows a simple modulator. The carrier is applied both to the Y-input and the
Z-input, while the modulating signal is applied to the X-input. For zero modulation, there
is no product term, so the carrier input is simply replicated at unity gain by the voltage-
follower action from the Z-input. For X = +1 V, the RF output is doubled, while for X =
-1V itis fully suppressed. That is, an input of X = £1V corresponds to a modulation
index of 100 %. Carrier and modulation frequencies can be up to 300 MHz, that s,
somewhat beyond the nominal 3-dB bandwidth.

Of course, a suppressed-carrier modulator can be implemented by omitting the
feedforward to the Z-input.

Figure 15. Simple Amplitude Modulator using the AD835

Frequency-Doubler

Finally, Figure 16 shows a frequency-doubler which provides a relatively constant output
over a moderately-wide frequency range, determined by the CR product of C1 and R1.
The voltage applied to the X- and Y-inputs are exactly in quadrature. at a frequency
f=1/2rC;R; and their amplitudes are equal. At higher frequencies, the X-input becomes
smaller while the Y-input increases in amplitude; the opposite happens at lower
frequencies. The result is a double-frequency output, centered on ground, whose
amplitude of 1V for a 1 V input varies by only 0.5 % over a frequency range of £10 %.
Because there is no “squared” DC component at the output, sudden changes in the input
amplitude do not cause a “bounce” in the DC level.




losses and filter losses at each site will be approximately the
same for the desired operating, interfering and intermod
frequencies. The antenna gain at each frequency will however
not necessarily be the same because of directionality. Itis
interesting to note that the desired output power level of the
transmitter under question (TX A), which generates the
intermod products, does not enter into the equation. The
transmitter power level is always assumed to be much larger
than the co-site coupled interference power level, and simply
acts as a pump for generating mixer intermod products.

The resultant intermod product signal level of -83 dBm at the
input to a nearby sensitive receiver will most likely overpower
the desired signal. To minimize receiver interference, the
amplitude of the intermod product needs to be on the order of
the noise figure of the receiver. Thus even -20 or -30 dB of
intermod performance at the output stage of a transmitter itself
is inadequate for receiver interference protection. Control of
intermod interference takes the combined effort of power
amplifier design, band-pass and band-reject filtering, antenna
separation, circulators, and frequency planning to effectively
control intermod interference.

=

The first step in any intermodulation analysis is to write out a
table of all frequencies present at a site and then compute the
intermod products. Next it is essential to determine whether
the intermod product originates at the transmitter, receiver or a
combination of both. A variable RF attenuator placed at the
receiver input permits observation of any overloading effects.
An intermod product, which is produced due to receiver
overload, will drop drastically as soon as the signal causing the
overload is attenuated below the overload point. If the
intermod product drops at the same rate as the introduced
attenuation, then the receiver is not the cause and each co-site
transmitter must be investigated. If the intermod product drops
by twice the attenuator setting, the problem is in the receiver
and the troublesome product is second-order. Third-order
products in the receiver drop 3 dB for each 1 dB change in
front-end attenuation.

Transmitter intermod is most easily identified by turning off
suspected transmitters, changing antennas, changing operating
frequencies, or operating transmitters into dummy loads. If
only the interfering power is decreased by 10 dB, the (2F -
FpB) internal product will reduce by 10 dB, while the other
third-order (2FB - FA) product will drop by 20 dB. This
reduction in signal level should be reasonably close (3 dB) to
this predicted value. If two FM voices are heard
simultaneously at normal levels, it is probably second-order
intermod. If the voice on the intermoding transmitter channel
sounds loud and distorted, the intermod is likely to be third-
order (2FA - FB), or possibly fifth-order intermod. The
deviation of the carrier signal FA is multiplied, whereas the
deviation of interference signal FB remains constant.

MEASUREMENT SET-UP
Extemally-induced intermod performance is best described, not
by a third-order intercept point as is done for small-signal
linear amplifiers, but by a third-order intermodulation
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distortion (IMD) measurement using a carrier injected into the
power amplifier output port. The performance is always stated
for the third-order (2F A - FB) product, because it is the largest
product. The device under test can be a single transistor in a
fixture containing input/output matching, an amplifier
module, or an entire high-power transmitter.
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FIGURE 4 A continuous curve of intermod performance,
including close-in measurements, may be made using the
wideband test set-up.

A wideband equipment arrangement [1] for measuring the
externally-induced intermod performance of transmitter (TXA),
Figure 4, shows a directional coupler for measuring both the
forward carrier power at the operating frequency (Fa) and the
intermod product levels. Two more directional couplers are
added to inject the level of the co-site transmitter power at the
interference frequency (F) and to display the actual injected
value on the spectrum analyzer. The broadband co-site
interference signal is injected using a broadband isolator to
avoid intermoding in the sweep power amplifier.

The wideband intermod test set-up is used to plot the intermod
performance as a continuous function of frequency separation
on both sides of the carrier frequency. The spectrum analyzer
is configured for a maximum hold display, while the
interfering frequency is only swept on one side of the carrier.
Because the third-order (2F A - FB) internal product, which
shows up on the opposite side of the carrier from the injected
signal, is the strongest intermod product, it is always the
resultant intermod performance curve recorded by the peak hold
display function. A plot is performed before the interference
signal is swept on the other side of the carrier and then plotted
again. By selectively lifting the plotter pen, a plot of only
intermod performance is obtained. The resultant display of a
typical 150 watt, push-pull UHF power amplifier yields a clear
picture of third-order intermod performance , Figure 5,
especially for close-in products. The horizontal axis shows the
injection frequency relative to the output carrier while the
vertical axis shows worse-case third-order intermod energy.

The extemally-injected interfering frequency is always on the
opposite side of the carrier from the intermod energy.
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Figure 16. Broadband “Zero-Bounce” Frequency-Doubler

Summary

While there is a clear progression toward highly-integrated ASICs for modern high-
volume communications applications, many of the key challenges remain in the area of
high-performance analog-signal manipulation using moderate scales of integration. By
focusing on some of the key challenges in this area, Analog Devices has been able to
achieve some major performance advances. Thus, the AD831 the first monolithic mixer
to provide a third-order intercept of +30 dBm with a noise figure of 12 dB and to include
a high-bandwidth low-noise output amplifier affording high conversion gains; the X-Amp
concept, embodied in the AD600, AD602, and AD603, provides a unique combination of
low noise, low power, wide bandwidth and low distortion, with the added benefit of
exactly-calibrated “linear-in-dB” gain control; the AD606 is the first monolithic nine-
stage log-amp to be offered, and operates at only 65 mW from a single 5-V supply; the
ADB835 four-quadrant analog multiplier uses an advanced IC technology to provide a 250
MHz bandwidth in a voltage-output format. These, and a broad range of high-speed
amplifiers and A/D converters, as well as a growing catalog of DSP products, provide a
wide variety of solutions to the designer of state-of-the-art communications systems.
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Figure 5 By sweeping the injected interference frequency, a
clear picture of close-in, third-order intermod performance is
produced. In this case it varies between 25 and 40 dB.

If the interference is so close to the carrier that a bandpass filter
cannot provide the required selectivity, a ferrite isolator must
be used. An isolator is a circulator with the third port
terminated. The circulator, Figure 6, is a device which uses
the interesting gyromagnetic behavior of ferrite. A
transmission line is sandwiched between two ferrite discs
inside a static magnetic bias. The 3-port circulator has the
property that RF incident at port 1 emerges at port 2, a wave
incident on port 2 emerges at port 3 and a wave incident at port
3 emerges at port 1 in a cyclic or circulating manner. An
interference signal coupled into the antenna will be shunted to
the circulator termination. Approximately 20 to 30 dB of
reverse isolation is achieved for each circulator section added.
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FIGURE 6 Interaction between the magnetic field of the RF
signal and the magnetically biased ferrite produces a tendency
for the signal to follow a circulating path.

CLOSER EXAMINATION OF INTERMOD GENERATION
The intermod products present at the output circuit of a power
amplifier are dependent on several items; the level of injected
interference signal, power amplifier output return loss,
amplifier linearity, operating frequency, spectral proximity of
the interfering signal, reverse isolation of the final stage, bias
circuitry, supply voltage, and power combining techniques.

Third-order intermod performance improves for example,
Figure 7, as the RF output power level is decreased or as the
power supply voltage is increased. The intermod performance
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consistently improved by 10 dB for each 5 Vdc increase in
power supply voltage. The varactor effect of an RF voltage
modulating the output capacitance becomes a smaller part
compared to the steady state component. It also improves as
the required output power is backed off from the design value,
which is 70 watts for the example shown. Atlower power,
the third-order intermod power varies 2 dB for each 1 dB change
in output power level. At higher power levels the intermod
performance degrades 3 to 5 dB for each 1 dB change in
power.Typically the final stage in an FM transmitter is
operated in class C very close to its saturated power level for
maximum efficiency. Distortion due to saturation may be
decreased if the size of the output transistor is increased or if
the output power is turned down, usually with a slight
sacrifice in efficiency.
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Figure 7 Third order intermod performance improves as the
power level is decreased or as the power supply voltage is
increased.

Measured externally-induced intermod performance may also be
partially composed of forward intermod products. The
collector-to-base or drain-to-gate capacitance is typically large
enough and the base or gate impedance levels are high enough
that reverse transmission values of -10 to -20 dB are common,
Thus the interfering signal appears at the input to the final
stage and mixes in the same manner as in forward
intermodulation measurements for linear power amplifiers.
Signals reflected off interstage filters, several stages before the
final output stage, have been observed to affect third-order
intermod performance, as shown in Figure 8.
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FIGURE 8 The intermod perfomance of a power amplifier
is a composite of the forward and reverse intermod of the driver
and final amplifiers.
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ABSTRACT

In communication systems, modern transmitter and receiver designs use digital signal processing
(DSP) microprocessors. DSPs can compute complex mathematical expressions over ten times
faster than a conventional microprocessor of similiar complexity. In a receiver, DSPs are used to
demodulate signals from IF to baseband. In a transmitter, a DSPs are used to modulate the
baseband signal to IF and to precondition the outgoing signal before it is attenuated by the
channel. If the baseband signal is data instead of voice, a DSP can be used to decode the
complex analog signal that represents the data to binary information. DSP based transmitters can
be used to encode digital information. A DSP's reprogrammability makes possible a modem that
employs different encoding and decoding schemes. DSPs can improve noise performance of a
transceiver using digital filters and automatic gain control. The same circuit can be used to
transmit and receive either sampled voice or data. This paper surveys the use of DSPs in radio
transmitters.

INTRODUCTION

Digital signal processors are used extensively in telecommunication systems for cancelling echos,
detecting tones, conferencing multiple voice channels, and compressing sampled voice data.
DSPs are commonly used in central office (CO) switches, private branch exchanges (PBX), and
voice mail. The advantage of DSP is reconfigureability since it executes programs from RAM.

The DSPs discussed in this paper are general purpose and fully programmable. They execute
instructions from memory as the CPU in a personal computer does. By downloading a different
program to the DSP, the system's function can be altered. Another advantage of a digital signal
processor over analog componenets is the ability to process multiple channels through a single
signal path. For example, one DSP can detect touch tones on 30 telephone lines simultaneously.

Some available DSPs are designed to perform a single function such a modulation/demodulation,
modem signal decoding, or digital filtering. These components perform one function with higher
throughput than a general purpose DSPs and are often required in high bandwidth digital radios
where multiple channels of information or voice are multiplexed in a single band. These
components are necessary in high speed radio modems (100Kbits/second). These components are
typically more expensive than a general purpose DSP.

DSP PERFORMANCE
A DSP has performance limitations. The limit is the number of instructions that can be completed
between samples. A DSP that executes instructions at 16MHz and uses an A/D converter (ADC)




‘The intermod performance or turn-around loss of a power
amplifier is related to the level of the interfering signal,
frequency spacing between the transmitter carrier frequency and
interfering frequency, the bandwidth of the transmitter, and the
value of loading. It is not only a function of the power
amplifier output circuit bandwidth, but also of the input
circuit. An experimental arrangement for measuring reverse
isolation is shown in Figure 9.
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FIGURE 9 The reverse isolation of power amplifier may
be measured under actual operating conditions by injecting a
sweep signal into the output port and monitoring the input.

Bias network impedance can also influence intermod
performance. Beat notes between the operating frequency and
the interfering frequency can be formed both at the output and
at the input of a power amplifier. These low frequency
difference frequencies can then modulate the operating
frequency and appear on the spectrum analyzer in the same
manner as third-order intermod products. Solid-state amplifiers
typically have a much higher gain at low frequencies, as seen
in Figure 10 for a typical VHF bipolar transistor. The power
gain expression contains a 1/£2 term indicating that the power
gain decreases at 6 dB per octave with increasing frequency.
This figure displays the upper bound of available gain for a
common emitter transistor whose input and output are
matched. The unity gain intercept frequency, fT, is a projected
point due to the effect of package parasitics coming into effect
as the intercept is approached. This slope approaches the low-
frequency beta (Hfe) at fg.
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FIGURE 10 Solid state amplifier have excess low-frequency
gain and thus enchance close-in mixing product.
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The techniques of using feedback and shunting networks [2]
may be used to decrease this low-frequency gain and improve
power amplifier stability. The first method of employing a
network to provide feedback is shown in the negative feedback
circuit of Figure 11A. The capacitor is used to block the
collector supply voltage from reaching the base. The series
inductor and the resistor are used to provide 6 dB/octave of
negative feedback to offset the effect of the in transistor gain

slope.
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FIGURE 11 The large low-frequency gain may be
controlled through A.) negative feedback or B.) shunt loading.

Low frequency gain may be controlled and stability improved
by negative feedback but the intermod performance is typically
degraded, as shown in the single-sided intermod sweep of
Figure 12 for a 150 watt, UHF power amplifier. The second
method of low-frequency gain reduction involves collector
loading, as illustrated in Figure 11B, where an RLC circuit has
been attached to the collector. The circuit is transparent at the
operating frequency due to the inductor. At low frequencies the
inductive reactance decreases such that the loading resistor
appears directly across the collector. The capacitor is added
solely to block the dc supply voltage.
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FIGURE 12 The third-order intermod performance is
degraded when low-frequency feedback is added to improve
stability.




that samples at 8KHz can process 2000 instructions (16MHz/8KHz) every sample interval. If
there are 10 input channels, the processor must divide the 2000 instructions into 200 for each
channel. System performance is dependent the processor's instruction rate, the ADC sample rate
and the number of channels to be processed. The fastest DSPs available have 20MHz-40MHz
instruction rates.

In real-time imaging applications, pixels arrive at a 10MHz sample rate minimum. A 40MHz DSP
would only have four instructions (40MHz/10MHz) per pixel. Four instructions are hardly
enough programming steps to enhance an image or to recognize an object on the production line.

In the case of radio communications, the baseband signal has a bandwidth of 4KHz-25KHz
depending on the nature of the information. High fidelity audio uses over 20KHz per stereo
channel. "Toll quality" voice is limited less than 4KHz of bandwidth. V.32 modems encode
9600bits/second data onto an analog signal using less than 4. 8KHz bandwidth. DSPs are used in
consumer audio products, telecommunication systems, and high speed modems.

RADIO TRANSMITTER

Figure 1 is a radio transmitter design that incorporates a DSP. The DSP generates the baseband
signal. If the baseband signal is voice, an ADC is required for the microphone input. A CODEC
circuit combines a voice band (300Hz-3700Hz) ADC, an antialiasing filter, voice band DAC, and
DAC reconstruction filter in a single integrated circuit. The DSP used in this example is the
ADSP-2115 from Analog Devices, a 16-bit DSP. The voice CODEC is the Analog Devices
AD28msp01, a device that includes a 16-bit ADC. The DSP interfaces to the CODEC over a
serial port. If the baseband signal is binary information, the data originates from a host
microprocessor. The DSP's second serial port can interface to the host.

Voice is usually sampled at 8KHz. The sampled voice is modulated to an intermediate frequency
(IF). In an analog transmitter, the baseband signal is modulated to IF by being multiplied or
mixed with a sine wave at the intermediate frequency. The same applies for a digital transmitter,
but the multiplication occurs in software. The baseband signal is multiplied by a digital sine wave
stored in DSP memory. The multiplier output product is written to a DAC (Analog Devices
DAC-16). The DSP is performing two tasks. One task is processing incoming voice at an 8KHz
input sample rate. The other task is writing 456KHz modulated voice to the DAC at a 1.824MHz
rate (4 times 456KHz). The DSP can divide its master clock to generate the master and sample
clocks for the CODEC's ADC, but the 1.824MHz clock is best handled by a separate oscillator to
avoid jitter noise caused by the DSP's master clock. Jitter caused by the DSP's master clock has a
negligible effect on 8KHz voice band ADC.

The CODEC's ADC sample rate is 8KHz. The signal may be processed at baseband, but must be
interpolated or upsampled to 1.824MHz for modulation. The DSP is used to perform the
interpolation function (Figure 2). The interpolation factor between 8KHz and 1.824MHz is 228.
The simplest interpolation is linear interpolation where the 227 interpolated samples are calculated
by finding the values on a straight line between two 8KHz samples. Linear interpolation will
introduce distortion since it appoximates the original signal. Another option is to perform an
interpolation filter using finite impulse response (FIR) or feedforward filters. The interpolation
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An alternate method of increasing stability is achieved by low-
frequency, shunt-loading of the base and collector as shown in
Figure 13. The base bias current return circuit consists of two
chokes, L1, which is a small inductor in the range of 100
nanohenries chosen to function as a choke at the lowest
operating frequency and L2, which presents a high impedance
down to very low frequencies. At normal operating
frequencies, the base is effectively isolated by inductor L1 from
resistor R1, forming a low Q arrangement. The Q of the
network is given as Q = 2nf L1/R1 which is low. The
resistor R1 is chosen to be 10 to 20 ohms. At lower
frequencies, where the power gain is much greater, the
shunting effect of R1 increases due to the lower inductive
reactance of L1. The larger value inductor L2, consisting of a
few turns of wire through a powered-iron bead, is a low ohmic
dc path across R1, Providing a dc bias for the base and a high
impedance at low frequencies. Thus the base is effectively
resistively loaded by R1 at low frequencies, where the power
gain is greatest.
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FIGURE 13 Low frequency loading techniques applied to
the base and collector feed networks.

The collector feed network accomplishes a similar feat by
resistively loading the collector at frequencies below the
operating band. Within the frequency range of normal
operation the small inductor L3 and the small shunt capacitor
C1 act as an L-network to transform the resistance of R2 to a
high value so that it will not load the collector. At the
operating frequency, the powered-iron loaded inductor L4
appears as an open, while the capacitor C2 acts as a very low
impedance. Below the normal operating range the input
impedance to the network looks resistive asymptotically
approaching the value of R2, typically 10 to 20 ohms. The
wattage of this loading resistance need only be 1/2 or 1 watt
because it is designed to absorb less than 1/4 watt of signal
power at the operating frequency. The bypass capacitors, C2
and C3, placed at the supply voltage consist of a disc ceramic
for bypassing at RF and an electrolytic for bypassing at audio
frequencies. The resultant intermod performance improvement
with base and collector low-frequency, resistive-loading is
shown in Figure 14.

As the output power from a VHF or UHF solid-state
transmitter is increased beyond approximately 50 to 75 watts,
where the power handling capacity of a single device is
exceeded, the output stage must combine the power from two

transistor packages to achieve power levels up to the 100 to
150 watt level. If the output stage uses a push-pull
arrangement, it will display better third-order intermod
performance because second harmonic energy is decreased.
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FIGURE 14 The third-order intermod performance is
improved with resitive low-frequency loading techniques added
to the base and collector feed networks.

In push-pull operation the even harmonic (second, fourth, etc.)
distortion is balanced out. There are also several circuit
techniques that may be applied to the output stage of the
amplifier which will improve performance of a transmitter.
These techniques include operating the final push-pull, using
90° hybrid combiners [3], and using larger output devices.
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reduce externally-induced intermod generation.



filter generates 228 samples from each 8KHz sample. Interpolation filters with a large
interpolation factors are typically performed in stages. In this example (Figure 2), the original
8KHz signal is interpolated by 4 to 32KHz. In the next interpolation stage, the 32KHz signal is
interpolated by 3 to 96KHz. In the last stage, the 96KHz signal is interpolated by 19 to
1.824MHz. Interpolating in stages does not require any less performance from the DSP, but does
reduce the number of filter coefficients stored in memory and improves distortion.

The digital IF sine wave in RAM is actually four values. A full 456KHz sine wave is a 360 degree
cycle. To represent this signal at a four times sample rate (1.824MHz), means to divide the signal
into four 90 degree phases, thus represent the sine wave with four values (0,1,0,-1) in memory.
Every 1.824MHz interrupt will require a multiply of one of these values times the interpolated
voice sample. After the multiply, the product is written to the DAC. The DAC output goes
through a simple analog reconstruction filter. The remaining processing required to modulate to
RF is accomplished using analog components.

MODULATION SCHEMES

In the above example, the baseband signal is modulated by the sinusoidal signal, creating a double
sideband - suppressed carrier (DSB-SC) signal. As shown in Figure 3a, there is not any energy at
the IF frequency, only at the two sidebands. In software, if a DC component is added to the
baseband signal before multiplying by the IF sine wave, energy will be present at the carrier
frequency (Figure 3b). This is amplitude modulation (AM). The sum of the DC component, a
programmed constant, and the ADC sample from the CODEC should limited to 16-bits or
overflow occurs. The ADC sample must be arithmetically attenuated by the DSP before it is
added to the DC component.

The other modulation technique worth mentioning is single-sideband (SSB). Referring to Figure
3a, the baseband signal is replicated by the IF mixer on both sides of the IF frequency. A single-
sideband transmitter requires that only one of the two sidebands is transmitted. DSPs can be used
to filter one sideband simplifying the RF section.

DATA ENCODING

Radios are used to transmit binary data. In the case of digitized voice, the data rate is
64Kbits/second or more. Using linear predictive coding (LPC) speech data compression
algorithms, the data rate can be compressed to 4Kbits/second. LPC algorithms require a DSP to
perform mathmatical analysis on short time intervals of incoming voice samples. The DSP
reduces the sampled voice into speech coefficients that define the pitch and model the vocal tract
of the speaker. These coefficients, when received, are used to synthesize the original speech.
LPC algorithms are used to reduce transmitted data in the next generation digital cellular systems
in North America, Japan, Europe, and Austrailia.

In telemetry systems, binary information (ones and zeros) are transmitted as samples of 16-bit
magnitude (Figure 4a) at four times (4X) the data rate. If the binary data rate is 2400 bits/second,
the output sample rate is 9600Hz. When this signal is transmitted it suffers degradation due in
part to harmonics caused by the sharp transistions between one and zero samples. These
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The use of several 90° hybrid combiners is shown in Figure
15. The cancellation is strictly a property of the circuit
configuration and is independent of the transistor linearity.
For each type of combiner the round-trip in path 1-3 is half-
wave greater than that of path 1-2. Thus the intermod product
created at each collector arrives at the summing (port 1) 180°
out-of-phase with each other and thus will cancel out.
Maximum cancellation will occur at the center frequency and
will fall off as the transmission lines are no longer quarter-
wavelength at the operating frequency. The coupled-stripline
quadrature hybrid however maintains a 90° relationship for
nearly an octave bandwidth. Under practical conditions, where
the two amplifiers are fairly well matched, a 10 to 30 dB
improvement in third-order intermod performance can be
expected.

1.) E. A. Franke, “Test Setup Gauges Externally -
Induced Transmitter IM”, Microwaves and RF, April
1993, pp. 95 - 98.

2) E. A. Franke and A. E. Noorani, “Improving the
Stability of the Mobile Radio Power Amplifier”,
Proc. of the 33rd IEEE Vehicular Technology
Conference, Toronto Canada, May 24-27, 1983, pp.
228-234,

3) E.A. Franke and A. E. Noorani, “Wilkinson Hybrid
with Quarter-Wave Offset”, RE Design,
November/December 1981, pp. 32 - 38.
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harmonics increase the bandwidth of the signal and the likelihood of bit errors. The DSP typically
applies a low pass or pulse shaping FIR filter to the signal before transmission (Figure 4b).

If the data is redundant, the resulting signal's spectrum is limited to a narrow band making it more
susceptible to narrow band noise and making error recovery more difficult. The data can first be
scrambled using using a binary polynomial. This process will make the bit pattern more random
thus increasing its bandwidth. The receiver can unscramble the pattern as long as it uses the same
polynomial in its decoder. Since a DSP is a microprocessor, it is well suited for such encoding. If
a higher data rate is required, using the above described scheme, more bandwidth and a higher
output sample rate is required.

Another possibility is to encode the signal using quadrature amplitude modulation (QAM). QAM
maps two, three, or four bit symbols onto a complex signal constellation (Figure 5). Each symbol
is represented on this signal map as a complex number. This complex number is applied to the
system shown in Figure 6. The real and imaginary components are both applied to separate pulse
shaping filters. Both filters have identical response. The filtered real component is multiplied by
the cosine wave of frequency greater than one half the bandwidth of the symbol rate. The filtered
imaginary component is multiplied by a sine wave of frequency greater than one half the
bandwidth of the symbol rate. Both products are summed. The resulting signal has bandwidth
less than if the data was not encoded and is easier to recover on the receiver.

One example is V.32 modems. Although the V.32 specification was created for wired systems, it
encodes 9600 bit/second data into 5-bit symbols at 2400 symbols/sec. The symbol picks up an
extra bit for noise immunity, error correction, and error detection. The resulting signal uses less
than 4. 8KHz bandwidth when modulated onto a 2400Hz subcarrier. The motivation of the V.32
standard was to allow higher data rates on the bandlimited (SKHz-10KHz) telephone system.
Using less bandwidth also applies in radio comunications. Less bandwidth per channel allows
more channels to be allocated in a frequency band. Since a radio channel is not bandimited as is a
telephone line, higher data rates are possible.

In a radio transmitter that broadcasts data, the DSP encodes data, upsamples the baseband signal
to the IF sample rate, and modulates the baseband signal to IF. The only limitation is the number
of DSP instruction cycles available to accomplish the task.

CONCLUSION

DSPs are currently being used in wireless telephone systems (both private and public), AM radio
transceivers, and in wireless data communications systems. A DSP can be used to perform
multiple functions that typically require many discrete analog components. In most cases a DSP is
more cost effective than a discrete analog approach. This is most true when the system has
different modes of operation (modulation schemes, voice/data input). The RF section of the
system will continue to be handled by discrete analog components including amplifiers, frequency
generators (PLL or DDS), and narrowband filters. As DSPs execute instructions at faster rates
and the costs of DSPs, ADCs, and DACs decrease, DSP will more prevalent in communications
equipment.
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Introduction:

With the trend to commercial use of RF and
microwave circuits, and the large increase in the
communication segment, the use of PC boards as RF
circuits demands non-traditional techniques to pro-
vide accurate yet automated measurements of these
circuits. Manufacturing environments require high
through-put measurements, and improving quality
standards demand finer limits on measured parame-
ters. An RF probe designed by Motorola and coop-
eratively  developed with  Everett  Charles
Technologies can be combined with high perform-
ance Vector Network Analyzers (VNAs) to support
these requirements in automated measurements such
as gain, return loss, output power and output match.

RF systems often use PC boards as interconnects
between more complex modules, such as frequency
converters, filters or amplifiers. These components
may need to be pre-tested before assembly, and
built-up subassemblies need to be measured before
final assembly. Also, the RF match of a sub_assem-
bly may be measured at the "socket" to ensure it is
good before an expensive module is added. For
example, the match of a tuning section may be meas-
ured before a power amplifier transistor is soldered
in place. The problem of making the connection for
the measurement, especially in an automated board
test environment, requires improvements in probes
and error correction in the measurement instrument.

PC Board RF Measurements:
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Requirements for measurements of RF character-
istics on PC board assemblies vary with the type of
measurement. The predominant error to overcome
is the match or return loss of the probe-to-board
interface. For gain and power measurements, this
mismatch may have only small effects, but for return
loss or impedance measurements, the mismatch of
the probe-to-board interface may be greater than the
return loss of the component on the board. This
mismatch adds directly to the directivity, source
match, and frequency response of the test system.

Even if the test system performance is better than
the match being measured significant errors in the
measurement may occur. For example, figure 1 (a)
shows a test circuit consisting of a 50 ohm resistor
in series with a 50 ohm line, measured with a system
having an interface to the test circuit of 19 dB return
loss. Ideally, the test circuit has 100 ohms input
impedance (about 9.5 dB return loss), and a voltage
loss of 0.5 (about -4 dB insertion loss). Figure 1 (b)
shows the measurement of the system interface
having 19 dB return loss at 3 GHz. Figure 1 (c)
shows the return loss of the test circuit without the
degradation of the test system interface

The combination measurement of gain and return
loss are shown, with and without the error of the
measurement probe in Figures 1 (c) and 1 (d). The
gain is in error by about .2 dB (theoretical worst
case is .3 dB), but the match is in error by about 3.7
dB (theoretical worst case is 3.8 dB). Clearly,
measurements of return loss depend very heavily on
the match of the measurement system.
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There are several factors which make RF PC
Board contacts difficult. Most test equipment will be
connected using coaxial cables, terminated in com-
mon connectors such as SMA, SMB, type N, or
BNC. It is difficult to to make a good, low imped-
ance ground connection to the PC board. Also, it is
difficult to maintain a constant impedance on the RF
signal line with respect to ground. Adding solder-on
connectors to PC boards is expensive, and does not
solve the automated test problem.  Additionally,
most non-solder probing techniques suffer from
errors introduced by probe placement uncertainties.
Even a good probe, probing a well controlled line
structure will make a poor measurement if it is not
exactly placed.

A New Kind of Probe - The K-50:

A new probe developed for automated testing at
Motorola is well suited for RF PC board testing,
shown in figure 2. It consists of an SMA connector
which maintains constant impedance until terminated
in a spring-loaded contact assembly. The grounds
for the probe are brought down from very near the
center contact with two additional spring-loaded
contacts. The crown of the contact is designed to
provide a small air space, more nearly maintaining a
constant 50 ohms impedance to a footprint on the
PC board. It is clear that this probe solves several of
the problems mentioned above.

The grounding scheme of this probe has been
found to provide a low impedance and be resonance
free up to 3 GHz. The spring probes ensure positive
contact even if not perfectly aligned either vertically
or laterally. The symmetric, transmission line nature
of the probe tip design provides for constant imped-
ance, with good match beyond 3 GHz. Finally the
rugged- design combined with removable spring
contacts provides ease of maintenance and reliability
necessary for high volume automated testing. This
probe demonstrates the first non-solder RF connec-
tor compatible with automated board testing
equipment.

Enhancing the Probe with Vector Network

Analyzers:

The vector network analyzer (VNA) can be used
to make many of the necessary measurements for
testing RF PC boards. It is ideally suited for gain,
power and match measurements, as well as power
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gain compression, harmonic distortion, impedance
vs. frequency and impedance vs. distance. A key to
success when using VNAs is in properly correcting
for errors due to mismatch in the instrument or
connections to the circuit. The process of removing
systematic errors is sometimes referred to as calibra-
tion, and involves the measurement of precisely
known standards to determine these systematic
errors.

With normal calibration techniques, the errors
must be stable, and cannot be corrected if they
change from measurement to measurement. When
using the probe, the connection repeatability error
due to probe placement changes cannot be corrected
in the normal fashion. However with a technique
known as time domain gating, the effect of these
non-repeatable errors can be removed from the
measurement. This is especially useful in measure-
ments of match or return loss where the PC board
device has a match as good as or better than the
uncorrected performance of the probe.

Probe Details:

The mechanical construction of the probe affords
both good RF performance and rugged, reliable
testing life. The key to this is combining the preci-
sion spring contacts used in high volume PC board
testing with the good RF performance of the SMA
connector.

Figure 3 shows some of the mechanical details of
the probe, including the replaceable spring loaded
contacts.

The electrical performance of the probe can be
described by its measurement of a low return loss
load, Figure 4. This measurement was made by
calibrating at the SMA connection, and measuring
the probe and PC board load. When properly
matched to a PC board trace, the probe can maintain
a 26 dB return loss to 1 GHz, and a 20 dB return
loss to 3 GHz. For calibration purposes, the probe
has an open circuit capacitance of 0.4 pF, and a
compressed short circuit length of about 6 mm.
Here, compression means placing the probe on a
piece of bare PC board material, and fully compress-
ing the spring contacts. The short circuit length of
the probe results in 36 picoseconds delay. Figure 4
(a) shows a Smith Chart, from which we can obtain
the parasitic capacitance of the probe. Figure 4 (b)
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shows the magnitude of the return loss in dB, with
markers placed at 1 and 3 GHz.

To obtain best results with the probe, the PC
trace must be properly configured to accept the
probe. This should pose no problem in new designs,
as the probe configuration is common to many de-
vices now supplied to the RF market. The probe
pad is shown in Figure 2; it is important that the PC
trace "tail" is controlled, as it appears as a open
circuit stub on the line.

Use with a VNA:

To use the probe with a VNA, it 1s first necessary
to perform some type of error correction. For gain
or power, it is only necessary to provide some
source of RF at (a known level) to an SMA to PC
board adapter. Placing the probe on the PC board,
and performing a trace normalization (sometimes
called a "thru cal") will correct for any gain slope or
frequency response in the probe, connecting cables,
or network analyzer. If the mismatch of the con-
necting cables and network analyzer is large, a small
value attenuator can be added between the probe
and the cables.

Error correction is much more important in
measurements of return loss, input match, or imped-
ance. The simplest form of correction is a standard
open/short/load calibration in SMA (known as 3.5
mm for precision standard), adding the probe after
calibration. Here, any mismatch in the probe inter-
face is ignored. This will correct for any mismatch
in the network analyzer and cabling to the probe.
Since the probe has very good RF performance, this
may be sufficient for many measurement needs.

In some cases, such as using the probe to charac-
terize the impedance of PC board components, €.g.
modeling active or passive components, a better
calibration is needed to provide the correct phase
reference. This can be obtained by starting with the
normal calibration, then resetting the phase reference
by shorting the probe, and adding electrical delay
(also called electrical port extension) until a 180
degree phase trace is obtained.

Alternatively, a calibration "kit" can be made
consisting of a PC board open (bare PC board), a
PC board short, and a PC board load. Placing the
probe on the three standards, as called for in the
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calibration routine, will correct for systematic errors
to the quality of the standards. In general, the qual-
ity of the load element determines the quality of the
measurement.

Finally, it is possible to use two probes with
some VNAs to perform a calibration called "Thru-
Line-Reflect" or TRL. This calibration uses the
impedance of the line as a reference standard, and is
most often used in automated wafer probing. This
calibration properly calibrates the measurement for
transmission and reflection.

All of the previous error correction methods
depend upon the systematic errors being repeatable,
and the standards being exceptionally good. It may
be difficult to obtain a very good load standard for
use on a PC board, and the mismatch in the probe
may mask the measurement using the port extension
technique. Further, placement errors in the probe
with respect to the line can cause non-repeatable
errors. Fortunately, the VNA has a mode which can
be used to reduce the effect of these errors, namely,
time domain transforms and gating.

In a VNA, the time domain transform is used to
create a display of reflections as a function of time
(or distance) down a transmission line. This is ac-
complished by using the inverse Fourier transform.
The display may be configured to show the imped-
ance as a function of distance down the line. The
time domain transform can show the reflection from
the probe-to-line connection, reflections from mis-
matches on the PC board line, and the reflection
from the termination of the line, such as some active
device.

The gating function of the time domain trans-
forms allows one to eliminate the response from the
measured data. In effect, the time response data is
changed to show no reflection outside the gated
region. Setting the gates properly can give the result
of eliminating the reflection due to the probe con-
nection, leaving only reflections from mismatches on
the PC board. In this way, even relatively large
mismatches caused by mispositioning the probe can
be removed from a measurement, to give a truer
picture of the return loss, match, or impedance of a
device on a PC board. The capabilities and applica-
tions of time domain transforms are discussed more
fully in the next section.
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Time Domain Transforms:

The time domain transform is most useful used in
the same manner as a traditional analog time domain
reflectometer (TDR) and will be referred inter-
changeable with TDR in the remainder of this dis-
cussion. The TDR transform must be performed as
a step response in the low pass mode to correspond
directly to the analog TDR. In this mode, informa-
tion about the phase of the reflections is retained,
and the response shown is reflection coefficient vs.
time (or distance). The distance down the line re-
lates to the time by the propagation constant of the
transmission line. The impedance of the line corre-
sponds with the reflection coefficient; for a 50 ohm
reference impedance, each percent reflection repre-
sents about 1 ohm change from 50 ohms. The exact
equation is Z=Z0*((p+1)/(p-1)), a 0.05 reflection
corresponds to 55.26 ohms, -0.1 corresponds to
40.81 ohms.

The TDR is very useful for identifying the imped-
ance of sections of line, or for identifying the causes
of mismatch in transmission line systems consisting
of various types of lines and connectors. Without
going in depth into the transform, the limitations of
range (or length) and resolution depend upon the
lowest .frequency and the bandwidth used in the
frequency response measurement. The low pass
mode requires that the frequencies used be harmoni-
cally related (i.e., evenly spaced), the minimum
frequency is then set by the maximum frequency and
the number of points chosen
(Fmin=Fmax/(points-1)). The VNA will automati-
cally adjust both the start and stop frequency to
fulfill the last equation with the constraint of 1 Hz
resolution on the start and stop frequency.

The TDR capability is ideally suited to make the
RF probe most useful in investigating RF PC boards.
Often, the impedance of lines on PC boards cannot
be easily calculated, due to uncertainty in the board
material or thickness, PC trace width changes with
etching, and surrounding elements of the PC board
and package. In these cases, the TDR is the easiest
method for determining the characteristics of the PC
board transmission line structures. The RF probe
allows easy probing of various portions of a PC
board. A limitation of the TDR is that it cannot
resolve parallel transmission paths, so that the probe
cannot be placed in the middle of a line, but must be
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placed at the end of a PC trace. Even so, the probe
is useful in testing in the middle of circuits if some
element, such as a coupling capacitor, can be re-
moved to eliminate a second transmission path.

Figure 5 demonstrates the usefulness of the TDR
by measuring the response of the RF probe when
measuring a load on a 50 ohm line. This measure-
ment was made on a 20 GHz network analyzer; the
high bandwidth allows finer resolution in the time
domain. The markers are placed at significant physi-
cal attributes: Marker 1 is set at the SMA connec-
tion of the probe. Marker 2 is set at the beginning
of the spring contact exiting the probe. The flat
trace between these two markers indicates a well
matched line through the probe. Marker 3 is set at
the peak of the TDR trace. This represents the
impedance of the short length coplanar structure
defined by the tip of the probe. The impedance of
this section is about 57 ohms. Marker 4 represents
the contact to the PC board and marker 5 shows the
excess capacitance of the contact pad. In the next
section, techniques are described which can remove
these discontinuities of the probe from the return
loss measurements being made down the line.

The TDR transform's usefulness is not limited to
displaying impedance vs. distance, but can be used
to enhance the frequency response measurements
such as impedance or input match. As indicated
earlier, a function known as gating may be used to
remove known, unwanted reflections leaving only
the unknown reflections from the test device. The
gating may be applied with the analyzer in frequency
response mode, as well as TDR mode. This gives the
effect of an inverse transform on the gated TDR
response to display the frequency response of the
remaining reflections in the TDR trace. This is a
very powerful tool for investigating PC board cir-
cuits even if it is difficult to make repeatable connec-
tions to the PC board.

However, as with all powerful tools, the quality
of the results depends greatly on the setup and im-
plementation of the TDR and gating functions. The
TDR response and the gating effects are limited by
the effective rise time of the system. This is set by
the maximum frequency used in the VNA, and by
another term known as the windowing factor. In
short, the windowing factor determines the smooth-
ness with which the endpoints of the frequency re-
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sponse data are set to zero. Clearly, outside the
frequency range of the VNA, the data is exactly
zero. If the data in the transform is truncated, there
will be "sidelobes" which appear as severe ringing on
the TDR trace. Windowing has an effect of
smoothly low pass filtering the data, which removes
much of the ringing. Unfortunately, this has an
effect similar to reducing the bandwidth, so the
resolution will suffer. In viewing TDR responses,
lowering the windowing rise time can aid in identify-
ing and locating transitions in impedance, while
increasing the windowing time can aid in smoothing
the data to see the impedance value of different
segments of the transmission line.

With gating, one must be aware that "looking
through" a transition by gating it out results in a
gated frequency response that is different from the
true response, and generally has a lower reflection
value (higher return loss) than actual. This change
can be explained by understanding that each transi-
tion reflects some energy, so that farther reflections
have less than 100 percent of the forward power
available. When a large transition is gated out, the
remaining reflections are not changed, thus some of
the forward energy is effectively removed. For
example, if a transition with a 0.1 reflection (10%,
or 20 dB return loss, or SWR=1.21) is gated out,
the remaining reflections are relative to .9, or will be
10% low. This would result in the return loss being
about 0.92 dB low. Thus, it is very important that
the RF probe used in conjunction with PC board
testing have good performance to ensure accurate
results after applying TDR gating enhancements.

Measurement Examples:

Figure 6 demonstrates the affect of gating on
improving a measurement made with the probe.
Figure 6A shows two measurements made with
slightly different probe placements (approximately 1
mm). One measurement was made placing the
probe to get the least ripple, the second was made
by offsetting the probe slightly. The calibration for
this measurement used an open/short/load cal with
the cal kit modified to reflect the probe's parasitics
as described earlier. The device under test (DUT) is
a 25 ohm resistor at the end of a 43 mm long 50
ohm impedance line. The theoretical return loss
should be about 9.5 dB plus about .3 dB/GHz due to
line loss. The measurements differ by 2 dB up to 2
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GHz, and by 3 dB to 3 GHz. The ripples become
very large above 3 GHz, the error at 4.8 GHz is
about 10 dB. Figure 6B shows the response when
the portion of the TDR trace representing the probe
tip is "gated out." The differences in the responses
are less than 0.5 dB to 2 GHz, and less than .8 dB to
3 GHz. This represents a four times improvement in
the repeatability of the measurement, with respect to
probe placement, provided by the gating function.
The response is much improved about 3 GHz as
well.

Of course, it is most important that the measure-
ment be correct, not just repeatable between probe
placements. To attempt to provide some compari-
son, an identical DUT was constructed, but with a
soldered-on planar SMA connector used as a launch.
A TDR response of the launch enabled it to be
tweaked to better than 40 dB to 3 GHz. A measure-
ment of the DUT shows it to closely follow the ideal
of about 10 dB return loss. Figure 7 shows a com-
parison of measurements of the 25 ohm resistor
made with the soldered-on on connector and a simi-
lar DUT measured with the 3 GHz probe, with gat-
ing used to remove the probe transition. The results
are remarkable in that the response is nearly identical
up to 1 GHz. The results diverge by less than 0.7
dB up to 3 GHz. The fact that the gated response is
somewhat lower in return loss is expected, and the
0.7 drop at 3 GHz represents 8% reduction in return
loss. This is consistent with a 8% reflection for the
probe transition or 22 dB return loss for that transi-
tion, which is what was measured for the probe back
in Figure 4.

Finally, a calibration for a two port measurement
using the TRL technique was performed on an HP
8720 Vector Network Analyzer. The calibration
standards used were mating two probes directly for
a "thru," using a short for the "reflect," and using
line approximately 15 mm long for the "line." In this
calibration technique, the exact length of line is not
important. The impedance of the line sets the refer-
ence for reflection measurements. Figure 8 shows
measurements of the 25 ohm DUT from figure 7,
and a load at the end of a line. Here, gating was
applied to remove the probe placement discontinu-
ity. The results demonstrates very good measure-
ments past 3 GHz. The line length chosen for the cal
provides a calibration range of about 500 MHz to
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4 GHz. The measurement of the 25 ohm DUT
agrees remarkably well with the the earlier measure-
ments in figure 7, especially considering two entirely
different calibration techniques were used. A 10 dB
return loss DUT makes a good test case as both
return loss and source match affect the
measurement.

Real World Applications for the K-50 probe.

Measurement is the basis of evaluation. In the realm
of modern high frequency design, characterization
measurements enable the reduction of theory to
practice and the verification of theory from practice.
In manufacturing, measurement enables ongoing
control and optimization of product and process.
Historically, the greatest obstacle to performing
useful high frequency measurements has been ac-
complishing the needed connection between the
measuring instrumentation and the device to be
measured. The K-50 was developed to provide a
universal means by which precision high frequency
connections can be accomplished. The following
actual situations exemplify the utility and capability
of the K-50 in addressing the historical obstacles to
accomplishing SIX SIGMA capable designs and
manufacturability.

Using The K-50 To Perform Impedance Profile
Measurements.

The essential reference circuit for a transistor is the
supplier's line-fixture (production line test fixture).
Transistor performance is specified in this circuit
environment and compliance to specification can
only be. assured when the transistor is operated in an
equivalent circuit environment. Prior to the devel-
opment of the network analyzer and the K-50, cir-
cuit equivalency determinations were performed
utilizing blind cut and try correlation methods, often
with disastrous results. Figure 9 shows the actual
Smith Chart Signature of a test circuit with an input
matching network that is inversely correlated with
respect to its line-fixture. That is, the measurement
of transistor performance in an amplifier module test
circuit does not correlate with the same measure-
ment of the transistor in a line-fixture at the transis-
tor manufacturing site.

A Smith Chart Signature is the visualizable function
that is created when impedance profile information is
plotted as a locus of points on a Smith Chart. The
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H.P. 8753 Network Analyzer measurement speed
and Smith Chart display capability in conjunction
with the universal connectivity of the K-50 Probe
can be used to advantage by supporting the creation
of equivalent circuits through real time tuning. In
addition, the needed high frequency connections
were typically soldered onto the linefixture com-
monly resulting in permanent performance
degradation.

With the advent of the network analyzer having the
ability to measure and display amplitude and phase
data taken at numerous frequencies, and with the
K-50's ability to provide nondestructive precision
temporary high frequency circuit connections, the
first absolute circuit equivalency determinations
were successfully conducted. The equivalency re-
ferred to herein, means that the transistor views the
application circuit and line-fixture circuit as having
the same input and output matching network imped-
ance profiles (the small signal impedance profile
measurement methodology is depicted in Figure 10).
An Impedance Profile is the tabular listing of meas-
ured impedance versus frequency values represent-
ing the transistor's view (measured with the
transistor removed from the circuit) of its input and
output matching networks taken with the normal
circuit input and output ports terminated in 50
Ohms.

This measurement methodology was subsequently
evolved into an R.F. design methodology and was
first applied to problem solve an R.F. power ampli-
fier circuit that was exhibiting substantial batch
performance variation. Whereas all previous at-
tempts to understand and resolve this amplifier per-
formance problem had met with failure, the new
design methodology readily revealed the problem.
The amplifier had a rotated input matching network
impedance profile relative to that of the transistor
line-fixture (shown in Figure 11). Even laser tuning
could not accommodate transistors that required an
input matching network impedance profile that devi-
ated from the intersection of the profiles shown in
Figure 11 to any significant extent. For proper per-
formance, the test fixture and the amplifier module
should provide the same impedance profile, then the
transistor manufacturer's testing will ensure all am-
plifier modules will meet specifications.



Key Topics in Radio System Design
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I. INTRODUCTION

A radio system designer faces many challenges in the design
of an RF communications system. Two of the key issues affecting
the quality, and ultimately the financial success of a wireless
system, are reliable coverage and freedom from interference. The
subscriber is the first to notice substandard performance in
these areas. Proper planning from the beginning can avoid a
disaster.

II. PLANNING THE COVERAGE AREA

In the design of the system, the engineer must balance the
subscriber unit to base site and base site to subscriber unit
ranges. When planning the system, the engineer must consider the
propagation unique to the frequency and terrain, the transmitter
power output, receiver sensitivity, and antenna gain. Much study
of propagation has been done [1] and will not be treated in any
depth here since the designer has little control over it.

The system engineer has control over base station and sub-
scriber unit transmitter power, receiver sensitivity, and antenna
gain. In planning the system coverage, the designer needs to
consider the desired communication range and then refer to one of
the various references on propagation to determine the amount of
attenuation that must be overcome to provide the grade of service
necessary for the system. Roughly speaking, the number obtained
covers the free space path loss, fading, shadowing caused by
buildings and trees, and an additional factor for grade of serv-
ice. Once the link loss is known the system engineer can specify
the power output, receiver sensitivity, and antenna gain required
to make up this loss.

The base station is generally not a problem because it is
powered from the commercial power mains and situated where a gain
antenna can be used. This 1s contrasted to the subscriber unit
which must be battery operated and physically small which puts
severe restrictions on transmitter power and antenna gain. With
these limitations in mind, the system design can proceed. The
system gain available to cover the 1link loss is found by compar-
ing the EIRP, or effective isotropic radiated power available
from the transmitting end of the link to the effective receiver
sensitivity at the receiving end of the link. The EIRP is found
by multiplying the transmitter power output in watts by the
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Next the fledgling R.F. design methodology was
applied to the development of a new R.F. power
amplifier circuit. The amplifier input matching net-
work design was determined based on the measured
impedance profile of the corresponding transistor
line-fixture (refer to Figure 12 for the input match-
ing network impedance profiles, the output matching
network impedance profile was known from previ-
ous design work and is not shown in this example).
As a test of the design methodology, S0 transistors
were selected for optimum performance in the sup-
plier's line-fixture and sent to the customer. At the
customer site a test fixture was made by tuning the
impedance profiles of the input and output matching
networks to be the same as those of the line-fixture
(this tuning was performed in real time using the
H.P. 8753 Network Analyzer in the Smith Chart
display mode of operation). When the 50 transistors
were measured in the customer's real time correlated
test fixture, all 50 yielded identical measured per-
formance. When 100 of the new amplifier circuits
were fabricated in the customers factory, all 100
passed their test specifications with substantial mar-
gin. Supported by this design methodology, the
design task was completed in six weeks as opposed
to prior efforts that required six months and did not
accomplish defect free manufacturability. With the
need to substantially reduce design cycle time in
order to remain competitive, this design methodol-
ogy establishes an essential capability.

Whereas R.F. designers once attempted to pro-
duce the needed circuit equivalency by making line-
fixtures and application circuits physically similar,
practical network analyzer real time impedance
profile measurement capability has allowed physi-
cally dissimilar circuits to become explicit equiva-
lents of each other through tuning (a transistor
line-fixture is shown in Figure 13 and its equivalent
application circuit is shown in Figure 14). This is the
basis of SIX SIGMA R F. performance compliance
by design.

The K-50 In Support Of WORLD CLASS Manufac-
turing Capability.

The K-50 is especially well suited to manufactur-
ing applications where its precision, consistency,
reliability and ability to effect a highly repeatable
universal high frequency connection are considered
valuable attributes. The K-50 is totally automatable
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and is highly utilized in the manufacture of connec-
torless, high circuit density, high frequency products
that employ surface mount component technology.
Its universal open tip architecture does not require a
special contact target thus promoting usage as a
common connection device across product lines
throughout a factory. For example, Motorola util-
izes the K-50 to manufacture:

> Portable Cellular Telephones (refer to Figures 15
through 17),

> Mobile Cellular Telephones,

> Cordless Telephones,

In these applications the K-50 has enabled:
> total manufacturing automation,

> the establishment of common fixtures for multiple
products,

> the building of multiple products on the same
production line,

> the elimination of fixture change-over down time,

> the elimination of ongoing fixture correlation as
required by tuned R F. connection schemes,

> production personnel to maintain their fixtures by
performing pin changing,

> and award winning measurement consistency.

A typical automated test application of the K-50
involves operating it at 90% of full mechanical com-
pression and terminating its SMA connector in a 6
dB coaxial attenuator. By way of example, when
operated in this manner 900 MHz. 12 dB SINAD
measured at a -115 dBm signal level will typically
exhibit only 0.2 dB variation.

The K-50 As A Design And Manufacturing Tool.

Perhaps the most important aspect of the K-50 is its
applicability as a common measurement tool in sup-
port of Design For Manufacturability. When em-
ployed as a common measurement tool, Research,
Development, Factory, and Field Service personnel
can all perform and exchange measurement data in a
directly comparable format. With Hewlett-Packard
supporting error corrected measurement, design
calculations can be directly related to measured
values performed by any of the technical functions



transmitting antenna gain expressed as an algebraic ratio with an
isotropic antenna assumed to have a gain of one. Usually it is
easier to express the transmitter power in dBm, decibels above
one milliwatt, and add the antenna gain in dBi, or decibels above
an isotropic antenna. As an example, suppose a transmitter has
an output of 1 watt (+30 dBm) and is connected to an antenna with
a gain of 2 (+3 dBi). The EIRP is then given by

EIRP = 1 watt x 2 = 2 watts
or in the more commonly used logarithmic terms,
EIRP = +30 dBm + 3 dB = +33 dBm

Sensitivity of a receiver is the amount of input signal that
must be applied to the receiver input to produce a specified
signal-to-noise ratio (or bit-error-rate) at the output. The
effective sensitivity at the receiving end of the link is found
by dividing the receiver sensitivity in microvolts by the receiv-
ing antenna gain expressed as an algebraic ratio. Once again, it
is usually easier to perform this calculation with numbers ex-
pressed as decibels. In this case, the effective receiver sen-
sitivity is the receiver sensitivity in dBm minus the antenna
gain in dBi. For example, suppose a receiver has a sensitivity
of =116 dBm and is connected directly (no transmission line loss)
to an antenna with a gain of 2 dBi. The effective receiver
sensitivity is

Senseff = =116 dBm - 2 dB = ~118 dBm

Once the EIRP and effective receiver sensitivity are known,
the system gain is found as the difference between the EIRP and
the effective receiver sensitivity. With the values from above,
the system gain is found as

System Gain = +33 dBm - (-118 dBm) = 151 dB

Next the calculation is repeated in the opposite direction. The
receiving end of the link is now the transmitting end and vice
versa. The goal of the system planner is to have these two
numbers for system gain as close to equal as possible. Suppose
that the base station to subscriber unit system gain is 170 dB
and the subscriber unit to base station system gain is 160 dB.
Under these conditions the subscriber unit can hear the base
station at a greater distance than the base station can hear the
subscriber unit. To the customer this problem would be apparent
as areas where the subscriber unit could hear the base station
but be unable to initiate calls.

Shown in Fig. 1 is a good example of system gain planning.
An example of bad planning is shown in Fig. 2. To correct the
situation in Fig. 2, the system designer might want to reduce the
base station power, reduce the base station antenna gain, in-
crease the subscriber unit receiver sensitivity, increase the



or groups within a corporation. The application
possibilities and potential benefits are virtually
limitless.

Motorola has elected to contribute the K-50 tech-
nology for the common benefit of the electronics
industry (digital technology included). The K-50
could have accomplished only a limited usefulness if
held back proprietarily, but if openly shared to pro-
vide the industry with a common basis for perform-
ing high frequency measurements has the potential
to be profoundly beneficial. Unique to this type of
invention, it is not possible for one party to derive a
substantial benefit to the exclusion of others. For
the SIX SIGMA capable design methodology to
succeed, an industry majority must accept and use
the K-50 tool. Your participation and contributions
are, therefore, needed for the common good of our
industry. With your support we can all be on the
road to SIX SIGMA capable high frequency
designs.

Conclusions:

In this paper we have presented a new concept
for probing RF circuits without the use of solder on
connectors. The K-50 probe has demonstrated
usefulness in both the development and manufactur-
ing arenas. It provides a high performance contact
to RF circuits, and enables careful characterization
of PC Board components in a simple and economical
manner. Additionally, the probe is ideally suited for
“automated board test applications where reliable RF
measurements are needed. The calibration and time
domain capabilities of Vector Network Analyzers
enable very accurate measurements to be obtained
even considering difficulties such as probe placement
and contact repeatability.
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Figure 22 The K-50 Probe and Test PC Board

Esjll Broadband 50 Ohm Coaxial Test
E}’ESHE"C’ME%S and Measurement Probe
e Model Number: K-50L

Dimensions in inches (millimeters)
Gold Plated Replaceable

Mates with Standard SPL-01L-039 Spring Probes
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Figure 3: Mechanical Details of the K-50 Probe
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III.
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TX EIRP +27 dBm
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Fig. 2

REDUCING THE EFFECTS OF INTERFERENCE

Interference rejection is required to protect users of a

channel from undesired signals that appear on channel,

i.

e.’

other users, interference sources appearing on adjacent channels,
and interference such as intermodulation and spurious responses

that arise from nonlinearities internal to the equipment.
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A. CO-CHANNEL INTERFERENCE

The problem of interference from other users on the same
frequency can be reduced by allowing sufficient distance between
areas where frequencies are reused. The coverage area of each
base station should be studied thoroughly and enough separation
margin should be designed in to allow for interference-free reuse
of the channels. Another factor to consider is the co-channel
rejection of the receiver. The co-channel re]ectlon capab111ty
of a receiver is a measure of the receiver’s ability to receive a
desired on-channel 51gna1 at a certain level with a minimal
specified degradatlon in output signal-to-noise ratio (or bit-
error-rate) in the presence of an undesired signal on the same
channel [2]. Co-channel rejection is usually specified as the
difference in decibels between the two signals with a low number
being desirable. Unfortunately, the system designer is not
entirely free to specify this. It is largely a function of the
type of detector used to demodulate the received signal. Howev-
er, it is important to keep the concept in mind and if the choice
is possible, specify units with low co-channel specification.

B. ADJACENT CHANNEL INTERFERENCE

Interference sources that appear on adjacent channels can
manifest themselves in one of two ways. If a receiver is receiv-
ing a signal on one frequency and a 51gnal appears on another
frequency the selectivity of the receiver rejects the undesired
signal. A typical subscriber unit might have selectivity of 70
dB. As long as any off-frequency signal is less than 70 dB
above the sensitivity point of the receiver there is no problem.
The receiver can not reject unwanted signals more than 70 dB
above sensitivity and these signals appear at the detector along
with the desired signal and create interference. To counter
this, the system engineer might want to specify a high selectivi-
ty specification for the unit. Unfortunately it may not be
feasible from a cost standpoint to specify selectivity any higher
than absolutely necessary.

C. SPURIOUS AND INTERMODULATION INTERFERENCE

The second way that off-channel signals can create interfer-
ence is by mixing in the nonlinear stages of the unit. Any non-
linear component can be represented by an infinite power series
relating the output to the input [3]. For simplicity, if two
undesired signals are applied to a nonlinear circuit, the output
will be of the form

spurious

where M and N are integers. Any response created in this manner
is a spurious response. The most severe product is the third
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order intermodulation product which occurs when M = 2 and N = 1
or when M = 1 and N = 2. In a channelized system third order
intermodulation causes undesired signals at one and two channel
spacings away from the desired signal to mix and produce an
interfering output on the desired frequency. In fact, the unde-
sired signals can lie at any integral multiple of one and two
channel spacings from the desired signal. Fig. 3 shows two
signals being applied to a nonlinear circuit and the output
containing the two signals and the undesired third order pro-
ducts. When one of the undesired products falls on the operating
channel of the radio, it interferes with the desired communica-
tion and the radio is said to suffer from IM distortion.

Fig. 3

This is another area where the obvious solution to specify
better performance is not as simple as it seemns. The system
engineer needs to keep in mind the tradeoffs that occur when
trying to make the system less susceptible to third order inter-
modulation distortion. Providing a higher level of rejection to
this interference almost always requires that the active circuits
in the equipment be capable of handling larger signals. This
means higher operating voltage and current. While this isn’t too
severe a problem in a base station, it is a serious problem in a
lightweight battery powered subscriber unit. Where does the
designer make the tradeoff between interference rejection and
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battery lifetime? Minimizing spurious responses while conserv-
ing operating current requires creative design.

IV. CONCLUSION

The design of a wireless communications system is a compli-
cated undertaking. Good coverage and freedom from interference
are two of the major items that must be addressed if the system
is to be successful. This paper has attempted to present a brief
look at the key points to be considered when planning a system to
ensure balanced coverage and to minimize interference. By keep-
ing these points in mind, the system planner will have a better
chance of getting the system right the first time.
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A 2 GHz BiCMOS Low-Noise Amplifier and Mixer

David Bien
National Semiconductor

Wireless Communications Group

Abstract

A low-noise amplifier and mixer IC has been designed for wireless communication applications operating at
Jrequencies up to 2 GHz. The integrated device is fabricated in a BiCMOS process with bipolar device f;'s of 15
GHz and 0.8 um CMOS channel lengths. The amplifier provides 16.4 dB of gain with a 2.8 dB noise figure at
1GHz. The Gilbert-cell mixer operates with 3.9 dB of conversion gain and a 3rd-order output intercept point of
1dBm. Total supply current for the LNA and mixer is 16.9 mA, and less than 1 uA in power-down mode.

I. INTRODUCTION

Virtually all wireless receivers include amplification and frequency conversion stages. Small form-factor
battery-operated personal communications devices will continue to depend on low-power active circuits with
increasing levels of integration. This paper describes a silicon integrated circuit that includes a low-noise
amplifier (LNA) and a mixer. The IC provides a power-down function to help reduce current consumption in low
duty cycle applications. The circuit operates with input frequencies up to 2 GHz, and can provide IF output
frequencies up to 1 GHz. Signal inputs and outputs are matched to 50 Ohms over the range of operation, and
circuit performance is compatible with current communications standards such as DECT [1]. Previous monolithic
silicon devices that combine LNA and mixer functions on a single die do not cover this frequency range.

II.  PROCESS DESCRIPTION

The LNA/ mixer IC is fabricated in a single-poly, oxide-isolated BiCMOS process [2] which is suitable for
high-frequency mixed analog and digital circuits. Active device cross-sections are shown in Fig. 1. Minimum
CMOS drawn gate length is 0.8 um and bipolar NPN devices have 15 GHz f;. Typical device parameters are
given in Table 1. Also, the process includes low-parasitic capacitance polysilicon resistors and area-efficient
capacitors. The completed die uses two metal interconnect layers. A photograph of the die is shown in Fig. 2.

III. LOW-NOISE AMPLIFIER

A. Circuit design

Fig. 3 shows the LNA schematic diagram. Shunt feedback iowers the input impedance of the common-emitter
stage to create a nominal 50-Ohm input match without causing severe noise figure degradation [3]. In designing
the LNA, the goal was an acceptable compromise among the various performance requirements, as a strong
interdependency exists between several performance parameters. To achieve noise figure requirements, Q, must
be scaled so as to have a low base resistance, since the r, of Q, is the largest single noise source in the amplifier.
A large input device, however, operates at low current density and has increased parasitic capacitances so that the
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Table 1. Typical Device Fig. 1 - NPN and CMOS device cross-sections
Parameters

speed of the device is sub-optimal. For these reasons, a large input device is in direct conflict with
gain-bandwidth and input VSWR requirements. Supply current requirements add another dimension to the design
compromise, as bias levels will affect all of the performance parameters mentioned here, in addition to directly
determining maximum signal levels and related linearity parameters such as P, and OIP,.

A simple but effective power-down feature is implemented through the use of a large PMOS switch, M,. During
operation the switch is closed to provide bias to the amplifier. In power-down mode, the switch is open and the
supply current drawn by the amplifier is determined by the leakage current of the switch, which is well below
1pA. Typical turn-off and turn-on recovery times are in the range of 100ns, and are determined primarily by the
size of the external coupling capacitors, which experience some charging and discharging as the amplifier is
cycled through power-down.

Fig. 2. Die Photograph
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Supply Vee 5
Icc, on 79
Icc, off <1
Max. Input Freq. 2
Gain, 1GHz 16.4
P1dB Out, 1GHz -1.4
OIP3, 1GHz 33
Noise Figure, 1GHz 2.8
Inp. Return Loss 12.1
Out. Return Loss 13.6

\Y%
mA
uA

GHz
dB
dBm
dBm
dB

dB
dB

Table 2. LNA Characteristics

B. Measured Results

Table 2 presents a summary of measured performance parameters for the LNA [4]. Amplifier supply current is
7.9 mA with a 5.0 Volt supply. Fig. 4 shows gain of the amplifier versus frequency, and illustrates the broadband
behavior of the device. The amplifier provides usable gain beyond 2 GHz, and at DECT frequencies (1.9 GHz),
the amplifier gain is 13.5 dB. Fig. 5 shows noise figure versus frequency. As transistor gain drops with increasing

PP -

Bias Network

RF
OUTPUT

1] l
RF

INPUT Foodoack Network

Fig. 3. LNA Schematic

frequency, noise figure gradually increases. Noise figure is 3.8 dB at 1.9 GHz.

Fig. 4. LNA Gain vs. Frequency
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Fig. 6. Mixer Schematic

IV. MIXER

A. Circuit design

Fig. 6 shows the schematic of the mixer circuit. The mixer is based on a Gilbert cell. Although a circuit of this
type inherently operates in a differential manner, the circuit has been configured with single-ended inputs and
outputs since this is the most convenient mode of operation for most applications. Single-ended I/O's avoid the
use of balun devices which may add significant cost to the receiver, and help simplify circuit board layout by
reducing the number of signal-carrying traces that must be routed. Transistors Q,-Q; compose the Gilbert cell and
an output buffer matches the multiplier output to the 50 Q load. Other transistors provide biasing. Broadband
input terminations for the RF and LO inputs are accomplished by means of on-chip terminating resistors and
on-chip DC blocking capacitors. The inputs are effectively matched to 50 Q at frequencies above 100 MHz. The
IF output impedance is determined by the output impedance of the output buffer, which is approximately 50 Q up
to frequencies in excess of 1 GHz.

Power-down for the mixer is again accomplished through the use of MOS switches. During power-down the
switches disable all biasing and supply current is limited to device leakage currents, which are well below 1 pA.
As for the LNA, typical turn-off and turn-on recovery times are 100-200 ns, and are dependent on external
blocking capacitor values.
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Figure 13: Transistor Line Fixture

Figure 14: Application Circuit
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Supply Vee S v ’
Icc, on 9 mA |
Tec, off <1 uA Fig. 7. Mixer Conversion Gain vs Frequency
Max. Input Freq. 2 GHz with f~ 110 MHz
Conversion Gain, 1GHz RF, 3.9 dB o 7 T T
110 MHz IF X = 40deg C —I—— Vee=5.0V —
c r 4
s 5 ~_—+ 25deg C
P1dB Output, 110MHz IF -82 dBm S, )
~ |
OIP3, 110MHz IF 09  dBm 53 N
[
ise Fi B), 1.9GHz 21 dB o 21— .
Noise Figure (SSB), 1.9G g 2 85 deg C” — !
LO to RF isolation, 1GHz 33 dB s1— || ! !
o !
LO to IF isolation, 1GHz 28 dB 005 09 13 17 21 25
RF Return Loss, IGHz 229 dB Frequency (GHz)
LO Return Loss, 1GHz 25 dB
IF Return Loss, IGHz 154 dB

Table 3. Mixer Characteristics

B. Measured Results

Table 3 summarizes measured performance parameters for the mixer. Supply current for the mixer is 9.0 mA with

a 5.0 V supply. As shown in Fig. 7, the mixer provides conversion gain up to and beyond 2 GHz. Conversion
gain is 2.3 dB at 1.9 GHz.

V. CONCLUSION

A single-chip BiCMOS low-noise amplifier and mixer has been described. The IC has been designed for
ease-of-use in a variety of applications at frequencies up to 2 GHz. Fabricated in an advanced BiCMOS process,
the circuit takes advantage of bipolar device performance in critical signal paths, and makes use of CMOS devices
to create convenient biasing and power-down features.
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Figure 16: The K-50 Probe in an Automated Board Tester
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Figure 17: A K-50 Probe in an Automated Test Fixture
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High Efficiency Crystal Oscillator at High Frequencies
Sheng H. Lee and Alvin K. Wong, Philips Semiconductors

Abstract — For the new 900 MHz wireless market, designersare required to Implement a much higher front
IF frequency. As a result, a new type of high frequency crystal osclllator has been created. This new circult
overcomes the heavy blas and dlfficult tuning problems assoclated with the conventional Colpltts crystal
oscliiator at frequencles above 60 MHz. The result s an osclilator with minimum blas current and flexible
tuning capabillity.

I. INTRODUCTION

ln the past, while there were many proposals made to modify the basic Colpitts crystal oscillator circuit to extend

its usable frequency range above 60 MHz, none of them has ever addressed the issue of how to accomplish the
goal with minimum current draw. This is of paramount importance when one considers the ever shrinking hardware
as well as battery sizes. Therefore, the original Colpitts oscillator model was revisited to determine the factors that
cease the oscillation at high frequencies, and develop an elegant solution to counter the negative force. The result is
a 95.55 MHz crystal oscillator using a scant 0.2 mA current, yet generating 300 mVams signal at the mixer load. The
active device is from the NE605 receiver IC, which has a compatible built-in LO stage with the same bias current. In
the discussions below, the design steps and their associated equations are listed, butthe mathematical derivations are
not included.

il. CIRCUIT ANALYSIS

A. Unlversal Circult Model

Any linearized, time-invariant circuit can be reduced to a parallel L/C/R circuit if the bandwidth of interest is smali
and, depending on the value of R, the time-domain waveform will vary significantly, which is shown in Fig. 1.

Fig. 1. Universal L/C/R Clrcuit and lts Assoclated Waveforms

It is obvious that only negative resistance can meet the start-up condition of oscillation. This is possible because the
negative resistance is generated by the device that has an amplitude-dependent gain, so regardless of whether the
amplitude builds up from Fig. 1, category (V) or (VI), it would wind up with category (V) in equilibrium.

B. Basic Oscillator Model

Atypical L/C type Colpitts oscillator using Philips Semiconductors NE60S and its simplified AC schematic diagram
is shown in Fig. 2.

vee _ A
18 k2 Re ¢, \?
c2 l i e | Aioap= | (18 K//10 k//Zn) (E‘) /1 25k
— <
ZN ] ® , C2 $ RLOAD
l_ ¢ C -[
0 E! T . ~ 0.82 k Mm
¢ ZUIXER = 10 K2 * Assuming % ~ %
(0] 2510
E AC coupling cap
= = Fig. 2. Typlcal L/C Osclllator

Typically the device has a default bias current of 0.2 mA and an estimated AC current gain of 20 at 95.55 MHz, with
a resultant input impedance (Ziy) of 2.6 kQ for the device. Therefore, we can assume that

January 7, 1993
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Zn» ——
N o C,
(18k//10K) » © L,

without losing the generality, the circuit can be further reduced to new equivalent circuit in Fig. 3.

< l <
° '-1‘? Re$ C2 $ Rioap '
Cy T

T .
Fig. 3. Equivalent Clrcult for L/C Osclitator

where the device output impedance is given by

AVe -G
=ic  GuC (4)

and the transconductance at room temperature is defined as

Ioc
Gm = o¢ (5)

where lpc is in [mA] and G, is in [S].
Comparing this circuit to that from Fig. 1, we conclude the condition for oscillation:

C
m < Rioap (6)
and, by default, the frequency of oscillation is
W N
o woC  wC; (7)
In general designers can choose the condition of
G
—— < R,
G.Cs LOAD (8)

if the maximum output power is preferred over the minimum distortion. The same circuit can also be viewed from a
different angle using the phasor diagram as shown in Fig. 4, which clearly demonstrates the creation of negative
resistance from the device due to the out-of-phase condition between V¢ and Veo.

Vs
Ve
l Vel

Fig. 4. Phasor Diagram for L/C Oscillator

C. Crystal Oscillator Model

So far anideal oscillator model has been discussed and the only limitation on the frequency of oscillation is the Gy,
factor from the device. This is why 20 GHz oscillator, using the transistor as the active device, is feasible when high
quality L/C components (or their equivalents) are used. But this is no longer true when the crystal is substituted for
the inductorregardless of the frequency performance of the device. Inorderto fully understand the impact of the crystal,
the previous simplified model will be extended by adding a resistor in series with the inductor L, as shown in Fig. 5 and
its associated phasor diagram in Fig. 6.
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Low Cost RF Tuner System
for JDC Load Pull and SSPA Design

Christos Tsironis and Dominique Dubouil
Focus Microwaves Inc.
277 Lakeshore Road
Pointe-Claire, Quebec
Canada H9S 4L2

Summary

Focus Microwaves presents a Load Pull and Noise
Measurement and Design System, conceived for the
Basic Needs of RF Design and Test Engineers:
-Accuracy, -Low Cost, -Focus on Key Applications in
Power and Low Noise and -Design Capability for Power
Amplifier stages.

The new system includes all hard and software
components required to configure a Test and Design
Workstation based on a 80-386 or -486 IBM-PC and
most commonly used GPIB equipment.

Introduction

The important market of Personal Communications

(PCN) in the low microwave and RF area of 800 to

3000 MHz requires:

- New low cost, reliable and state of the art active
devices (FETs, MOSFETS, bipolar transistors...)

- Efficient designs to minimize the requirements to
the devices for given system performance and

- Sophisticated test methods to detect problems early
in the Design Cycle.

It became common knowledge, meanwhile, that
automatic load pull and noise measurement systems
provide great help in understanding the devices and
speed up the test and design process.

Some of the new amplifier designs are based on data
generated by those computer controlled tuner systems,
mostly for low noise applications, but progressively
also for high power.

Still there is some time to go, before those systems
develop their full potential and become as reliable,
understandable and User friendly as most Users
would like to have. Nevertheless the potential is there
and spreading those systems in as many labs as
possible will help their evolution.

Price has always been a factor keeping computerized
tuner systems out of most labs. At 60 to 90,000 $ most
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managers require a thorough justification to approve,
but this last one only comes with broad use. So we
have a kind of self-blockade of the cycle.

We have developed the Microwave Tuner System
(MTS) with a close look to the core needs of the RF
Design and Test Engineers in the Product
Development and Production teams:

® Accuracy: The MTS tuners cover the frequency
range of 800 MHz to 3 GHz and provide state of
the art 50 dB RF-impedance resetability (+0.003
reflection factor units).

Low Cost: The MTS costs about 1/3 of other (more
sophisticated) computerized tuner systems.

Key Applications: The MTS measures all important
RF quantities; ie. Power, Gain, Efficiency,
Intermod as well as 4 Noise parameters.

Design: The MTS permits to transfer ISO Power
contours to a Network Simulator and optimize
High Power Amplifier stages.

The MTS Components and Capabilities

The MTS includes the following components:

- Two computerized tuners, model MTS-308 in
SMA, GPC-7 or N-connector configuration

- One PC insertable tuner controller

- GPIB interface

- Setup, test fixture and tuner calibration software

- Measurement software

- ISO contour generation graphics software

- RF power amplifier design software (optional)

- Preselectable GPIB drivers for over 50 popular
instruments (network analyzers, power meters,
spectrum analyzers, dc bias controllers, signal
sources, frequency counters and noise analyzers).

Figure 1 shows a typical setup for Load Pull and

Noise Measurement.

The MTS permits the following operations:
- Calibration of the tuners, the setup components
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Fig. 5. Simplified Crystal Osclilator Model

— €2 $ RLoap

Cy

Vi where ic‘:lGM e Vg (9)
1:Phase lag of the device output current
o, Vc2 which is about 20° at 95.55 MHz
VR1 taneﬁ A - (10)
¥ oly - 0—01

ver
Fig. 6. Phasor Dlagram for Crystal Osclilator

Judging from the relative phase relationship between Vg2 and ic, we know the device output admittance is complex
andbothits real and imaginary parts are negative if y< 6. The equivalent circuit and the governing equations are shown
in Fig. 7.

R
Rog ——— 1
YLog eq sin2@ (1)

Ye l
b - 2R 12
wi}“" ic} ¢ TQE: RLOAD Lea = Zeinz0 (2)
-001

Re = (13)
GmYieg |008(© ~ y)

C
[GmYLeg |SIN(O© —¥)

Le (14)

Fig. 7. Equivalent Clrcult for Crystal Osclilator

D. Advanced Crystal Oscillator Model

Since part of the precious power is being converted to the inductance instead of the much needed negative
resistance, the ability for the device to oscillate is diminished due to the conservation of energy. Therefore, an inductor
L2 is added in the base of the device to realign V¢, and i¢ out of phase. The new schematic diagram, the associated
phasor, its equivalent circuit as well as key design equations are shown in Fig.s 8, 9 and 10, respectively.

Ly l'c

>
<
Ry L == C2 3 RLoaD

Vi
where Géa +y (15)
o, Veo =

c VR1

viz ver

Fig. 9. Phasor Diagram for New Crystal Osclilator
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Figure 1. The MTS Load Pull and Noise Measurement setup

and test fixture using any of the available network
analyzers. In particular the test fixture is
characterized using generic TRL formulas, which
are valid for any kind of fixture.

- De-Embedding to any reference plane selected by
the User.

- Mouse tuning to any point on the Smith Chart (not
only calibration points).

- Measurements at selected Smith Chart areas, in
order to avoid oscillations.

- Classical Load/Source Pull of Power, Gain,
Intermod and Efficiency. Further options include
JDC (Japanese Digital Communication) or adjacent
channel leakage tests, high order intermod and
oscillator load pull tests.

- Automatic search for best performance in power,
gain, efficiency both at the source and load side of
the device.

- Saturation measurements of power, gain and
efficiency.

- Automatic search for optimum Noise match and 4
Noise parameters

MTS-308 Tuners

Figure 2 shows the MTS-308 tuners with SMA
connectors. The MTS-308 are mechanical tuners using
a parallel slotted airline as transmission media and a
metallic RF probe to generate controllable reflection.
When the probe is withdrawn the tuner behaves like
a transmission line, thus avoiding parasiticoscillations.
When the probe is inserted the tuner has always a low
pass behaviour below =700 MHz, with the same

effect. It is obvious that among all types of variable
tuners the slotted line type ones are the best
compromise for parasitic oscillations.

The probe is moved using two stepper motors and a
rugged translation mechanism. Most of the MTS-308
parts are ’of the shelf articles and thus permitted low
manufacturing cost and high reliability. Size and
weight of the MTS-308 have been optimized to permit
(manual) operation down to 750 MHz and up to 4.2
GHz (optional). The reduced weight permits to
position MTS-308 tuners on wafer probe stations very
easily and without any implications due to vibrations.

Figure 2. The MTS-308 tuners with SMA
connectors



Y, =
pd Ro o O (16)
e IGM sin© cosa
Leg Req R C2 $ Roap
ol
-" tang = Z—[N (17)

Fig. 10. Equivalent Circuit and Design Equations

One very important aspect of the results from Eq. (16) is that when o increases, Rc¢ decreases in value. Since 9
is a function of w, it also influences the R¢ value, although to a lesser degree. This explains why a 100 MHz crystal
osclllator is more difficult to bulld than a 1 GHz L/C type oscillator. In general, R_oap is much greater than Req, When
the crystal is in place, so the condition for oscillation can be derived from Eq. (11) and Eq. (16), and is as follows:

G sing
|Gl (18)

>
woC, cosa

And the frequency of oscillation becomes

A1
Wolog =m- (19)

l1l. EXAMPLE FOR LOW-POWER CRYSTAL OSCILLATOR AT 95.5 MHZ

Now we will show how to apply the theory to build a 95.55 MHz crystal oscillator. First, a model for the crystal is

presented in Fig. 11.
0.4 1F
R 11450 l
M

2pF
Fig. 11. 95.545 MHz Crystal Model

Eq. (12) and Eq. (19) can thus be combined to give

sin260 1
G = 00, < 20, 18.5 pF (20)

A standard value of 15 pF is chosen for C,, which results in 27° for 8. After substituting values for a and 6 in Eq.
(18), the upper bound for C; is as follows:

|Gyl cosa
C < @58 28 pF (21)

In the meantime, Eq. (1) and Eq. (8) give a loose lower bound of

G
C» 180Gyl 1 pF (22)

versus another loose lower bound from Eq. (2) for C,

1
G » 5 — =064 pF (23)

The final value for C1 is selected to be 10 pF after considering the constraints from Eq. (21), Eq. (22) and Eq. (23).

Furthermore, since the crystal operates at the higher overtone mode, it is necessary to suppress the lower order
oscillations by substituting parallel L/C for C,. As for the value of Ly, 537 nH is required based on Eq. (17), however

only the standard value of 560 nH will be used for the final circuit.
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The MTS-308 Specifications

A key advantage of the MTS tuners is that they can
handle practically illimited RF power, either in CW or
pulsed form. Because of the wideband behaviour
pulsed operation is not a problem. Also fine tuning to
millions of impedance states is a key benefit. The
MTS-308 specifications are listed in Table 1. Figure 3
shows the MTS-308 tuning capability.

- Frequency range: 800 to 3000 MHz (4200 MHz
optional).

- VSWR min: 1.12:1 (§SMA), 1.06:1 (GPC-7).

- VSWR max: 10:1 min (SMA), 12:1 min (GPC-7),
Typical 15:1.

- Tuning Resolution: 0.18° per step at 3 GHz.

- Insertion Loss: 0.4 dB (SMA), 0.15 dB (GPC-7).

- RF Resetability: > 50 dB.

- Total size: 300 x 150 x 175 [mm] or 11.8 x 5.9x 6.9
[inches].

- Weight: 4.1 kg.

- Tuning Speed: 360° tuning in 1000/f[MHz] x 15
seconds.

- DC power requirements: 12V, 3A max (provided
by PC controller).

- Humidity, Temperature: normal laboratory
conditions.

- Vibrations: The MTS-308 units are not sensitive to
moderate shocks and vibrations both from
operation and accuracy points of view.

- Validity of calibration data: 1 to 3 months of
normal operation.

- Calibrated points (Load Pull): 181.

Table 1. MTS-308 Specifications

S11 FORIARD REFLECTION
CcH 1 - S11
REF . PLANE

LIVEAR 1AG. 6.0600 nn

YREF=0.000PU 126.000mU-/01IV

i ; T NEL
- . g 0.8084 GHz

: / TR SO T G vre. S 874.480 nl)
/

" o EVSWR 10t

HARKER 10 hAX
IHRKER 10 NN

2 1.5056 GHz
I 922.841 nU

3 2.1104 GHz
I 927.782 nU

1 2.6648 Gz
1 903.701 nU

MIN
i NG
Y P s 2.9924 Gz
T T T TN 8670673 0
0.6000 iz 3.0008

Figure 3. MTS-308 tuning capability

Table 2 shows S-parameter dispersion when the tuner
is moved 10 times to the same set of positions.

RF-Resetability over 10 Cycles (0.001->60dB, 0.0001->80dB)

TUNER MTS#02, Frequency = 0.800 GHz

Point &}Sl1l] Sp11* 818512 s412° §1s21! 5¢21° §1522] §922°
1 -0.0014, ©0.02 0.0007, ©0.06 0.0006, 0.06 -0.0013, 0.1l
2 0.0006, -0.04 -0.0004, -0.04 -0.0004, -0.04 0.0005, -0.03
3 0.0019, -0.17 -0.0017, -0.12 -0.0017, -0.13 0©.0020, -0.06
4 -0.0018, ©0.14 0.0015, ©0.12 0.0015, ©0.12 -0.0020, ©.08
s: -0.0007, ©0.04 0.0005, ©0.05 0.0005, 0©0.06 -0.0007, O0.06
6: ©0.0001, -0.03 -0.0001, -0.01 -0.0001, -0.01 ©.0001, 0.0l
7 0.0006, -0.03 -0.0005, -0.03 -0.0005, -0.03 0.0005, -0.03
8 -0.0005, ©0.03 0.0008, ©.04 ©0.0008, 0.05 -0.0005, O0.05
9 -0.0003, ©.04 0.0004, 0.04 O0.0004, 0.04 -0.0003, 0.03

10: -0.0016, ©0.10 0.0017, 0.11 0.0018, ©.11 -0.0014, 0.12

11: 0.0010, -0.08 -0.0016, -0.10 -0.0015, -0.11 0.0012, -0.12
12: -0.0020, ©0.06 0.0020, O0.11 0©0.0020, ©.11 -0.0017, 0.16

'S’ parameters of above Points ...

1: 0.390, 130.1 0.897, 56.9 0.899, 56.7 0.383, 157.6
2: 0.586, 41.0 0.777, 48.1 0.777, 48.0 0.593,-124.2
3: 0.620, -40.8 0.755, 48.3 0.755, 48.3 0.625, -42.9
4: 0.607, -85.1 0.767, 48.6 0.767, 48.6 0.607, 2.1
S: 0.574,-123.9 0.790, 49.2 0.790, 49.2 0.575, 42.7
6: 0.519, 166.0 0.822, 49.9 0.823, 49.8 0.529, 115.3
7: 0.71s, 152.9 0.652, 38.4 0.653, 38.3 0.731, 104.6
8: ©0.772,-106.2 0.600, 36.2 0.601, 138.2 0.776, 2.4
9: 0.782, -S1.2 0.590, 38.4 0.590, 38.4 0.787, -52.4
10: ©0.770, -7.8 0.601, 38.4 0.601, 38.4 6.777, -95.5
11: 0.760, 66.1 0.582, 34.2 0.582, 34.1 0.777,-176.9
12: 0.737, 113.5 0.639, 37.1 0.640, 36.9 0.724, 141.6

Table 2. RF resetability

The MTS Operation

The MTS operation consists of 3 steps: 1.-Calibration,
2.-Measurement and 3.-Data Processing. In case of
Amplifier Design this is then a 4th step.

Calibration

All passive components of the Load Pull (or Noise)
measurement system have to be pre-characterized
(calibrated) using an automatic network analyzer. This
includes the tuners (once every couple of months),
isolators, bias tees, cables, attenuators and test fixture
(calibration only once).

Test fixture calibration consists of using TRL
standards to generate S-parameters of both fixture’s
halves using MTS’s software. All calibration data are
saved on harddisk files and are reusable at any time
or transferrable to another computer. This allows
maximum flexibility and mobility of the system.

Measurement

Once the DUT is inserted in the test fixture, the MTS
software controls bias and signal source power and
frequency to perform a multitude of automatic or
manual measurements.

The Setup data are loaded automatically and the User
has the choice of different reference planes to
perform the measurcment.

This makes it easy to cvaluate the effect of different
test fixtures on the device's performance or either
study the effect of diffcrent device packages.
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The final finished part using the Philips Semiconductors NE605 as the active device is shown in Fig. 12, which
operates at a scant 0.2 mA current by default.

Vee
o
A Rr
560 nH l
i >
i = - -
1 E -
(] 10pF 5-30 pF
:[Fs = 95.54 MH2 25k :E

Fig. 12. Example for 95.55 MHz Crystal Osclllator

As confirmation, the same oscillator is tested with and without the added inductor L2 while the DC power is turned
on and off. In Fig. 13 we can see that the effect of Y¢ is quite inductive and almost pushes the trace along the constant
conductance circle and only generates 70 mVpus at the emitter after the alignment. The output voltage can be
increased to 220 mVppms, however, if the bias current is raised from 0.2 mA to 1 mA. Onthe other hand, in Fig. 14 the
trace was pushed along the real axis to the negative resistance region and reaches 220 mVgpg at the emitter after the
alignment. The base voltage is about 300 mVpms in this case, which is consistent with the values of C4, cos o and
C,. Moreover, the tuning sensitivity in Fig. 13 is so high that only a narrow range of capacitance for C, can make the
circuit oscillate, while the circuit from Fig. 14 is so flexible that the output voltage only changes gracefully if the
capacitance for Cz is varied over a broad range. This is fully expected because if the circuit oscillates, the frequency
is always close to Fg for a crystal oscillator. So the value of Lgq in Eq. (10) must be self-adjusted to nullify L¢ from Eq.
(12), which can be out of the range if Lc and C, already resonate much above Fg. In another experiment, the value
of C4 was increased gradually and the oscillation stopped when Cy exceeded the limit, 28 pF, set by Eq. (21).

MARKER 1
96.552763 MHz

A: Bias OFF
B: Bias ON

START  95.545 000 MHz STOP  95.600 000 MHz

Fig. 13. Total Oscliiator Impedance Without L2
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The tuners are moved manually either using the PC’s
cursors or by direct tuning with the mouse and phase
and amplitude corrected measurements are made via
the GPIB connected and preselected instruments. The
results of manual measurements are saved on ASCII
(printable) files on the harddisk.

In automatic measurements the User can preselect a
number of key settings and parameters and to
perform either automatic search for an optimum
(minimum Noise Figure or maximum Power for
example). Or he can scan the complete Smith Chart
with the tuners and generate binary Load Pull Data
files which are used by the graphics software to
generate ISO Contours (of Power, Gain, Efficiency or
Intermod).

In case of risk of oscillations the User has the option
to generate an Impedance Pattern on the Smith Chart
using mouse tuning, save it on a harddisk file, and
measure only along the points of this pattern. This
pattern can be retrieved voluntarily, modified and
resaved. Since the points are saved in Impedance (and
not in tuner position) form this pattern file will
generate the same impedance setup at all frequencies,
independently of the actual calibration. This is
important and deliberates the User from the worry to
know before the tuner calibratior which points he will
need to measure later on.

Many power (and low noise) transistors have very low
input impedance in the order of 1 to 2 §). Whereas
the optimum noise reflection factor can be computed
from measurements in other areas of the Smith Chart
(due to the linearity of noise behaviour), in the case
of power load (or source) pull the device has to be
really presented the required impedance in order to
show its behaviour. If a variable tuner generates such
low impedances, ie. almost a short circuit, then the
overall measurement accuracy will be unacceptable,
this including the calibration accuracy of the
automatic network analyzer.

The simplest and safest way around this measurement
problem is the use of microstrip transformers. The
simplest transformers are A/4 sections of microstrip
line which permit load impedances down to 0.5 ) very
easily. The bandwidth is reduced indeed, but this can
be cured by using multisectional transformers.
Frequency ratios of as much as 3:1 can be covered
using 4 sections. It is important to realize that even
the smallest transformed impedance is not exactly the
same as the Zin’ the tuner will find it in the area any
how. Using an ordinary single section microstrip
transforming network we were able to generate

impedances as low as 0.7 () using the MTS-308 (figure
4) with very good measurement accuracy.

Power Load Pull

Figure 4. Load Pull using A/4 transformers, I',,=0.9

Data Processing

The load pull files and the saturation (power transfer)

files generated by the MTS software can be processed

to plots:

- The load pull data files to ISO Power, Gain,
Efficiency or Intermod contours (figures 5,6)

- The power transfer files to XY-plots (figure 7)

Figure 5. Load Pull in 50 Q system, T, ,=0.56
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MARKER 1
95.552763 MH2

A: Bias OFF
B: Bias ON

START  95.545 000 MHz STOP  95.600 000 MHz

Fig. 14. Total Oscillator Impedance With L2

IV. CONCLUSIONS

In conclusion, an elegant solution is proposed by inserting aninductor in the base of the device for the classic Colpitts
oscillator. This extends the margin for oscillation at frequencies above 60 MHz without resorting to the customary
solution of increasing the bias current. The result is an oscillator which easily achieves strongoutput power, atthe same
time affording 80% current savings. This leads to longer battery life and lower production cost for the portable set.
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2 tone Intermod Load Pull

Figure 6. Intermod Load Pull

JDC spectral performance and higher order Intermod
data can also be processed to ISO contours.

Using these plots the Design Engineer can synthesize
a matching network that will generate the required
performance. Overlapping different graphs, measured
under the same conditions will also permit to make
the best compromise in design between conflicting
requirements.

POWER SATURATION CHARACTERISTICS
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Figure 7. Power Transfer (Saturation)

JDC or Adjacent-Channel Leakage Load Pull

This test method has been developed in conjunction
with our customers in the Digital Cellular
Telecommunications business. It permits to optimize
the performance of transceivers by measuring the

ratio of the carrier-wave power integral to the integral
of the power leaked within the upper (or lower)
adjacent-channel bandwidth (figure 8).

I
|
|
|
I

Received |
Bandwidth |
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S ) A IR N
Lower channel Center Upper channel
frequency

Figure 8. Adjacent channel leakage measurement

The MTS includes two types of measurement methods

for this test:

- Auto: The MTS uses ’built in’ software routines in
the spectrum analyzers themselves, like the
Advantest R3271 or Anritsu MS2602A and
processes the final results as delivered by the
analyzer. The only parameter setable by the MTS
software in this case is the center frequency. The
analyzer measures automatically the adjacent-
channel power at preset conditions, in general at 50
and 100 kHz below and above the carrier.

- Custom: The MTS uses any type of spectrum
analyzer, even those who do not support the JDC
test method, and a MTS custom software that
permits to set markers, sample the channel power at
distinct windows and integrate signal power in order
to generate equivalent results. In this case the User
has control over the following parameters of the
measurement procedure

JDC Test Parameter
- Center frequency

Default Value
Tuner Frequency

- Sideband 1 Offset 50 kHz
- Sideband 2 Offset 100 kHz
- Frequency Step between Samples 1 kHz

- Number of Samiples (per sideband) 5
- Averaging Factor 2
- Settling Sweeps (before sample) 1

Table 3. Measurement Parameter settings for JDC
Load Pull Test
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A 2.2 GHz PLL Frequency Synthesizer

Thom Luich, Thai Nguyen, Craig Davis, David Byrd,
Eric Lindgren, Rob Rodriguez, Maggie Speers and Eli Miller

National Serniconductor, Santa Clara, California, U.S.A., 95052-8090

Abstract - A 2.2 GHz monolithic integrated circuit PLL frequency synthesizer for DECT cordless, PCN, WPABX,
and WLAN applications is described. The low power circuit operates at 2.7v and 12mA with standby currents of less
than 100 pA. The chip features a selectable 64/65 or 128/129 dual-modulus prescaler, an internally regulated charge
pump with tristate capability, and a microcontroller compatible serial data interface. The circuit is fabricated on a 0.8
pum BiCMOS process with 15 GHz fT bipolar transistors.

L

INTRODUCTION

PLL frequency synthesizers are used prevalently today \/ *
as electronic tuners in radios, TVs, and phone systems.

These synthesizers, as shown in Fig. 1, take a stable reference
signal (crystal oscillator) and in conjunctions with an exter- »
nal Voltage Controlled Oscillator (VCO) generate local
oscillator (L.O.) signals using phase locked loop techniques
[1]. The integrated synthesizer being reported in this paper
is particularly well suited for battery applications at 2 GHz
because of its low phase noise, low power, and low spurious

‘:::s

b~ 8

CRYSTAL

attributes. Though not the lowest power solution to date at
this frequency [2], this device represents a higher level of

integration and performance than previously available.

II. PROCESS DESCRIPTION

Fig. 1: System Diagram

This device was fabricated using National Semiconductor's ABIC IV (BiCMOS) process. This process features a
15 GHz T, .8 feature sizes, and tungsten plug contacts and resistors. The design utilizes two of the process’s four
available metal layers and one silicided poly layer. A profile of the process is shown in Fig. 2. The minimum MOS
gate and NPN emitter sizes are 1.2 x .8 pm and 1.6 x .8 pim respectively. The metal pitch is 2.5 pm and the 1 pm contacts
and vias may be concentrically stacked.

III. CIRCUIT DESCRIPTION

A simplified block diagram of the PLL synthesizer is shown in Fig. 3. It is comprised of a 14 bit reference frequency
(R) divider, an 18 bit dual modulus high frequency (N) divider, a serial control register for loading the two counters, and
a phase comparator / charge pump block. An external VCO is also used in conjunction with the synthesizer blocks to

close the feedback loop.

Fig. 2: Process Profile

HE

Fig. 3: Synthesizer Logic Diagram



Figure 9 shows an example of JDC contour tests
made using the MTS custom test software and an HP-
8562 spectrum analyzer.

Adjacent Channel Load Pull

e
- PR S
e R
s ) 3
’/ -'54’,-\."‘“'“““

-
R

Figure 9. ISO contours of Adjacent channel leakage
at 50 and 100 kHz sidebands

RF Power Amplifier Design

The MTS provides (as an option) a method to
generate ISO power or Efficiency contour data
compatible with Focus Microwave’s network simulator
rf-PADS, which can rapidly and accurately optimize
high power and wideband amplifier stages, using
power contour data only.

For this approach the User does not need to know
more about the transistor than the external
measurement conditions and have access to a set of
small signal S-parameters, which are used to estimate
only output-to-input feedback. All other optimization
values, such as large signal input impedance and
output power are generated directly by numerical
interpolation of power data, measured using the MTS
hard and software at rated power level. Figure 10
shows the principle of operation of rf-PADS.

The impedance conditions at the input are very
important and they are an integral part of the data.
This is also one of the main difficulties encountered
by Engineers who try to design (approximately) power
amplifiers using S-parameters.

In order to execute rf-PADS, only requires:

- the external program RF-PADS.EXE

- the Data Conversion program CNTDAT.EXE
which generates ISO-power or ISO-efficiency files

from premeasured Loaf Pull data files.

No other hardware or software components are
required to use this option of MTS.

Rf-PADS includes lossy microstrip transmission line
models, together with basic circuit elements such as
capacitors, inductors and resistors. For the frequencies
covered by MTS these elements are sufficient to
design single stage power amplifiers.

Rf-PADS uses familiar .CKT type nodal network
description as most other simulators. Due to the
direct processing of measured data and second order
interpolation techniques rf-PADS delivers excellent
accuracies for even saturated amplifier stages.

FET
LANGE SISHAL
INPYT MATCH
mryl — ouiIrys
SOUNCE
HETWONK . METWONK | ) i“’""l
L OUIPYT POWER N
CUNTOUN
| S OPIIMIZE—— ]
[ruwen-cons]
Tagel | Target 2

Figure 10. Principle of operation of rf-PADS

Power Amplifier Design procedure:

Rf-PADS uses a window type interface including a file
editor.

- Step 1: Measure Load Pull data in a frequency

' range at prematched input conditions.

- Step 2: Convert the load pull data to rf-PADS
contour files.

- Step 3: Generate a nodal description of a possible
input and output matching network and set target
performance.

- Step 4: Load the contour data into the circuit file
and optimize the network parameters.

Due to direct data processing matching networks for
constant output power and optimum input reflection
can in general be found within minutes, using a
normal -386 or -486 PC.

Figures 11-12 and table 4 show some results of high

power amplifier designs together with the obtained
design accuracy.
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Fig. 4: Prescaler Frontend Fig. 5: CML to CMOS Translator

Device operation is attained by first dividing the frequency of a reference signal down to the desired tuning resolution
of the system. This tuning resolution is usually some divisible fraction of the spacing between radio channels. The phase
comparator drives the frequency of the external VCO in the direction which when divided down by the N counter equals
the stepping resolution established by the R counter. The phase comparator accomplishes this by detecting the arrival
of phase edges from the two counters and issuing a correction signal to the VCO which is proportional to the difference
in their phases. When the phase and frequencies of the two counters outputs’ agree, the frequency of the VCO will be
the selected N modulus multiple of the tuning resolution.

The R counter is implemented entirely in CMOS and is composed of ripple toggle flip flops drawing less than .5SmA
at 30MHz The dual modulus N counter is implemented using a selectable bipolar 64/65 or 128/129 prescaler followed
by 18 CMOS counter bits [3]. The frontend of the CML prescaler, shown in Fig. 4, consists of a 4/5 divider block
followed by 5 toggle CML flip flops and a CML to CMOS translator (Fig. 5). Ninty-five percent of the device’s 12 mA
typical current budget is consumed in the prescaler as shown in Fig. 6. The current in this block is held constant over
its 2.7v to 5.5v range by a bandgap voltage regulator. The 2.2 GHz input buffer provides a sensitivity range of -15 to
+6 dBm. The attributes of the bipolar transistors utilized in the frontend are listed in Fig. 7. The device geometries shown
in Fig. 8 have emitter areas of 2.56 square microns and are double base stripped.

Block (WA Parameter Value
Band %0 T (1500A) | 15GHz
?ML T| °°°'°°| ,:,gg emitterarea | 0.8 x 1.6 um
OR gate 200
Input Bias 150 Ces 12fF
;‘rgf"“‘"‘"a b proos Cbe 53fF
2ol S Cbe 10fF

Total 12000 pA 0 100Q

Fig. 6: Current Distribution Fig. 7. Device Attributes
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Figure 11. Comparison: Design - Measurement,
Courtesy of CNET

POWER TRANSFER CHARACTERISTICS OF 1.3GHz LINEAR POWER )
AMPUFIER
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Figure 12. Pout(Pin) of High Power amplifier,
Courtesy of ITS Electronics

Performance of 3.7 - 4.2 GHz Power Amplifier
FET FLC161WF (Fujitsu) Bias 8V, 360 mA
Input power 22.5dBm

GHz Output Power Deviation Gain

dBm dB dB

Design  Measure Design Measure
3.7 30.93 30.83 0.10 8.43 8.33
3.8 30.86 30.83 0.03 8.36 8.33
39  30.96 30.81 0.15 8.46 8.31
4.0 31.04 30.84 0.20 8.54 8.34
4.1 31.04 30.87 0.17 8.54 8.37
42  31.09 30.94 0.15 8.59 8.44

Table 4. Comparison: Design - Measurement
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Conclusion

The Microwave Tuner System (MTS) of Focus

Microwaves has been designed to respond to the key

requirements of Test and Dcsign Engineers in the

PCN (Cellular Telecommunications) sector around

800 MHz to 3 GHz (optional to 4.2GHz).

These cover

- Accuracy (=50 dB)

- Low Cost (1/3 of other systems)

- Versatility (Power - Intermod - Noise; auto and
manual)

- Design Capability (0.2 dB accurate using power
contours)

all integrated in an easy to calibrate and operate

measurement and design workstation that can be

setup around an IBM-PC and most popular GPIB

instruments.
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Fig. 8: Bipolar Geometry Fig. 9: Phase Comparator Reset Logic

The type-4 digital phase comparator /charge pump block incorporates two features which contribute to its low phase
noise and spurious characteristics (4,5]. The first is a deadband elimination circuit, shown in Fig. 9, which ensures that
a charge pump dead zone cannot occur near zero phase offset [6]. This technique guarantees that the charge pump
generators have in fact responded to the phase comparator before allowing the phase comparator reset logic to activate.
Phase comparator deadband is one of the primary sources of jitter in phase locked loops of this type.

The second charge pump feature minimizesreference frequency spurs. Similarity in the current generating structures
for the pump up and down circuits ensure that the magnitudes of the pump up and down current sources and the turn on
and off times are matched. This matching minimizes the momentary pump up or down excursions on the charge pump
line which contribute to VCO FMing at the reference rate. The deadband elimination circuitry inherently also ensures
that reference frequency sideband spurs are minimized. The charge pump feedback signals allow the generators on only
long enough to eliminate potential deadband yet not contribute any excess active pump time. Excess pump time adds
directly to the up or down excursions on the charge pump line by the amount the absolute magnitudes of the current
generators differ. )

1V. DIE DESCRIPTION

The die is composed of approximately 35%
bipolar and 65% CMOS devices. The die photograph
of Fig. 10 shows the three major functional blocks
from left to right; the counters, the phase comparator
/ charge pump, and the prescaler. Three separate
power supply buses were utilized in the design to
mimize noise and jitter. The input and outputbuffers
and ESD clamps were contained to one power bus,
the CMOS logic to a second bus, and the prescaler
block to the third. These precautions also helped to
ensure that the VCO input sensitivity was not de-
graded by either output bufferor internal CMOS rail
to rail logic switching spikes.

Fig. 10: Die Photograph
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Noise Figure and Gain Measurement on High Speed

Bipolar Junction Transistors

Wayne Jung
Tektronix Component Corporation, P.O. Box 500, M/S 59-355, Beaverton, OR 97077

Paul Van Halen
Portland State University, P.O. Box 751, EE Department, Portland, OR 97207

INTRODUCTION

It is a fact that no electronic system is completely free of random
noise. Small voltage fluctuations due to noise are always
occurring in electronic circuits because electrons are discrete
and are constantly moving in time. The term “noise” originated
with the study of high-gain audio-frequency amplifiers. When
a fluctuating voltage or current generated in a device is
amplified by an audio-frequency amplifier and the amplified
signal is fed into a loudspeaker, the loudspeaker produces a
hissing sound, hence the name noise. This descriptive term,
noise, now refers to any spontaneous fluctuation in a system,
regardless of whether an audible sound is produced.

Noise obscures low level electrical signals, therefore it can be
a limiting factor on component and system performance. In a
spectrum analyzer, for example, noise limits the sensitivity of
the instrument--that is, the lowest-amplitude signal that the
analyzer can detect and display. In a radar system, noise can
obscure returns from a target, and limit the effective range of the
radar. In digital communications, excessive noise can cause a
high Bit-Error-Rate, resulting in the transmission and reception
of false information.

This analysis studies the noise and gain characteristics of the
basic component in an amplifier block, the transistor, in the
microwave frequency range. After identifying the noise
sources in the transistor, the effect of each noise source on the
performance of the device is discussed. This study will provide
spot noise figure and gain data for two high speed silicon bipolar
transistors manufactured on two processes from Tektronix
Microelectronic (SHPi and GST-1) . SHPi is Tektronix’ latest
generation Super-High frequency bipolar processes. The frof
the transistor of interest (N16) of this process is measured to be
close to 9GHz under the condition: I = 9mA and Vo = 4V.
GST-1 (Giga-Speed Si-Bipolar Technology) is a high speed
self-aligned double-polysilicon process. GST-1 is designed for
the purpose of building high density, high performance circuits.
The fr for the G14V102, an N16 equivalent in the GST-1
process, is in the proximity of 12GHz with I, = 25mA and
Vee = 4V.
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BASIC CONCEPTS

The measurement techniques used at microwave frequencies
are different compared with low frequency methods. At lower
frequencies, the properties of a circuit or system are determined
by measuring voltages and currents. This approach is not
applicable to microwave circuits since oftentimes these
quantities are not uniquely defined. As a result, most
microwave  experimentation  involves the  accurate
measurement of impedance and power rather than voltage and
current.

S-PARAMETERS
Introduction

Linear networks can be completely characterized by
parameters measured at the network terminals without regard
to the contents of the network. Once the parameters of a
network have been determined, its behavior in any external
environment can be predicted, again without regard to the
specific contents of the network.

A two-port device can be described by a number of parameter
sets. Hybrid, admittance, and impedance parameters sets are
often used at low frequency analysis. Moving to higher
frequencies, some problems arise:

1. Equipment is not readily available to measure total
voltage and total current at the ports of the network.
The voltage measured will not be the same as the
voltage at the ports of the network if the length of the
transmission line is comparable with the wavelength

of the test signal.

2. Active devices, such as transistors, very often will not
be short or open circuit stable.

3. Parasitics in active devices may cause unwanted
oscillations.

Some other sets of parameters are necessary to overcome these
problems. Hence, dissipating (resistive) loads are used in
measurements to minimize parasitic oscillations. In addition,
the concept of traveling waves rather than total voltages and
curres is used to describe the networks. Voltage, current, and



V. SYSTEM MEASUREMENTS

Phase noise measurements were taken of the 3 volt system at 1890 MHz with a 1.728 MHz reference frequency. The
loop filter parameters were selected to be appropriate for DECT (Digital European Cordless Telecommunications) type
systems with a lock time target of 80 psecs. A -77dBc/Hz phase noise measurement at 10KHz (-120dBc/Hz at 1MHz)
is shown in Fig. 11. The phase noise performance degraded approximately 7 db at +85 degrees C.

The reference frequency spurs are apparent in Fig. 12 down -68dB from the 1890 MHz carrier. (a 2nd order loop
filter was used with a 12 KHz cutoff frequency.) A small degradation in reference spurs was observed as the supply volt-
age was increased.

A power dissipation curve is shown in Fig. 13.  The internal bandgap regulator controls the variation in current to
.9 mA over the 40 to +85 degrees C range (at 3v) and limits the variation over the 2.7v to 5.5v supply range at any
given temperature to .8 mA.

10 dB/ 10 4B/
span span
100 KHz 10 MHz
I.B;CGHz l 1 I.B;CGHI l \
,lﬁ = N Ires
oo voo xne / \\
v bw v bw “}V \A‘
3 KHz Phase Noise at 10 KHz -77 dBc/ 10 KHz |
Spurious at 1.728 MHz -68 di{
| S I e e
Fig. 11: Phase Noise Fig. 12: Spurious
V1. CONCLUSIONS 120 -
| 4—t—1—] +85% ¢
S e 2% ¢
A fully integrated silicon BICMOS PLL frequency synthe- T -40 ¢
sizer function has been accomplished with performance character- . 11
istics suitable for DECT 2.2 GHz, low power, 3 volt cordless ap- pave
plications. The device exhibits phase noise of -77dBc/Hz at )
10KHz from1890 MHz, with the reference frequency spurs down I 1
68dBc at 1.728MHz. In addition, an input sensitivity of less than .
-15 dBm was attained at 2.2 GHz while consuming less than 35SmW e o co v
of power. e
Fig. 13: Icc vs. Vee
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power can be considered to be in the form of waves traveling in
both directions along a transmission line (Fig. 1). A portion of
the waves incident on the load will be retlected if the load
impedance Z, is not equal to the characteristic impedance of the
transmission line Z,. This is analogous to the concept of
maximum power transfer. A source will deliver maximum
power to a load (no reflection from the load) if the load
impedance is equal to the source impedance.

z, —» Incident Wave
N
O—
Gen Z, Z,
A A
2%

&~ Reflected Wave

Figure 1. Traveling waves.
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The reflection coefficient Eq. (1) is a mathematical
representation of the reflected voltage wave with respect to the
incident voltage wave at a specified port of a circuit.

_ Reflected Wave

= - 0y
Incident Wave

Eq. (2) defines the load reflection coefficient in terms of the
load impedance referenced to the characteristic impedance of
the transmission line.

Zl"zo

n=z37 @)

And similarly the source reflection coefficient is

z,-2,
I.=z7+z e

Itis well known that maximum power transfer occurs when the
impedance of the source matches the impedance of the load.
For I' = 0, maximum power transfer occurs, and I" equals
unity when there is no power transfer since then all the incident
power is reflected back.

S-parameters

For a two-port network shown in Fig. 2, the following new
variables are defined [1]:

a, = Ell a, = El?
1 /Z 2 /Z
b] = Erl bz = ErZ

where E; and E, are the incident voltage wave and reflected
voltage wave respectively. Notice that the square of the
magnitude of these new variables has the dimension of power.
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Figure 2. Incident and reflected waves in a two-port
network.

By measuring incident and reflected power from a two-port
network, we avoid the primary problem in microwave
measurement, which is the voltage variation along the
transmission line between the device under test and the test
equipment. A new set of parameters relate these four waves in
the following fashion:

b, = §ua, + Sia,
b, = §ya, + Spa,

where
Sy = ? input reflection coefficient with the
I lagy=0  Output matched
_ b, forward transmission coefficient with
Sa = a, ay=0 the output matched
Sy = % output reflection coefficient with the
2 la,=0  input matched
5. = b, reverse transmission coefficient with
27 a the input matched

ay =0

This set of new parameters is called “scattering parameters,”
since they relate those waves scattered or reflected from the
network to those waves incident upon the network. These
scattering parameters are commonly referred to as
s-parameters.

Although s-parameters completely characterize a linear
network, sources and loads need to be attached before the
network can be used. The new input reflection coefficient I,
an the new output reflection coefficient I,,, take the form [2]:

— Slzszlrl
rin - Sll + 1 - Szzr’ (4)
and
_ SIZSZIFJ
roul - S22 + l — S,,F, (5)

The second terms in the above equations show the interaction
between the two ports. If §), is equal to zero, the two-port
network is called unilateral because whatever happens to one
port does not affect the other port.

For a bilateral linear two-port network, the input reflection
coefficient is not just function of §,,. Itis a function of I', as
well. Therefore, the effect of the load must be considered when




A 3 VOLT ANALOG AUDIO PROCESSING CHIP SET FOR BATTERY OPERATED SYSTEMS
Omar Saleh and Saeed Navid, Philips Semiconductors

Abstract — An analog audlo processing chip set which implements companding and audio fittering in two
ICs has been developed. In order to maximize performance the compandor chip Is designed In bipolar
technology and the audio filtering Is implemented in CMOS. The ICs use 3V supply, draw low current, and are
packaged in 20-pin SSOP (Shrink Smail Outiine Package) which make them attractive for portable battery
operated systems.

I. INTRODUCTION

he recent trend in the electronics manufacturing industry is to produce low power, high performance
technologies to support the design and development of personal information and communication terminals.
Particularly in the Electronic Data Processing and Telecom markets these technologies have produced low power,
highly integrated, and small packaged ICs which have been used to design numerous transportable, and hand-held
systems with an ever smaller size and light weight.

Analog audio processing is one of the major building blocks for a number of wired and wireless telecommunication
systems. The performance of the audio block, its size, and its power consumption are critical to the success of the final
product. This article introduces a 2-chip analog audio processing subsystem consisting of Companding
(Compressor/Expandor), and audio filtering. This chip set is low power, highly integrated, and can be used in cellular
and cordless telephones.

l. FEATURES AND FUNCTIONALITY

The criteria for processing audio signals depend largely on the medium in which they are transponded. Typically
the medium provides a limited dynamic range channel which is less then that needed by the audio signal to be
transmitted and received without loss in fidelity. In FM systems, such as cellular, this dynamic range translates to a
maximum deviation from center frequency (+12 kHz for Cellular) before the carrier spills overto the adjacentchannels.
Also, the transmission medium introduces noise that is proportional to the square of the audio frequency, which is
summed to the signal, and eventually heard by the receiving party. To meetthese criteria we needkey audio processing
functions as follows: (1) Allow a wide dynamic range signal to be transmitted through a restricted dynamic range
channel (30 kHz for cellular), (2) treat high frequency noise by maintaining a good signal to noise ratio (S/N), (3) maintain
voice quality in the presence of noise and distortion, and (4) restrict the signal level from increasing beyond a certain
limit to prevent over modulation. This has been achieved with the introduction of companding, pre-/de-emphasis
filtering, noise cancellation, and limiting circuitry, respectively.

This audio processing chip set, termed APROC2, implements these key functions in two ICs, the SA5752 for
companding and noise cancellation, and the SA5753 for pre-/de-emphasis filtering and limiting. The audio functions
have been partitioned between two chips in order to maximize performance, yet maintain enough features in each chip
to be utilized individually inthe system. Togetherthe SA5752 and SA5753 make up a complete analog audio processing
sub-system, from microphone input to modulating signal output, and from a demodulated signal input to audio signal
output. In the transmit path, a voice signal produced by a microphone enters at the low noise programmable
preamplifier, is band pass filtered, compressed to fit the channel's dynamic range, emphasized to maintain a good S/N
for higher audio tones, and thenlimited and low pass filtered to produce an audio band signal suitable for FM modulation
over the cellular network.

In the receive path the demodulated signal enters at the input of the audio band pass filter, and goes through the
reverse process, i.e. de-emphasis and expansion. The resultant audio signal feeds an external audio amplifier (e.g.
TDA7050) that drives a speaker or anearpiece. Fig. 1. showsthe signal pathinside APROC2 and the key functions that
contribute to improving the S/N ratio and sensitivity of the system. The shaded blocks represent signal processing
inside the SA5753.
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an input match circuit is built to match the signal source. Also,
I, is a function of the s-parameters and [, and this should be
kept in mind when an output matching network is built to have
all the power delivered to the load.

Smith Chart

‘The Smith chart (Fig. 3) is a design and analysis tool that can
provide insight into the impedance and reflection
characteristics of a circuit. The chart is a graphical
representation that provides a transformation between the
complex reflection coefficient in a polar format to the real and
imaginary parts of the impedance, Eq. (2) and Eq. (3). The
chart has the property of being able to graphically display the
entire range of real and imaginary values of input impedances
of a network. Therefore, on a Smith chart a point
simultaneously represents three different things. Depending on
the coordinate system used as a reference, they are: reflection
coefficient, impedance, and admittance. Impedance matching
circuits can be easily and quickly designed using the Smith
chart.

Figure 3. The Smith chart.

NOISE FIGURE

To compare the performance of high frequency devices, an
important figure of merit is the noise factor/figure, which is a
measure of how the thermal noise and the shot noise generated
in semiconductors degrade the signal-to-noise ratio. The noise
factor F of the network is defined as the ratio of the available
signal-to-noise ratio at the signal generator terminals to the
available signal-to-noise ratio at its output terminals.

S/N,

F=35N,

©

74

The current definition for noise factor applies whether it is
linear or logarithmic. The term “noise factor ( F')"" is used when
referring to the ratio in linear terms. The term “noise figure (
NF )" is used when referring to the ratio in logarithmic terms.

NF 10 log,oF 7
From the définition in Eq. (6) the ideal noise factor is unity or
noise figure is 0dB, where there is no degradation in

signal-to-noise ratio after the signal passes through the network.

Noise figure is a parameter that applies both to components and
systems. The overall system performance can be predicted
from the noise figure of the components that go into it. For a
number of networks in cascade, as shown in Fig. 4, the system
spot noise factor is given in terms of the component spot noise
factors ( F;) and available gain (G,) by

F'_:"l
G,

F3_1

Gle 4+ o

F=F + + (8)

From Eq. (8), the significance of the first stage gain and noise
factor are evident. The first stage in the chain has the most
significant contribution to the total noise factor of the chain.
The total noise factor of the system is at least equal to the noise
factor of the first stage. If the first stage gain is significantly
large, then the noise contributions from the succeeding stages
will be small.

SIGNAL
GENERATOR

NETWORK 2
Fy Gy

NETWORK 3
Fy. Gy

NETWORK 1
Fl. G

Figure 4. Noise figure of network in cascade.

AVAILABLE POWER GAIN

A signal generator with an internal impedance R, ohms and

ViR,

m watts into a
s 1

output voltage V, volts can deliver

5
4R,
when the output circuit is matched to the generator impedance,

resistance of R, ohms. This power is maximum and equal to

that is when R, = R,. Therefore, Z‘%— is called the available

power of the generator, and it is, by definition, independent of
the impedance of the circuit to which it is connected. The
output power is smaller than the available power when R, is not
equal to R, since there is a mismatch loss. In amplifier input
circuits a mismatch condition may be beneficial due to the fact
that it may decrease the output noise more than the output
signal. It is the presence of such mismatch conditions in
amplifier input circuits that makes it desirable to use the term
available power.

The symbol §, will be used for the available signal power at the
output terminals of the signal generator shown in Fig. 5. The
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Figure 1.Key Functions of the SA5752 and SA5753 that Contribute to Improving the SN Ratlo and Sensitivity of the System.

A. Companding Chip

Inthe Tx path there is a 2:1 input to output compression translating to 1 dB of change in output level for every 2 dB
change in input. In the Rx path, the expandor circuit performs the inverse of the compressor, i.e., input to output
expansion is 1:2. The compandor's 0 dB or unity gain level is fixed at 77.5 mVgus. Two other features are present
inside the SA5752: a low-noise preamplifier with variable gain setting (up to 40 dB), and an adjustable threshold noise
canceller with VOX (Voice Operated Transmission) circuit providing programmable attack and decay time constants.
The pre-amp gain can be set by an external resistor to produce the system's 0 dB level (77.5 mVgus) from the output
signal of a variety of microphones. Inthe absence of an audio signal (no speech into microphone) or when the audio
signal drops below a set threshold, the noise cancellation circuit reduces the overall gain by 10 dB. When the audio
signal resumes, the gain is increased back to the normal level. In the meantime the VOX control signal can be used
to disable or enable the transmit power amplifier (PA) consistent with the variation in the gain. SA5752 has a power
down pin which is typically controlled by the SA5753. During power down mode all internal capacitors remain fully
charged to achieve minimum power up time.

B. Audio Flitering Chip

The SA5753 IC contains 6 dB/octave pre-emphasis and de-emphasis filters, 4th order receive and transmit band
pass filters (300 - 3000 Hz), a 5th order (3000 Hz) transmit low pass splatter filter, and a soft limiter circuit guaranteeing
amaximum carrier frequency deviation of 12 kHz. Additional features have been integrated into the SA5753 as a result
of an optimal architectural division, making the SA5753 very attractive for cellular radio applications. These include
a DTMF generator, and programmable gain blocks for volume control and on-chip trimming. A two-wire serial bus
interface (12C) links the SA5753 to the system’s master control block. 12C is used to program the DTMF generator, set
the volume level, program the deviation attenuators so that no manual trimming is necessary, and to power down the
device. The SA5753 also has features which distinguish it from its predecessor the SA5751: a transmit and receive
mute functions with programmable polarities, on-chip summing amplifier combining the audio, DTMF, and DATA
coming from an external data processor (also SAT, ST tones), and a default mode whereby the device is configured
to operate and meet the EAMPS standard without any external control.

ill. CHOICE OF TECHNOLOGY

The compandor chip is developed with bipolar technology to make use of the large dynamic range of the exponential
relationship between Vgg and Ic in BJT devices. This device is manufactured using Philips Semiconductors’ low power
oxide isolated process (HS3).

The filter chip, on the other hand, is developed with CMOS technology, using switch capacitor design techniques
because of the availability of high quality capacitors in MOS integrated circuits. Switch capacitor techniques are widely
used in audio frequency filter design where the resistors are replaced by capacitors and digital switches in order to
eliminate the requirement of integrating large values of resistors (which can be inthe MQ) to meet the long time-constant
of audio fitters. This results in a small die size, and mitigates the stringent accuracy and stability requirement of
integrating resistors and capacitors because neither the fabricated values nor the temperature induced variation of the
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symbol § will be used for the available signal power at the
output terminals of the two-port network.

The gain of the network is defined as the ratio of the available
signal power at the output terminals of the network to the
available signal power at the output terminals of the signal
generator. Hence

_ power available from the network

G :
4 power available from the source

=3

Note that while the gain is independent of the impedance which
the output circuit presents to the network, it does depend on the
impedance of the signal generator.

Two-Port
R, Network
q—o—.‘
v
1 P, =5, Py =S5
signal input output Output
generator ports ports Circuit

Figure 5. Available power gain of a two-port network.

NOISE FIGURE MEASUREMENT

NOISE IN BIPOLAR TRANSISTOR

The noise sources in a bipolar junction transistor are
categorized into four major types:

1. Flicker noise;

2. Burstnoise;

3. Shot noise;

4. Thermal noise.
Flicker Noise

Flicker noise is caused by traps associated with contamination
and crystal defects in the emitter-base depletion layer. It is
associated with a flow of direct current and displays a spectral
density of the form [3]):

7= KdlAF
f

where K is a constant for a particular device, Ay is a constant
between 0.5 and 2, and Af is the bandwidth in Hertz. This
expression shows that the noise spectral density has a ( 1/ f)
frequency dependence, therefore, it is also called 1 / f noise.
Since flicker noise is most significant at low frequencies, it is
not discussed here.

af (10)

75

Nois

It has been found experimentally that the low frequency noise
spectrums of some bipolar transistors show a different
frequency dependence than flicker noise. This could be the
result of the existence of burst noise. It is caused by the
imperfection in the crystal structure. The power spectrum of
such signal is given by [4]:

i2

LKl
rf
1+ (fk-)

where Kj is a technological dependent constant for a particular
device, and k is the mean repetition rate of the signal. This noise
is insignificant at microwave frequencies because it is inversely
proportional to f?, and it will not be addressed further.

(11)

Shot Nojse

Shot noise is due to generation and recombination in the pn
junction and injection of carriers across the potential barriers,
therefore it is present in all semiconductor diodes and bipolar
transistors. Each carrier crosses the junction in a purely random
fashion. Thus the current I, which appears to be a steady
current, is, in fact, composed of a large number of random
independent current pulses. The fluctuation in / is termed shot
noise and is generally specified in terms of its mean-square
variation about the average value I, and it is represented by [3]:

2 = 2qlAf (12
where g is the electronic charge (1.6 x 107'°C). Eq. (12)
shows that the noise spectral density is independent of
frequency. In a transistor, there are two such noise sources.
They are the shot noise in the emitter-base junction (i,) and in
the collector-base junction (i.).

Thermal Noi

Thermal noise is due to the random thermal motion of electrons
in a resistor, and it is unaffected by the presence or absence of
direct current, since typical electron drift velocities in a
conductor are much less than electron thermal velocities. As
the name indicates, thermal noise is related to absolute
temperature T.

In a resistor R, thermal noise can be represented by a series
voltage generator v2. Itis represented by [3]:

v2

= 4kTRAf 13

where k is Boltzmann’s constant (1.38 x 10-2J/K), and T is
temperature in Kelvin. Like shot noise, thermal noise is also
independent of frequency. Thermal noise is a fundamental

physical phenomenon and is present in any linear passive
resistor.




R and C elements track each other. SA5753 is manufactured using Philips Semiconductors’ low power high density
BICMOS process, known as QUBIC.

IV. A System Solution

APROC2 is particularly suited for analog cellular telephones because it meets the EAMPS and ETACS cellular
standards. Fig. 2 shows a complete EAMPS/ETACS system block diagram of which the APROC2 is an integral part.
The system controller communicates to APROC2 via a two-wire Inter-IC bus called 12C bus.
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+
Memory
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End Synthesizers | aumz a| |VCTCXO|
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uplexer Wlw]: Mod Line SAS5753
[ [ 1]
SA5752
TX PA =1 : — Power Control
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Figure 2.Complete EAMPS/ETACS System Block Diagram

This 12C control bus is a powerful means for networking between the ICs of a system. Typically the systemcontroller
acts as the bus masterwhilethe remainderof the ICs act as slaves. In systems like cellulartelephones the 12C bus traffic
generates digital switching noise which may couple into the synthesizer block and introduce phase noise. For this
reason it is recommended that minimal I2C traffic should be maintained during conversation. With this in mind, the
SAS5753 has been designed to include an index addressing mode into its configuration registers bank so that only the
necessary registers are addressed and modified for any change in the configuration. This will minimize 12C access and
reduce digital switching which can cause noise and higher current consumption. Another system feature is the
availability of the default mode which allows the use of this chip set in audio processing applications where there is no
microcontrolier or I2C bus available. Both SA5752 and SA5753 can operate with a supply ranging from2.7t0 5.5 V.
Currentconsumptionis rated at2.0mA and 2.7mA at 2.7V; 200uA and 600 pA in standby mode for SA5752 and SA5753,
respectively. They are smaller than their predecessors the SA5750 and SA5751 (APROC 1), while the SA5753 has
extra programmable attenuators, an extra on-chip summing amp, and has more I2C control registers than the SA5751.
APROC2 is packaged in two 20-pin SSOP packages (Shrink Small Outline Package) with dimensions (6.2x6.4 mm).
When placed side by side, the two ICs interface directly with a small number of DC blocking caps, indicating a high
degree of functional integration. Fig. 3 shows an application diagram of the APROC2. With its low power and small
physical area, APROC2 is ideal for portable, battery powered applications.
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Fig. 6 is the full small-signal equivalent circuit, including noise
sources for the bipolar transistor at high frequency [3]). Three
noise sources are evident from the figure. They are thermal
noise from the series input resistance ( r, ) and shot noise due
to the base and collector currents ( [, I, ). and their values are:

vi = WTrAf (14)
il = 2qlAf (15)
i7 = 2qlAf (16)

The resistors 7, and r, in Fig. 6 are equivalent circuit elements,
not physical resistors, and they do not produce any thermal
noise.
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Figure 6. Bipolar transistor small-signal equivalent circuit
with noise sources.

Neither thermal noise nor shot noise is frequency dependent,
and both exhibit uniform noise output through the entire useful
frequency range of the transistor. The internal gain of the
transistor does vary with frequency, however, and it falls off as
frequency increases. As a result the noise figure begins to rise
when the reduction in gain becomes appreciable. Since the
power gain falls inversely as frequency squared, the noise figure
rises as frequency squared, or 6dB per octave [5]. Fig. 7
graphically shows the noise figure of a N16 transistor with
Ve = 0.8V, Ve = 4V, and R, = 502 in common emitter
configuration. ‘
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Figure 7. Noise figure vs. frequency for N16.

DETERMINATION OF NOISE PARAMETERS
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