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Some fifteen years ago, when U. Enz and C. Kooij were studying the magnetic domain configurations in thin plates of BaFe_{12}O_{19} in a perpendicular magnetic field, they found that there was a narrow field range in which a plate could be magnetized parallel to the field except for a number of tiny cylindrical domains that were magnetized in the opposite sense. These cylindrical domains, now known as magnetic bubbles, have been recognized as ideal carriers of information, and the preparation of magnetic films in which such bubbles can move around freely remains the subject of a great deal of research. The films are usually grown epitaxially on a nonmagnetic single-crystal substrate. Two Philips teams are working on this subject. One is at Philips Research Laboratories, Eindhoven, and is doing general research on the growth and perfection of such magnetic films. The other is at Philips Forschungslaboratorium Hamburg, and is concentrating on the problems that arise when films have to be made reproducibly within the operational margins of practical device applications. The present article, by members of the Eindhoven team, deals with this subject, concentrating on the materials that appear most suitable: iron garnets, and on the method that looks most promising for making the films: liquid-phase epitaxy.

Introduction

In certain ferrimagnetic materials the magnetization has a strong preference for one crystallographic direction, owing to a uniaxial anisotropy of the material. A thin plate of such a material, cut from a single crystal and perpendicular to this direction, separates into snake-like domains of opposite magnetization (fig. 1a). In a slowly increasing magnetic field in the preferred direction (i.e. perpendicular to the plate), the domains of antiparallel magnetization shrink, the others grow (fig. 1b). At a certain stage only separate, small, cylindrical domains magnetized antiparallel are left (fig. 1c). These are the well known 'magnetic bubbles'. At a further stage these also collapse, and the slice is completely magnetized in the direction of the field [1].

Recently magnetic bubbles have been recognized as ideal carriers of information [2]. Under favourable conditions they are extremely mobile, stable entities of only a few microns in diameter that can easily be generated, moved around and annihilated. Magnetic-

Fig. 1. Magnetic domains in a thin plate of a magnetic material with a strong preference for magnetization perpendicular to the plane of the plate. Above: top view, below: cross-section of the plate. In the absence of an external magnetic field the plate is equally divided between domains of opposite magnetization (a). In an increasing field \( H_0 \) perpendicular to the plate the domains of antiparallel magnetization shrink (b), until only small, cylindrical domains ('magnetic bubbles') are left (c).

See also A. H. Bobeck and H. E. D. Scovil, Sci. Amer. 224, No. 6, 78, June 1971.
bubble memories, in which each bubble would carry one bit of information, promise a combination of memory capacity and access rate that compares favourably with memories available now. Fig. 2 shows one way of moving bubbles around in a well defined manner, and in fig. 3 a laboratory model of a magnetic-bubble memory is shown.

The primary problem in this field of research is that of preparing the 'plates' that carry the bubbles. A stable bubble of one or a few microns in diameter can only exist in a plate a few microns thick. Many imperfections that are not much smaller than the bubble itself tend to pin it, impeding its motion. The plate should therefore be a perfect single crystal and its faces should be perfectly flat and parallel. At present the most promising answer to this problem is to grow a single-crystal magnetic film epitaxially on a non-magnetic single-crystal substrate, and the most promising materials to be used are iron garnets for the magnetic film combined with nonmagnetic garnets for the substrate.

Of the various techniques for growing epitaxial garnet films, liquid-phase epitaxy [4] has been the most successful to date. It consists in dipping a polished substrate slice in a melt that is supersaturated to the appropriate degree with the required oxides. With due precautions the iron garnet will nucleate on the substrate surface where it will grow as a single-crystal thin film. Growth rates are of the order of 1 μm per minute. In fig. 4 a substrate in its holder is shown as it is lowered into a furnace containing the melt.

In this article we shall discuss some of the problems connected with this method of making perfect garnet bubble materials. We shall deal first with the substrate and its possible imperfections, then with the liquid-phase epitaxy itself. Many considerations and parameters such as the specifications drawn up by the device engineer, the composition of the film, its degree of perfection, the composition of the solution from which the film is to grow, its degree of supersaturation, and the growth temperature are all closely interlinked in liquid-phase epitaxy. Important precautions are a tight

![Fig. 2. To move a bubble in a well defined manner through a magnetic plate, strips of permalloy, in the form of tees alternating with bars, are applied to the plate. In a circularly polarized in-plane field \( H_1 \) the bubble progresses steadily, always seeking the closest north pole.](image1)

![Fig. 3. A laboratory model of a magnetic-bubble memory [3]. The circuit is about 1 x 1 mm. Bubbles are generated from under the permalloy square at lower right, and annihilated at the other 'specks'. They can be manoeuvred along the tracks and into and out of the loops by the alternate use of clockwise and counterclockwise rotating in-plane fields. The actual memory is in the six loops on the right hand side. The pattern at the upper left is for detecting the bubbles. They are stretched into strip domains by the pattern of 'chevrons' and give a change of resistance in the wire when they pass it.](image2)
One widely used substrate is gadolinium gallium garnet, \( \text{Gd}_3\text{Ga}_5\text{O}_{12} \) usually called GGG. Single crystals of this material can be grown by the well known Czochralski technique, in which the crystal, starting from a seed, is slowly pulled from the molten material \([34]\). Boules 2 cm in diameter and several centimetres long are regularly produced in this way (fig. 5). Substrate platelets 0.5 mm thick are sown from the boules in the appropriate orientation, usually (111). The platelets are mechanically polished, etched and cleaned. Some common defects in these crystals are dislocations, facet regions and growth striations. These defects, which we shall now shortly discuss in turn, can all interfere with the epitaxial layer.

**Dislocations**

A dislocation that intersects the surface is replicated by the epitaxial layer, and may become a pinning point for the bubbles. Dislocations in garnets, however, are no great problem, since dislocations do not readily occur naturally in garnets. The elastic energy associated with a dislocation in a given crystal lattice is proportional to the square of the lattice constant. Now in garnets the lattice constant is 1.24 nm, which is very large compared with that of, say, silicon (0.542 nm). Thus, the nucleation energy of a dislocation in garnet is relatively large. At present, Czochralski-grown GGG is readily prepared with a dislocation density less than 5 cm\(^{-2}\).

Dislocations in garnets are of three types: isolated line defects, closed loops and helices. The helices \([6]\) in particular are of such an intricate structure that we will consider them here briefly. Fig. 6 is a photograph of an X-ray reflection topograph \([7]\) of a GGG platelet showing a longitudinal section of a giant dislocation helix. The diameter of the helix is 250 \(\mu\)m. The platelet is a longitudinal section of a boule cut parallel to the [111] axis. Fig. 7a is an X-ray transmission topograph of several of the helices viewed end-on, along their axes. The platelet thickness is just sufficient to contain one or two turns of the helix. A radial spoke structure is also visible. In the reflection topograph of fig. 7b this structure only appears in a triangular sector inside the helices. This implies that the spoke structure lies on the helicoidal surface of the helix; the reflection topograph reveals only the portion of the helicoid that rotates down through the X-ray penetration depth (about 5 \(\mu\)m in this particular case). Thus the total defect is rather like a helical staircase with the dislocation as the handrail and the radial spokes corresponding to the steps.

---


\[ 10 \] See for example J. Goorissen, Philips tech. Rev. 21, 185, 1959/60.


The mechanism responsible for the large helices is believed to be the precipitation of a second chemical phase that occurs preferentially at the dislocation [8]. A colony of precipitate particles that form inside the helix as the dislocation grows is considered to be the source of the radial-spoke contrast.

Domain-wall pinning due to the helices has been reported [9].

Facet regions

When the interface of a crystal with the melt is too curved during the growth of the crystal, facets appear in the interface at places where it would be tangential to certain crystallographic planes. Garnet forms (112) and (110) facets. They develop into 'facet regions' in the boule; growth striations in these regions are thus perfectly straight [10] (see fig. 8a). Facet regions in a platelet of GGG can be detected by X-ray topography or microscopy with polarized light.

A facet region in a substrate platelet interferes with the epitaxial film because it has a slightly larger lattice constant than the remainder of the crystal [11]. This causes the epitaxial layer to deform slightly to match this change; the result is a region with different magnetic properties [12]. Fig. 8b and c show some typical facet regions, and demonstrate the local deviation in the lattice constant.

Like dislocations, facet regions do not form a serious problem today. They can be completely eliminated...
Garnet films for bubble memories

Fig. 8. Facet regions. a) Longitudinal section of a boule, schematic. F facets, FR facet regions characterized by perfectly straight growth striations. b) and c) Double crystal-reflection topographs of a platelet of GGG containing facet regions, showing that these regions differ in lattice constant from the remainder of the crystal. When regions appear dark, they are strongly diffracting, and the lattice constant of these regions can be deduced from the orientation of the platelet. The parts that appear dark in (c) are facet regions. The difference in orientation of the platelet between the two cases (52°) indicates a relative difference in lattice constants of $1.5 \times 10^{-4}$.

Fig. 9. X-ray reflection topographs of a GGG platelet covered with an epitaxial film, left: substrate reflection, right: film reflection. The shape of the pattern of striations in the left-hand picture indicates that the growth faces giving rise to the striations are nearly parallel to the platelet surface. Because of this, they do not deform the film, as is shown by the right-hand picture. Deformations in the film due to facet regions in the substrate are apparent on the left of the right-hand picture.

Growth striations

Growth striations form the one type of imperfection common to all GGG crystals currently available. The exact origin of growth striations in garnets is unknown. As in germanium and silicon, they are usually attributed to growth-rate fluctuations that cause localized compositional changes, which in turn lead to detectable bands of strain. They thus form a record of the history of the shape of the growth interface.

The striations would obviously have no influence on the epitaxial film if they were flat and parallel to the substrate surface. But perfectly flat striations can only be obtained on certain facet planes (the natural facet faces) and, in the case of garnets, never in the (111) or (100) planes preferred for bubble-domain substrates. Nearly flat striations that are nearly parallel to the
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[8] W. T. Stacy et al. [6].
substrate surface, however, hardly affect the epitaxial film either, as is shown in fig. 9. This is because the film is sensitive to in-plane strains only, whereas the maximum displacement associated with a striation is perpendicular to its plane. Nearly flat striations mean a nearly flat growth interface, which is required in any case to prevent facet regions from occurring, as we saw above.

The growth technique; the solvent

The apparatus we use for growing garnet films by liquid-phase epitaxy is shown schematically in fig. 10. The melt is contained in a platinum crucible in a very precisely controlled constant-temperature zone in a furnace at about 900 °C. When equilibrium has been established in the melt, the substrate is slowly lowered into the furnace. It is held for a few minutes just above the surface of the melt to make sure that it will have the same temperature, then quickly immersed in the melt. After the required period of time for film growth the specimen is removed from the melt.

The key to the success of the whole technique is the ability to cool the solution of the garnet constituents to more than 20 °C below its saturation temperature without the spontaneous nucleation of garnet crystals or other phases in the melt. One of the most successful solvents making this possible has been PbO/B₂O₃ in a 50 : 1 weight ratio [13]. It has the disadvantages of being corrosive, poisonous and volatile. The apparatus must therefore be provided with a fume extractor.

The solution must also have a low viscosity at the growth temperature, so that no droplets adhere to the sample when it is removed. These would result in mesas and etch pits on the film, spoiling its surface. This requirement of low viscosity is also met when PbO/B₂O₃ is used as a solvent.

The substrate is usually in a horizontal position when dipped into the melt. It is then rotated at a speed of, say, 30 rev/min during growth. After removal from the melt the speed is increased, to spin off any remaining flux [14]. Experiments have also been made both at Philips Research Laboratories and at Philips Forschungslaboratorium Hamburg (PFH) with the sample in the vertical position, without rotation during film growth [15]. This method has the advantage of being much better suited to dipping a few (and in the future perhaps many) substrates together.

With vertical dipping, however, more attention has to be paid to the problem of convection currents in the melt. If these are not controlled, unacceptably small variations in thickness of the film all over the sample are bound to arise. It has been shown at Philips Research Laboratories that variations of more than 5% (0.25 μm in a 5-μm film) interfere with the movement of the bubbles [16]. Using furnaces with three heating zones and baffle systems (B in fig. 10), we have been able to control the convection currents adequately. The effect can be seen by comparing fig. 11a and fig. 11b showing interference fringes due to variations in thickness. In growing the film of fig. 11a, the convection currents were controlled, in that of fig. 11b they were not.

The choice of the growth temperature Tg is closely linked up with the composition of the melt. These two quantities determine the 'degree of supersaturation' ΔT, i.e. the difference between Tg and the saturation temperature Ts of the solution. But the crystal grower's choice of oxides to go into the melt can of course only be made after he has decided the composition of the film. This problem will be discussed first.

The required chemical composition of the film

The composition of the film is governed by the requirements of the device engineer. For a magnetic bubble memory with bubbles of 2-5 μm in diameter, for instance, a material is required with a saturation magnetic polarization 4μM of about 15 mT (in the Gaussian system: saturation magnetization 4μM of about 150 gauss). Moreover, this parameter must be fairly
Fig. 11. Effect of the control of convection currents in the melt. The two samples, one (a) prepared with and the other (b) without convection-current control, are illuminated with sodium light. The interference fringes in (b) indicate a much larger variation in thickness than in (a).

temperature-independent in the operating range of 0-80 °C.

The required temperature-independence is obtained by a method developed several years ago for microwave garnets. If for example in YIG the yttrium ion (occupying the dodecahedral sites in the crystal) is replaced by some other rare-earth ion, e.g. gadolinium, then below the Néel temperature $T_N$ a compensation temperature $T_{cp}$ can be observed at which the polarization again goes through zero (fig. 12). The value of $T_{cp}$ depends on the type of rare-earth ion and its concentration. At the correct composition $T_{cp}$ and $T_N$ will be evenly spaced about the room temperature. The $J_s(T)$ curve will then be more or less flat in the region of room temperature. Usually, however, the room temperature value of $J_s$ of such mixed iron garnets is too high. This can then be remedied by diluting the garnet magnetically, i.e. replacing some of the iron ions (occupying octahedral and tetrahedral sites in the crystal) by nonmagnetic ions such as gallium or aluminium. Replacement of iron ions also affects $T_{cp}$, and in fact also used to obtain a temperature independent $J_s$.

The film must also have a uniaxial anisotropy, giving the magnetization the required preference for the direction perpendicular to the film. This can be achieved by using 'growth-induced anisotropy'. An anisotropy of this kind and of the right order of magnitude can be obtained when rare-earth ions of different radii are combined in the film \[17\]. Moreover, if S-state ions are chosen such as La, Y or Gd, the bubbles in the film have the highly desirable property of being extremely mobile. The origin of the growth-induced anisotropy is not yet fully understood \[18\].

A film may also have a 'stress-induced' anisotropy. This occurs when the lattice constants $a_1$ and $a_2$ of film and substrate are not quite equal \[19\]. The difference $\Delta a = a_0 - a_s$ must however remain smaller than 0.002 nm if crack-free films are to be obtained \[13\].
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Therefore only a limited use can be made of stress-induced anisotropy. In fact, it is often decided not to use it at all, and to make $\Delta \theta$ as small as possible. This is our last main requirement for the film composition: its lattice constant should fit that of the chosen substrate.

We should note here that with gallium-arsenide epitaxy, for example, a slight lattice misfit between film and substrate very easily leads to the formation of 'misfit-dislocations' in the film. This is not the case with garnet epitaxy, since, as noted earlier, dislocations do not easily occur in garnet owing to its large lattice constant (see p. 3).

A film composition that we have found to satisfy the requirements discussed above, for bubbles of 2-5 $\mu$m in diameter and to be combined with GGG as a substrate, is $Y_{2.9}La_{0.1}Fe_{3.5}Ga_{1.5}O_{12}$.

**Growth temperature and composition of the melt**

First of all, we should mention that there is an upper limit to the growth temperature. It must not be too high, because of the possibility of interdiffusion between iron from the magnetic layer and gallium from the substrate, which would spoil the sharpness of the interface. It has been found that below 1000 °C this diffusion is sufficiently slow for a perfectly sharp interface to be obtained if the substrate is GGG. With other substrates such as $Sm_2Ga_5O_{12}$ or $Nd_2Ga_5O_{12}$ the growth temperature should be kept even lower, to avoid this risk. As a general rule, the larger the ionic radius of the rare-earth ion in the substrate garnet, the easier for the diffusion to take place and hence the lower the value that should be chosen for the growth temperature.

Secondly, the degree of supersaturation $\Delta T$ should not be more than about 20 °C. If it is higher, simultaneous nucleation of garnet crystals may occur. Such individual crystals in the film itself will of course spoil it. Fig. 13a shows the surface, and fig. 13b the cross-section, of a film containing such crystals; the perfect film of fig. 13c was made at a lower value of $\Delta T$. However, even if the spontaneous nucleation only took place in the melt away from the film, or on the walls of the crucible, it would still be highly undesirable because it would change the composition of the melt. Thus $\Delta T$, and therefore the growth rate, would be affected. This cannot be tolerated if films of uniform thickness are to be made reproducibly.

From these limitations on $T_R$ and $\Delta T$, it follows that the saturation temperature $T_S$ is also limited, to around 1000 °C. This would imply that the amount of oxides in the melt must not be more than about 6 mol%. In practice, we use concentrations of 1 to 2 mol%, resulting in values of $T_S$ and $T_R$ in the region of 700-900 °C. At these lower growth temperatures the film thickness is more easily reproduced [20].

Having decided upon the chemical composition of the film and the growth temperature, the crystal grower would be able to calculate directly the required amount of oxides in the melt, if he knew the segregation coefficient of each garnet constituent, i.e. the ratio of its concentration in the melt to that in the film, at the growth temperature. In the earlier work on garnet liquid-phase epitaxy, such data were only available for bulk single-crystal growth, which is normally performed at about 1100 °C. For the much lower temperatures required in liquid-phase epitaxy, the data could only be guessed by extrapolation. From such extrapolation it can be seen that the range of compositions that will lead to the crystallization of the garnet phase only, without any simultaneous nucleation of magnetoplumbite or orthoferrite, is very narrow (fig. 14). In the meantime several
segregation coefficients have also been obtained for the temperature range in which liquid-phase epitaxy is performed [23].

**Lead incorporation in garnet films**

A disadvantage of any method of growing crystals from a solution is the incorporation of solvent ions in the crystal. Garnet films, as prepared in the way discussed in this article, always contain some lead [23]. The Pb$^{2+}$ ions are grown into the dodecahedral sites of the lattice, i.e. the sites normally occupied by rare-earth ions [24]. This fact is of importance in the first place because the Pb$^{2+}$ ion, being a very large ion, usually increases the lattice constant of the film. It therefore influences the choice of the film composition which, as we have seen before, must be such that the film and substrate lattices match. Secondly, there is evidence that the growth-induced anisotropy is related to the incorporation of lead.

At Philips Research Laboratories the incorporation of lead in garnet films and its effect upon the magnetic properties of the film have been studied in some detail, using the method of chemical analysis by radioactive tracers [29]. This technique is useful because it can distinguish ions in the film, e.g. Ga or Gd, from the same kind in the substrate. This makes accurate chemical analysis of very thin films (even down to 0.1 µm) possible where other methods (electron microprobe, spectrochemical analysis) would be confused by the presence of the substrate.

For this work special long-lived isotopes were used so that the measurements could be performed over a period of weeks. These isotopes were made at the Netherlands reactor centre (RCN) in Petten.) The isotopes were added to the melt, and after the specimen was prepared in the normal way, its radioactivity was measured. Up to five elements in one film could be analysed simultaneously with the spectrometer and analyser that we used for this work.

In this way we have studied in detail how the amount of lead in the film depends upon the growth temperature ($T_g$) and the growth rate ($R_g$). Our results suggest that less lead will be incorporated if $T_g$ is higher (as has been reported before [30]) and if $R_g$ is lower [27]. Thus, to prevent the incorporation of lead in the films, a high $T_g$ and a low $R_g$ should be used. Now a relatively low $T_g$ should be used if film thickness is to be reproduced accurately, as we have seen above. Our results imply, however, that the low $T_g$ thus required could be compensated in its effect upon the lead content by the use of a very low growth rate. We have indeed succeeded in making good-quality film, using growth rates that range from 0.1 µm/min to 0.1 µm/hour [31].

We have also studied the concentration of lead as a function of film thickness. The results are related to the problem that the thickness of a film as measured by optical interference always differs slightly but systematically from the result obtained by mechanical measurements. It has been pointed out by R. Ghez and E. A. Giess that this can be explained by a change of refractive index in the film because of the presence of lead [29]. This is confirmed by our measurements. We have measured the lead content in films of YIG grown on substrates of GGG, of widely varying thicknesses, by using widely varying deposition times.

---

**Fig. 14. Upper part of the phase diagram of the system Pb$^{0}$/0.1B$_2$O$_3$-Fe$_2$O$_3$-Y$_3$Fe$_5$O$_{12}$, after H. D. Jonker [21]. The solid lines represent the molar compositions of the melt at which the saturation temperature has the indicated value, and also the boundaries between the regions where magnetoplumbite (a), garnet (b) and orthoferrite (c) will crystallize from the melt when the temperature is lowered below the saturation temperature. These data represent what is known from bulk crystal growth.**

---

The result of this work, for two experiments in which different values of $T_g$ were employed, is shown in fig. 15. It can be seen that the lead concentration depends upon film thickness and is greatest for the thinnest films. It therefore follows that in all of the films the lead concentration is likely to be greatest near the interface.

This fact may be explained by supposing that just after immersion of the substrate into the melt a transient period is required for the film growth to attain stability. In this period the deposition of lead could easily be greater than normal. The extent to which this 'imperfection' of the film affects the behaviour of the bubbles, if at all, has yet to be investigated. We have found that the transient period can be shortened by using higher growth temperatures, and also by rotation of the sample during growth.

In conclusion, then, we can sum up by saying that we have made considerable progress in our knowledge of the various factors that influence composition, uniformity of thickness and perfection of films for magnetic bubbles. Taking full account of all these factors we are now able to produce films with properties as required for magnetic-bubble devices. However, several questions remain unanswered, and further investigations, in close cooperation with PFH, are therefore being made.

Summary. Magnetic-bubble memories require high-quality films with special magnetic properties. The most promising method of making such films is to grow an iron garnet single-crystal layer epitaxially on a single-crystal substrate platelet of a nonmagnetic garnet such as gadolinium gallium garnet. Substrate platelets are cut from boules grown by the Czochralski technique. The common defects in substrate crystals are dislocations, facet regions and growth striations. The first two present no major difficulties today, and growth striations are harmless when parallel to the substrate face. Dislocations may have an intricate helical structure. In liquid-phase epitaxy the substrate is dipped in a melt, usually of PbO/B$_2$O$_3$ (50 : 1), supersaturated with the required garnet oxides. The convection currents in the melt must be tightly controlled to obtain films of uniform thickness. The composition of the film is governed by the requirements of a temperature-independent saturation magnetization $4\pi M_S$ of, say, 150 gauss, a certain uniaxial anisotropy, and a fit of the lattice constant of the film to that of the substrate. The quantity of oxides in the melt is limited to about 6 mol%, because the growth temperature must remain below 1000 °C (to prevent interdiffusion between iron in the film and gallium in the substrate), and the degree of supersaturation within some 20 °C (to prevent the spontaneous nucleation of crystals). In practice concentrations of 1 to 2% are used. Some lead from the solvent is always incorporated in the film. It affects the lattice constant and the anisotropy. The quantity and distribution of the lead has been studied by chemical analysis with radioactive tracers. The results suggest that little lead is incorporated when the growth temperature is high and the growth rate is low. They also show that the lead concentration is greatest near the interface with the substrate.
The 'push-pull' spiral-groove bearing — a thrust bearing with self-adjusting internal preloading

The family of spiral- and helical-groove bearings [1-3] developed by Philips has recently been extended by a new type: a bearing that can take up thrust in either direction along the axis without the need for external preloading. We call it the 'push-pull' bearing.

As the earlier articles have shown, the grooves in a spiral-groove bearing pump the lubricant — often just the ambient air — between the moving surfaces, producing an overpressure and hence an upward thrust or lifting force (figs. 1a,b). The bearing surfaces consequently take up a position with a spacing that gives equilibrium between the lift and the load. The load capacity of the bearing increases as the speed of rotation is increased.

In the new bearing the moving surfaces are provided with two sets of grooves [4], rather than a single set. The two sets of grooves are of opposite sense and are quite different in size; the depths of the grooves, for example, differ by a factor of about five. Because the spirals are of opposite sense, the lubricant provides an overpressure in one part of the bearing and an under-pressure in another part (fig. 1c). The underpressure creates an internal 'load' that balances the lift at a particular spacing between the surfaces. By paying careful attention to the differences between the two patterns of grooves, it is possible to make the stiffness of the bearing sufficiently large even though no external load is applied. The dimensions for the grooves can be calculated from the theory of spiral-groove bearings [5].

Fig. 2 shows an interesting possible application for such a bearing. This is a rotor with gas bearings that would be suitable for a gyroscope; since the two sets of spirals produce a push-pull action, only one thrust bearing is required. This has the great advantage that no serious problem is introduced by the thermal expansion of the rotor, which can often be a nuisance when thrust bearings are mounted at both ends.

Another kind of application, which we shall discuss here to give a better understanding of the design of the new bearing and its stiffness, is in a device for making
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[4] The first version of such a bearing was designed by J. P. Reinhoutrt in 1972 at Philips Research Laboratories, Eindhoven.
laser light incoherent (fig. 3). It consists of two discs of frosted glass, spaced by about 3 µm, which rotate in air at a relative speed to one another of about 1000 rev/min. As required for this application, the spacing remains very nearly constant when the speed varies. The device is used at Philips Forschungslaboratorium Hamburg in an equipment that writes an image on a projection screen by digital deflection of a laser beam [8]. If the laser light is not made incoherent, 'speckles' of light appear in the image.

The discs run at such an extremely small spacing because of the presence of patterns of spiral grooves on the two facing surfaces (fig. 4). These surfaces function as the moving surfaces of a push-pull bearing.

Fig. 2. Diagram of a thrust bearing for a cylinder (R), such as the rotor of a gyroscope, with a push-pull spiral-groove bearing (PP). One spiral-groove bearing is sufficient for the axial location of R.

One of the discs remains stationary; the other is connected to the drive motor by a thin metal diaphragm, to give sufficient freedom in the axial direction. The diaphragm also ensures the radial location of the disc. The annular region between the inner set of spiral grooves and the diaphragm acts as a window for the laser light.

The underpressure around the centre provides the preload; in the surrounding region there is an overpressure that provides the lift. Fig. 5 shows the varia-
tion of the lift (curve I) and the internal preload (curve II) as a function of the spacing \( h \) between the two surfaces. The spacing that the discs adopt automatically is given by the point of intersection of the resultant curve (III) with the horizontal axis; the lift and the internal preload are then in equilibrium. The two pressures are both proportional to the speed of rotation; if this should vary, the forces continue to balance one another at the same spacing between the discs, and the spacing therefore remains constant.

The dimensions of the patterns of grooves are chosen in such a way as to make curve III as steep as possible at the point where it cuts the \( h \)-axis. The bearing therefore has the maximum stiffness, and strongly opposes any variation in the spacing of the discs.

There are no external loads of any significance. Even at quite low speeds the weight of the disc, for example, is negligible compared with the force due to the underpressure. The orientation of the axis makes no difference to the performance. Even when the rotating disc is suspended from the stationary one, the spacing between them remains close to 3 \( \mu \text{m} \) (see fig. 6).

![Fig. 5. Calculated characteristics of the push-pull spiral-groove bearing formed by the glass discs of Fig. 3. Curve I is the lift \( W \) and curve II the internally generated preload \( L \), both as a function of the spacing \( h \) between the moving surfaces. The curves were derived for a speed of 1000 rev/min. Curve III is the net force on the bearing, i.e. the sum of I and II. The operating point of the bearing is the point of intersection of III with the abscissa. The stiffness of the bearing (tan \( \alpha \)) is about 58 N/\( \mu \text{m} \). Although curves I and II and the stiffness change when the rate of rotation changes, the operating point does not move. The weight of the rotating disc (2.6 N) has hardly any effect on the position of the operating point (a displacement of only 0.05 \( \mu \text{m} \), see inset).](image)

![Fig. 6. Demonstration model of a push-pull spiral-groove bearing in operation. a) Stationary bearing; the arrows show the direction of rotation of the uppermost disc. The lower disc is clamped in a ring (dark in the photograph); the upper disc is centred by a pin that fits with a slight play in a hole in the lower disc. b) The upper disc now rotates (at about 500 rev/min). c) The bearing is set so that the rotating disc is suspended from the stationary disc. The rotating disc remains attached to the stationary disc until its speed has dropped to about 100 rev/min; the internal underpressure is then too small to support the weight of the disc (d).](image)
The grooves displace only a relatively small amount of air in unit time. The volume of air contained between the discs is therefore kept as small as possible to give a rapid response to variations in speed. The bearing does not then tend to instability.

The diaphragm is preadjusted in such a way as to make the discs just touch each other when stationary. When motion commences the discs make light contact, but the desired spacing of 3 µm is soon reached. The discs do not wear, provided that the air is dust-free. The bearing will operate regardless of whether a particular groove pattern is on one disc or the other, or whether they are both on the same disc. The orientations of the patterns must be chosen to give the underpressure at the centre and the overpressure in the outer zone, since the bearing then presents the greatest stiffness to tilting[^1].

H. J. W. M. Volman


---
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PINPOINT —

a radio system for locating and monitoring vehicles

R. W. Gibson

The hyperbolic radio-navigation systems for ships and aircraft, developed during and after the second world war, have recently found counterparts in systems for the location and mapping of vehicles at a central point. PINPOINT is a system of this kind which is particularly simple and inexpensive because it is based on existing radio-telephony channels. Whole fleets of several hundred vehicles can be located with an accuracy of less than half a kilometre. This location system can be used as part of an extremely versatile command and control system. Thus, when the location and nature of an 'incident' are typed in, the computer will search a street directory to find the coordinates of the incident location and will request the display to indicate the vehicle best placed to attend.

Many organizations which use a large fleet of vehicles wish to control the vehicles from a central point. The advent of mobile radio-telephones has made this a possibility and, today, virtually every police car, ambulance and fire engine has a two-way radio-telephone. To an increasing extent buses, taxis and other commercial organizations are also using radio-telephones to control their fleets. If the controller is to use his vehicles most effectively he needs to know where each one is and what it is doing, i.e. he needs location and status information. At present this information is gathered by talking to the driver on the radio-telephone and is stored either in the control operator's mind or sometimes in manual plotting systems.

Recent advances in integrated circuits and small computers have now made it feasible to carry out this information-gathering and storage function automatically. A vehicle-location and monitoring system called PINPOINT has been developed at Mullard Research Laboratories in conjunction with Pye Telecommunications Ltd.

The technique used enables radio location to be fitted as an optional extra to a standard radio-telephone system. It locates the vehicles by time-difference measurements using a standard mobile-radio channel (3.5 kHz bandwidth, 12.5 kHz spacing). However, the system has been designed so that locations can also be determined with beacons or by other methods (such as the measurement of distance travelled by the vehicle). PINPOINT is also capable of fast data transmission, so that the system can be tailored exactly to meet individual requirements. Vehicles can be located in a wide area, while at the same time extra information from the vehicle can be obtained from automatic data signals. These can provide extra indications of position in important areas (for a taxi fleet this could be the station), status and other information.

The next section starts with a survey of the various methods for location and of the factors that determine the choice of method for PINPOINT. This is followed by a more detailed account of the method and a description of the equipment. The equipment, the range of applications for PINPOINT and its performance are described in the last two sections.

Location techniques

In vehicle location it makes a great deal of difference whether the vehicles are on fixed routes, like buses, or whether they can go anywhere, like police cars. For fixed routes roadside beacon systems can be used; the vehicles recognize signals from a particular beacon that they pass on the route and the information is transmitted back to base. The inverse system may also be used in which monitors at known points on the route recognize each vehicle as it passes and send the information back to base.

Various systems of this type have been proposed using a wide variety of recognition signals — optical, radio, mechanical, or electrical (inductive loop). However, the cost of the beacon system discourages their use except in cases where great accuracy is essential.

R. W. Gibson, B.Sc., is with Mullard Research Laboratories, Redhill (Surrey), England.
The alternative is to use some sort of radio-location technique. Radio location is well known for the navigation of aircraft, ships and space capsules; the same techniques can be used for vehicles but the operational requirements and economic considerations are different. One important aspect which discourages the use of many of the radar techniques is the large bandwidth necessary for transmission of the signals. It is difficult to justify any system which uses an unduly large share of the already overcrowded radio spectrum, and the idea of several users in the same area, each with hundreds of vehicles transmitting wideband signals, is decidedly unattractive.

In principle the range from a fixed site can be measured by measuring the 'there-and-back' time. This is not practical for narrowband mobile-radio channels, however, because the 'turn-around' time at the vehicle (delay between the mobile unit receiving the interrogation signal and re-transmitting the response) cannot be kept sufficiently constant to obtain the desired accuracy (about 0.5 km). (Because of other uncertainties this time should not vary by more than 1 μs.)

In theory it is possible to locate a vehicle from any radio signal it transmits; suitable receivers may be used to measure some characteristic of the signal, such as its bearing, time of arrival, or strength, and from several simultaneous measurements the position can be derived. The choice of which parameter to measure is mainly governed by the propagation characteristics of the radio signals. The signal strength can only be used for vehicle location if the statistical mean is known for signals from the vehicle in several positions and is not suitable for locating stationary vehicles. (Signal strength can be drastically affected by local obstacles, especially large metallic objects such as bridges or overhead cables.) Bearing and arrival time are both subject to errors due to multipath propagation (reflection, diffraction, etc.), but bearing errors are likely to be greater, unless the receiving site is entirely free from obstructions. The PINPOINT system therefore uses time differences.

Another criterion having an important bearing on the choice of system is that of price: since most vehicles of interest either have radio-telephones or will be fitted with them it is cheapest to use existing facilities for location.

The conventional navigation systems such as OMEGA, LORAN, or DECCA [1] are all in principle suitable for vehicle location, but because they need a special receiver in the vehicle they are inherently more expensive and the position data still has to be transmitted back to base. In terms of accuracy they are about the same as the techniques used in PINPOINT; their only real advantage being that they can cover a large area.

Location by time difference

The schematic diagram of fig. 1 shows three fixed receiving sites and a vehicle equipped with a radio-telephone. The vehicle transmits a radio signal which is received at all three sites; the time of arrival of the signal is measured very accurately at each site. If the signal arrives at site 1 10 μs earlier than at site 2 then we know that the transmitter is 3 km nearer to site 1 than it is to site 2 (because a radio signal travels 3 km in 10 μs). We can therefore plot a line on our diagram (or map) which shows all points 3 km closer to site 1 than site 2, and know that our vehicle lies somewhere on this line. The line is shown on the diagram labelled $t_2 - t_1 = +10\, \mu s$, and is a hyperbola. Systems of this class are therefore known as hyperbolic navigation systems.

Similarly if the time of arrival at site 2 is 20 μs later than at site 3 the vehicle is also on the hyperbola $t_3 - t_2 = -20\, \mu s$, showing points 6 km nearer to site 3 than site 2. Hence the location of the vehicle is at the intersection of the two hyperbolas.

Hyperbolic navigation systems were first introduced during the second world war for the guidance of ships and aircraft. For navigation purposes, the system used is the exact inverse of that used in PINPOINT. Three (or more) transmitters send out synchronized signals and the ship or aircraft measures the relative delays, from which it can plot its position on a grid of intersecting hyperbolae.

The first system of this kind, proposed in 1935 by R. J. Dippy [1], was developed in England during the early years of the war and was called the 'Gee' system. Transmitters based in England enabled bombers to be guided to target areas on the continent with an accuracy of a few miles. Later, in 1944, 'Gee' played an important part in the accurate navigation of the ships and the coordination of the landings for the invasion of Europe. The Gee system was based on pulse techniques and therefore occupied a wide frequency band. This makes it less suitable for civil applications where the allocation of spectrum space is not at a premium.

The Decca system [2] developed soon after the war, uses continuous-wave signals and therefore takes up a much smaller space in the spectrum than pulsed systems. A similar system but adapted to navigation over longer distances is 'Loran', developed in the U.S.A.

A hyperbolic location system therefore requires a pattern of receiver sites situated so that a least three of them can receive the vehicle signal. These sites relay the times of arrival of the signals (or the signals themselves) to a central point where they are processed. In PINPOINT this is done by a small computer.

For location systems to be capable of handling a whole fleet of vehicles the following additional features are also necessary:

---

The time measurements are made by measuring the phase of an audio tone that modulates the r.f. carrier. When, as is usually the case, data transmission is also required, it is simple to put the data in the form of binary code so that phase-shift key modulation (PSK) can be applied to the audio subcarrier. In this method of modulation the binary 0 is represented by a single period of the original subcarrier, while to represent a binary 1 the phase of this subcarrier is shifted by 180°. (An alternative form of PSK is obtained if each binary 1 causes a phase shift of 180°, while the phase remains unchanged for a binary 0.) The signal for the location of the vehicle is simply a burst of several cycles of unmodulated subcarrier.

Fig. 2 shows the waveform of a complete signal. The first 16 ms is occupied by the burst of unmodulated 2-kHz subcarrier, which serves not only as the location signal, but also to help establish the link with the data receiver (the receiver and data modem need a few ms of unmodulated carrier to prepare themselves for the reception of data). In the second 16-ms period there are 180° phase shifts in the subcarrier, so that the phase of each complete cycle is set to either 0 or 180° to denote either a 0 or 1 data bit as explained above.

The time measurement consists of a precision phase measurement made on the first 16 ms (about 32 cycles) of the incoming signal, against a quartz clock that also has a frequency of 2 kHz. This gives an ambiguity of about 1 cycle in the phase measurements. At a frequency of 2 kHz this corresponds to 250 μs, or a distance of 75 km. This ambiguity is so large that it is generally unimportant, because for most vehicle-location systems a range much less than this is demanded. If necessary, however, the ambiguity can be resolved by a time measurement on the data signal; such a measurement does not have to be particularly accurate.
Fig. 3 shows a block diagram of the complete system. The computer, which stores the information relating to position and status of the vehicles, decides which vehicle is to be interrogated and sends a data or interrogation signal to the transmitter $Tr$; the data signal includes the coded number of the required vehicle. When the vehicle receives and recognizes its own code number, it replies by transmitting a signal. This signal is received at the three (or more) receiver sites and at each of these the phase of the location tone is measured and the data contained in the modulated part decoded. The results of the phase measurements and the decoded data are then sent via modems over the links to the central control room.

The computer in the central control room keeps in its memory a complete list of all vehicles in the fleet, their latest positions, and any status information or other data received from the vehicles. The list is continuously and automatically updated as the new data flows in from each new set of measurements. The computer not only calculates the new positions of the vehicle in cartesian coordinates, it also applies a plausibility check to the new position. If this is satisfactory the stored position is updated; if not, the new position is rejected.

The system can scan the fleet at a typical rate of about 25 to 50 vehicles per second, depending on the amount of data to be transmitted.

Mobile equipment

In order to monitor a whole fleet of vehicles on one radio channel it is necessary that each mobile unit only transmits for a short period; the 32-ms burst of fig. 2 is typical. It is therefore necessary to be able to switch the mobile transmitter on and off quickly; this is achieved very simply by using semiconductors for the transmit/receive switch instead of a relay.

It is important to note that the system calculates position only from the time differences measured at the fixed receiver sites, so that the mobile unit does not have to transmit at any precise instant.

Nevertheless each mobile unit does need to know to within a few milliseconds when it should transmit its signal. This is therefore done at the request of the central control room. The modem in each vehicle is fitted with a detachable code plug which identifies that particular unit and circuits are provided with which it can recognize its own code (fig. 4). The central system can then interrogate any unit by transmitting its digital code together with a message code (for example, 'canned' questions) to the vehicle and command it to reply with a location and data burst.

In cases where data transmission to the car is not required, a simpler 'time-slot' system can be employed. This is a system in which the whole fleet is scanned in a fixed sequence. Every few seconds the system broadcasts a synchronizing signal to every mobile unit. Instead of a data modem, each mobile unit is fitted with a timing unit which locks on to the synchronizing signal and transmits a reply in a pre-assigned time slot.

Fixed-site receivers

The phase measurement must be made to an accuracy of better than one microsecond (1 $\mu$s corresponds to a change in position of 200 m). Because of this, special radio receivers are necessary at the fixed sites. Although it is possible to use either amplitude-modulated (AM) or frequency-modulated (FM) radio, the FM system is preferred since it is easier to make suitable receivers.

---

Fig. 3. Block diagram of the PINPOINT system. $M$ is one of the vehicles to be located. All the vehicles have a standard radio-telephone $RT$ and a modulator-demodulator (data modem) $DM$. There are at least three receiver sites $R_1, R_2, R_3$; one of these is shown in detail. The phase of the first part of the received signal (fig. 2) is measured ($PM$) against precision quartz clocks $LC$ at each site. The data in the received signal is decoded ($Dec$) and the combined phase and data information is then sent in binary form to the command-control centre $CCU$, usually by telephone line. It is decoded there, and fed into the location and status computer ($Comp$). This calculates the position of the vehicle in cartesian coordinates. The operator can obtain this position on a display panel ($Disp$) showing a map of the area covered by the vehicles. Selected information can be shown on a second display. $CU$ control unit. $Tr$ central-command transmitter.
In a conventional FM receiver the limiting action on strong signals causes the phase of the audio output to vary with signal strength. Regardless of signal strength, which can vary from a fraction of a microvolt to several millivolts, the phase delay must remain constant to within 1 μs, and to achieve this a special FM receiver has been designed. The i.f. amplifier in this receiver gives a constant output phase for signals varying from just detectable to very strong.

The transient response of the receiver must also be fast enough to permit a precise measurement to be made a few milliseconds after the start of the signal. The receiver is a narrowband device because in mobile-radio-telephone practice each radio channel is strictly limited to a working band only a few kilohertz wide. Since the response time is inversely proportional to bandwidth, it follows that the receiver will have an overall delay of several hundred microseconds, nearly all the delay occurring in the channel filter. Even with careful design it is not practical to keep this delay absolutely constant to better than one microsecond. However, this can be allowed for by including an automatic calibration routine in the system. Every few seconds a calibration transmission is measured and the result used to monitor the delays in the receivers and measuring channels. The calibration is effected with a radio unit that transmits from a fixed site on a high building, and functions as a ‘vehicle’ of accurately known position.

**Phase measurement**

After the tone burst has been received and demodulated there is a choice of procedure. Either the tone signal from each receiver site is sent to the control centre where the phase differences are measured, or the phases are measured at each receiver site against a local clock and the resulting measurement sent. The second method has the advantage that the link need only transmit a digital measurement (via a data modem) and does not demand phase stability of the link: against this advantage must be offset the expense of providing a precision clock at each receiver site.

In either case the measurement is made on the zero crossings of the tone signal (fig. 5). The 2-kHz sine wave is first shaped into a square wave in a circuit carefully designed to avoid phase variation with signal strength. The positive edge of the square wave is then used to open a gate which allows clock pulses into a counter. The gate is shut by the corresponding edge of a 2-kHz reference signal. The length of time the gate is open, and hence the number of clock pulses counted, therefore depends on the phase difference between the incoming signal and the reference signal. By repeating this over several cycles a more accurate average phase is measured.

The process is complete in a few milliseconds and the content of the counter is the required measurement in the form of a binary number: this is then sent to the computer at the central control room. The computer thus receives three such time measurements, one from each of the receiver sites.

A data decoder is used to extract the phase shifts in the second half of the signal and the resulting binary data is also sent to the computer.

**Display**

Fig. 6 shows an early version of the control-room equipment as laid out for an exhibition. The obvious way to display the position of the vehicles is by superimposing symbols on a map. The display shown in fig. 6 uses a half-silvered mirror to combine symbol images on a television screen with a printed or back-
projected map. The result is shown in fig. 7. In the case shown, the position of the suffix symbol in each group indicates the position of the vehicle, the suffix symbol itself giving the status of the vehicle; the upper three digits give the vehicle number.

An alternative technique consists in projecting a map through a window in the back of a special TV picture tube. For large wall displays projection TV can be employed.

A display which simply showed the position of every vehicle in the fleet simultaneously would be virtually useless unless the fleet is very small in number. The amount of information that can be usefully put on display simultaneously is very limited — too much data either distracts from or, worse still, obscures the vital information. To overcome this problem PINPOINT provides an interactive display so that the information presented is limited to that relevant to the job in hand.

A push-button keyboard gives the operator complete control over the display — he can add or delete any vehicle or group of vehicles instantly. Vehicles can be called by:

1. Name e.g. Car No. 223
2. Type e.g. All cars of Type 6
3. Status e.g. All cars of Status 10/4
4. Absolute position e.g. All cars within 1 mile of grid reference 213 457
5. Relative position e.g. All cars within 5 miles of vehicle No. 321

If the system is operated by several operators, each one can have his own display, each display being completely independent, showing different data, different maps, different areas, etc.

The 'main list' within the computer memory, which holds all the position and data information on every vehicle, is continuously updated, regardless of what is being displayed. If the data from any vehicle is currently on the display its position and status will be automatically kept up to date as signals are received from that car: typically for a fleet of 300, each vehicle will be updated every 10 seconds. When the operator uses the keyboard to change the display or request additional information, the response is immediate because it only takes the computer a fraction of a second to search the list for the required data and transfer it to the display.

Other types of display can also be used if required. For instance a second visual display unit may be interfaced with the computer to give listings of particular vehicles and information about them.

The computer can also be used to do some special preliminary sorting or collating of data on the vehicles so as to give automatic display of some anomaly or unusual situation. Certain special conditions can be detected and brought to the controller's attention. Thus, an alarm signal could indicate some emergency, or an automatic warning could be given if there were no vehicles of status 'available' within a certain area.

Where the location facility is only part of a full command-and-control system the display is also available in another automatic mode. This is a facility particularly useful to a city police department or to the operator of a taxi fleet. When the address and nature of an incident is typed in, the main computer will search a street directory to find the coordinates of the incident and then command the location system to display the best vehicle to deal with that incident, taking into account distance, status, type of vehicle, etc.
Fig. 6. Central command-and-control equipment, as set up for an exhibition. In the centre is the vehicle-location display (see also fig. 7). On the left is the radio-telephone with display control panel. On the right is the computer.

Fig. 7. Photograph of location display on a map of central London. The three-digit numbers are the vehicle identification numbers and the suffix is a status number (e.g. busy, free, returning to base, etc.). The actual location of each vehicle is marked by the suffix digit.
Accuracy and coverage

All radio-location systems are subject to errors because the propagation of radio waves is affected by buildings, trees, hills, power lines etc. The nature of the errors varies depending on the frequency and bandwidth of the channel employed but it is very doubtful if any practical radio-location technique can give true street-corner accuracy in a city. The PINPOINT system gives results comparable with other known methods but at less cost.

A single spot measurement can show an error of more than a kilometre due to combined effects of interference and multipath signals, but a considerable amount of averaging and signal processing is carried out in the computer so that these errors are much reduced. A simple three-station system set up in central London using a standard VHF channel (160 MHz) has shown mean errors on the display of about 0.5 km, with occasional errors of up to 1 km.

Although averaging several successive readings from a vehicle improves accuracy, there is a limit to this improvement. For a typical 300-vehicle system, where each vehicle sends a signal every 10 seconds, averaging four consecutive signals means that the displayed position of the vehicle lags the true position by 40 seconds; at a speed of 60 miles (96 km) per hour this corresponds to a kilometre. How serious this is depends on the vehicle speed but a compromise has to be struck so that the errors due to this lag are not greater than the gains due to the averaging. In practice it is reasonable to average between four and eight successive readings, corresponding to a lag of a minute or so. Where this is unacceptable, smaller fleet sizes on one channel or more frequent signals from particular vehicles can be used.

In order to cover a certain area it is necessary that a signal from anywhere within the area can be heard by at least three receiver sites. In small or medium-sized towns where the terrain is suitable it is sometimes sufficient to set up only three stations. For very large cities, country areas, and places where there are obstructing hills it is necessary to use extra receiver sites. (Extra sites also improve the accuracy slightly but the improvement is not commensurate with the extra costs.) Typical systems will use between 4 and 10 receiver sites, or even more for very large cities such as London.

Summary. PINPOINT is a system for locating vehicles which is based on the measurement of the differences in time of arrival of the signals received at three (or more) fixed receiver sites when each vehicle transmits a short burst of a relatively narrowband signal. PINPOINT provides the controller of the fleet with detailed knowledge of the whereabouts and status of every vehicle in the fleet. This display provides clear and easily read symbols superimposed on a map or diagram. A keyboard gives the operator complete control over the information displayed, and operation of the system is extremely simple. The system uses a standard mobile-radio channel with a bandwidth of about 3.5 kHz and a channel spacing of 12.5 kHz. It collects the data much faster than is possible with speech, thus saving valuable transmitting time.

The extra equipment required in the vehicle is simple. The complete system is less expensive than other systems, but is just as accurate (about half a kilometre). The location function is compatible with data transmission, so that hybrid systems using beacons, distance run, etc., can be assembled to suit any particular application.
A fast scanning microscope
used in the development of avalanche photodiodes

P. M. Boers and L. J. M. Bollen

The avalanche photodiode

To achieve a high sensitivity in an avalanche photodiode, it is necessary that the sensitivity should be very uniform over the whole surface of the diode. An avalanche photodiode is a light detector with internal amplification; it can be regarded as the solid-state analogue of a photomultiplier tube.

An important application of the avalanche photodiode is as a detector in a wideband communication system with an optical carrier. In such an application, the diode must have a high sensitivity at the carrier wavelength. (In a communication system with a GaAs injection laser as the source, the carrier wavelength is 0.8-0.9 μm.) Other requirements are a high signal-to-noise ratio and a response that is rapid enough to detect the highest modulation frequencies, which may extend to several GHz for optical communication systems.

The avalanche photodiode is essentially an ordinary P-N diode in which one of the electrodes is transparent to the radiation to be detected. The diode operates as an optical detector when a voltage is applied in the reverse direction. The reverse voltage causes a carrier-free zone, the 'depletion layer' (fig. 1) to appear on both sides of the junction. When radiation falls on the diode, electron-hole pairs are formed. The electrons and the holes formed in the depletion layer will be accelerated in opposite directions by the electric field there. Depending on the place where the electron-hole pair is formed, either the electron or the hole will move to the location of maximum field-strength. If this maximum field-strength is high enough, the charge carriers can obtain sufficient energy to enable them to initiate further ionization and thus produce new electron-hole pairs. These are then accelerated by the local field so that, for each photon absorbed, a whole avalanche of charge carriers is created, which appears as a photocurrent in the diode. The multiplication factor, i.e. the number of charge carriers per absorbed photon, is dependent on the field-strength in the avalanche region. For a large multiplication factor, the local field-strength must be high. It is therefore desirable that the total voltage across the depletion layer should be as high as possible, i.e. as close as possible to the 'dark' breakdown voltage of the diode. Owing to local variations in the semiconductor material of the diode, there will be local variations of this breakdown voltage.

The lowest breakdown voltage anywhere in the layer will therefore determine the maximum reverse voltage that can be applied across the diode and hence the average multiplication factor that can be achieved by the complete diode. Good homogeneity of the material, and hence as high a field-strength as possible over the avalanche layer, is therefore very important for the optimum performance of an avalanche diode as a radiation detector. A scanning microscope has been found to be ideally suitable for assessing the homogeneity of avalanche diodes either after completion or in the various stages of manufacture.

The geometry of an avalanche photodiode

If an avalanche diode is to have a rapid response to the incident radiation, as many of the charge carriers as possible should be created in the depletion layer.

Fig. 1. Structure of a P-N photodiode (left) and the field-strength E in this diode (right) as a function of position x. The diode consists of a thin P+ layer on N material. The P+ layer is so thin that the light to be detected is transmitted through it to the P-N junction. The P+ layer is surrounded by a P layer whose shape is such that excessively high fields along the edge of the P+ layer are avoided. The field profile arising in this diode when a voltage is applied across it in the reverse direction is entirely determined by the doping profile; the gradient of the field at any point is proportional to the dope concentration. If the voltage across the diode is high enough, the field-strength in the neighbourhood of the P-N junction becomes so large that avalanches of charge carriers may occur.
The reason for this is that charge carriers created outside the depletion layer must first reach the depletion layer by diffusion before they can be accelerated and make their contribution to the photocurrent; this diffusion process is relatively slow and consequently introduces an appreciable delay in the response of the diode. This delay and the absorption of the light in the semiconductor together determine an optimum thickness for the depletion layer. If the layer is thicker than this value inconveniently high voltages are required, and it is difficult to avoid breakdown over the outside surfaces of the diode. If the depletion layer is thinner than this value many charge carriers originate outside the layer and this introduces delay in the response. However, a correction for this can be introduced by making the lifetime of free charge carriers outside the depletion layer very short. Electrons and holes generated outside the depletion layer will then recombine rapidly so that only a negligible number of them reach the depletion layer by diffusion.

The diode material is given a doping profile that will provide the field-strength variation shown in fig. 2. The field-strength reaches a value of about 40 kV/cm in the greater part of the depletion layer. This is sufficient to make the charge carriers move at the maximum mean velocity, the 'saturated' drift velocity, in the direction of the field. The field-strength in the avalanche layer reaches a value of about 300 kV/cm, accelerating some of the charge carriers to such a high velocity that the avalanche effect can take place. The drift velocity in this layer no longer increases, however (fig.-3).

A diode with such a doping profile performs well even at voltages below 200 V.

The scanning microscope

The use of flying-spot scanners for the investigation of photocells and photodiodes is certainly not new. For our purposes such a scanner has to have both a high resolution and a fast scan. The high resolution is necessary for observing small details on the diode surface and the scan must be fast so that we can follow variations in the voltage across the diode. None of the instruments of which descriptions have appeared [1] possess this combination of features. We have therefore developed an instrument which can scan an object with a very fine light spot at a rate of 50 scans per second. Fig. 4 shows a block diagram of this instrument. Fig. 5 is a photograph of the complete equipment. The diameter of the scanned area can be varied between 50 µm and some millimetres. For diameters greater than 200 µm, the resolution is about 1/200 of the diameter of the scanned field; for smaller diameters the resolu-
The flying spot is obtained from the screen of a cathode-ray tube specially developed for flying-spot scanners \(^1\) designed for television purposes (films, transparencies, etc.). The electron beam in the cathode-ray tube writes a raster on the screen at a repetition rate of 50 Hz. The phosphors on the screen in this type of tube have a short afterglow, matched to the scanning frequency, so that the afterglow does not degrade the resolution of the instrument. We have used a specially manufactured flying-spot tube with a phosphor that emits light of wavelength between 500 and 600 nm; standard tubes of this type contain a second phosphor emitting light of a shorter wavelength. This short-wavelength light would be absorbed just beneath the surface of the diode and would be of no significance in our experiments because electron-hole pairs immediately vanish there by recombination.

A reduced image of the flying spot on the screen of the tube is projected by a microscope on to the sensitive surface of the diode to be investigated. The photocurrent generated by the moving light spot modulates the brightness on a monitor scanned in synchronism with the flying-spot tube, giving a representation of the variation of the sensitivity over the diode surface.

The amplifier, which brings the photocurrent up to a level suitable for the monitor input, has a noise level equivalent to a photocurrent of several nA. The bandwidth of the amplifier is several MHz to permit a rate of 50 pictures per second. This picture frequency has the great advantage that normal video equipment can be used for most parts of the electronics.

It is also possible to represent the photocurrent on an oscilloscope. This allows quantitative measurements of the diode current to be made easily; the local multiplication factor and hence the uniformity of the various diodes can therefore be compared. If the signals of adjacent scanning lines are given a small relative displacement a simulated three-dimensional picture of the photocurrent distribution is obtained (fig. 6).

A second monitor can display an optical image of the diode during the scan. This image is picked up from the microscope by a television camera, and is of use in deciding whether a particular irregularity observed with the flying-spot microscope has its origin on the surface or in the interior of the diode.

Fig. 7 shows oscillograms of the distribution of the multiplication factor over the surface of a given diode for three different voltages.

With this flying-spot microscope it was possible to make a rapid assessment of the suitability of the various batches of silicon for the manufacture of avalanche diodes (fig. 8). Different configurations and manufacturing methods could also be compared at an early stage in their development. In addition, specifications for the diodes could be rapidly translated into specifications for the semiconductor material and the doping process. It was found, for example, that the most homogeneous diodes were obtained when the P-N junctions were made by ion implantation in epitaxial silicon. Diodes made from ion-implanted material have given a multiplication of 1000 \(\times\); this implies that deviations from uniform doping were of the order of

\(\text{(1)}\) R. J. L. Lerou, Ingenieur 84, ET 131, 1972 (in English).
Fig. 7. The distribution of the photocurrent over the surface of a diode for three different voltages across the diode. Left: the distribution of the photocurrent over the whole diode surface; diode diameter 500 µm. The irregularities in the current distribution are caused by non-uniform doping. The ring-shaped structure round the circumference originates in the doping applied there to prevent breakdown at the outside edge of the diode. Right: the distribution of the current along a single line through the centre of the diode. The voltage across the diode when these displays were made was, from top to bottom: 118 V, 93 V and 1.5 V. The vertical deflection sensitivity of the oscilloscope was the same in all three cases.

Fig. 8. Photocurrent distribution for diodes made from silicon of different quality. The right-hand picture shows the current distribution of a diode whose P-N junction was made by ion implantation in epitaxial silicon.

0.01%. Such a high amplification is not however particularly suitable for an optical communication system, because of noise. A suitable diode for this purpose is a mesa diode with a diameter of 500 µm and a multiplication factor of about 100x. This multiplication requires a voltage of 175 V across the diode. The response time of the diode is 0.3 ns while its quantum efficiency is 35%.

The flying-spot microscope described here is also useful for investigations on certain other semiconductor devices, provided that the P-N junction is no more than a few microns under the surface and that the surface is not coated with an opaque film.

Summary. In the development of avalanche photodiodes it is of great importance to know the distribution of the photocurrent density over the surface of the diode. To measure this distribution we have built a flying-spot microscope that scans the diode surface with a very small spot of light at a rate of 50 pictures per second. The diameter of the image field of this instrument can be varied between 50 µm and a few millimetres. For a diameter > 200 µm the resolution is 1/200 of this diameter; for smaller fields the resolution is 1 µm. The instrument has greatly assisted in the rapid design of a high-quality avalanche photodiode. Epitaxial silicon with a P-N junction made by ion implantation was found to be the most suitable material for such diodes.
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Electrical conduction in ferromagnetic metals

A. R. Miedema and J. W. F. Dorleijn

It has long been known that ferromagnetic metals and alloys differ from other metals not only magnetically but also in their electrical behaviour. One of the noteworthy effects exhibited by the ferromagnetic metals is the anisotropy of the electrical resistivity: the resistivity depends on the angle between the current and the magnetization. This effect was investigated some years ago at these Laboratories by J. Smit. In recent years interest has returned to this effect in connection with its application to the read-out of magnetic tape and bubble memories. A good theoretical explanation of resistance anisotropy has not yet been given. It is therefore not possible to predict theoretically the behaviour of a given iron or nickel alloy or to say which alloy might be best for a given application. We give here a simple empirical model with which such predictions can be made for nickel alloys.

Introduction

The most characteristic property of metals is their high electrical conductivity; the conductivity of metals can be more than $10^{25}$ times that of insulators. In the present article we shall be concerned with electrical conduction in ferromagnetic metals, which is fundamentally different from that in other metals. We shall concern ourselves here only with the ferromagnetic metals nickel, iron and cobalt, and their alloys. It will be shown that the electrons that are responsible for electrical conductivity in ferromagnetic metals possess an extra degree of freedom. This can lead to special effects, which, though long known, have often not yet been properly explained. Examples are the anomalous Hall effect and the resistance-anisotropy effect [1], which has recently been applied in magnetic recording [2].

In a ferromagnetic metal the electrical resistivity depends on the angle between the current and the magnetization (fig. 1). If the ferromagnetic metal is in the form of a thin film as obtained by evaporation, the direction of magnetization in the plane of the film can be very easily changed. ‘Easily’ here means that only a weak external field is necessary, like that near the surface of the magnetic tape of a tape recorder. For the two extreme orientations of the magnetization, parallel or perpendicular to the current through the film, the electrical resistance may differ by several per cent (at room temperature): this is the resistance-anisotropy effect. Since this is a percentage effect, and the total resistance of such a ferromagnetic film, if sufficiently thin, can be relatively high, this effect is of importance for the detection of weak magnetic fields or their corresponding magnetizations. In magnetic recording an important aspect of the effect is that low-frequency alternating magnetic fields can be detected.

Fig. 1. The electrical resistivity of a specimen of a ferromagnetic metal depends, even at room temperature, on the angle $\theta$ between the current $I$ and the magnetization $M_s$. For a thin specimen (a film) the direction of $M_s$ can be changed even by a weak field.

[1] The history of resistance anisotropy in ferromagnetic metals goes back to 1857 (W. Thomson) and that of the anomalous Hall effect to 1893 (A. Kundt). One of the first more systematic investigations is that of J. Smit, Physica 17, 612, 1951; see also H. C. van Elst, Physica 25, 708, 1959.

Magnetoresistivity (dependence of resistance on magnitude of magnetic field) and direction-dependent magnetoresistivity are also observed in non-magnetic metals (such as copper or aluminium) but only under certain (not entirely independent) conditions. A strong magnetic field is necessary, the temperature must be low and the metal must be very pure (e.g. a magnetic field of $10^4$ Oe, the temperature of liquid helium and a metal with impurities < 0.01%).

Our aim in this article is to explain why there is a difference between the electrical conductivity of ferromagnetic and ordinary metals. We shall start with a recapitulation of the modern solid-state-physics explanation of why metals are good conductors and why certain substances are metals and others not.

We shall discuss resistance anisotropy in some detail. Although the fundamental background of this effect is not yet adequately explained we have found a model that gives a very good description of the experimental results for nickel and its alloys. With the aid of this model it is now possible to predict very generally the magnitude of the resistance anisotropy for nickel alloys.

When is a substance a metal?

Using fig. 2 and fig. 3 we shall first show why some substances are conductors and others not. Our first example is lithium. Lithium is a monovalent element, that is to say, each atom has only one electron in its outer shell. For free, isolated atoms this electron is in a certain well defined quantum state (fig. 2a, left) which can be indicated on an energy scale at the value corresponding to the ionization energy of the free lithium atom. It is important to note that this quantum state may be occupied by two electrons because in each state the electron spin (angular momentum and corresponding magnetic moment) has two permissible directions. In free lithium atoms only one of the two spin directions is occupied.

If now, in imagination, we 'construct' a lithium crystal by bringing a number of isolated lithium atoms nearer to each other until they are at their normal lattice positions, then the collection of sharply defined quantum states (which are only half-occupied) is spread out into a band of states with different energies. For $N$ Li atoms the band will be made up of $2N$ states. In this simple picture the centre of the band will lie at about the same level as the energy of the outer-shell electron in a free lithium atom. With $N$ electrons, just half of the states in the band are of course occupied.

The existence of a partially filled band of states of the outer-shell electrons is essential for the occurrence of metallic properties.

Unconventionally, we shall illustrate this by first considering the effect of a magnetic field on the energy
levels of the quantum states. We do this because the effect of an electric field can be usefully described in an analogous way, and also because ferromagnetic metals can be regarded as metals in which a strong internal magnetic field is always present. In fig. 3a we first show the conduction band of lithium as in fig. 2a, except that we now plot the density of states per unit energy \( N(E) \) as a function of the energy. The total number of states for \( N \) atoms of lithium is \( 2N \). The greatest density of states occurs near the centre of the band, i.e. near the original energy level of the electron of the isolated atom. The energy to which the band is filled is called the Fermi energy \( E_F \); the corresponding density of states is \( N(E_F) \).

In fact we must again divide the electrons in the band into two groups. If a magnetic field is applied, an electron can occupy each state in two ways: with its magnetic moment \( \mu \) parallel or antiparallel to the external flux density \( B \). In an external field the two bands are relatively displaced over an energy \( 2\mu B \) (fig. 3b). The occupation of the electron states will now be such as to make the total energy a minimum. If the two sub-bands (distinguished by their spin direction) were originally equally filled, on applying the external field a number of electrons in the band with the ‘wrong’ spin direction will be transferred to states in the band where the magnetic energy is lower as shown in fig. 3b. The external flux density \( B \) induces a magnetization \( M \) which is proportional to the sum \( N(E_F)\mu B \) of the two shaded regions and proportional to the magnetic moment \( \mu \) per electron:

\[
M = \mu^2 N(E_F)B.
\]

In this way it can be seen that the magnetic susceptibility \(^{[3]} \) of the conduction electrons in a metal, the Pauli susceptibility, is a measure of the density of states in the conduction band at the level of the Fermi energy \( E_F \).

We shall now use the same picture to describe the effect of an electric field \( F \) applied in the longitudinal direction of a metallic specimen (of length \( L \)). When the electric field is applied, the quantum states at one end of the specimen are reduced in energy with respect to those at the other end. There arises in effect an excess of electrons at one end of the specimen and a deficiency at the other end. An electric current then flows which is proportional to this difference, to the electronic charge and also to the rate at which electrons can diffuse from the one end of the specimen to the other. The excess of electrons (fig. 4) is proportional to \( N(E_F) \), just as in the magnetic case, and is also proportional to the potential difference \( FL \). In addition the electrical conductivity is also proportional to the mean free path of the electrons in the diffusion process and inversely proportional to the length \( L \). In a pure metal at low temperature the mean free path is large and the electrical resistance therefore low. In general the mean free path depends on the concentration of the impurities — i.e. the number of foreign atoms — and on the probability that an electron coming close to these foreign atoms is indeed scattered (the scattering cross-section).

In the literature the process of electrical conduction in metals is usually described in terms of the acceleration of the electrons by the electric field \( F \) between one collision and the next. This reasoning leads to the same result, as can be seen by analysing the situation in which an electric field is applied but no current is allowed to flow. In such a case a (small) concentration gradient of electrons is set up in the metal, but this has the result that the applied field is largely (but not entirely) compensated (leaving a residual field \( F' \)). The total current can, if desired, be regarded as being made up of two equal but opposite currents. One is the current due to the acceleration of the electrons in the field \( F' \); the other is the diffusion current that would flow if diffusion in the electron-concentration gradient were considered separately.

In our example we considered the case of a monovalent element (Li). This was chosen deliberately. If an atom has two valence electrons, like beryllium, then there is no a priori certainty that the substance will be metallic. The energy-level diagram of a divalent element is shown in fig. 2b (‘Be’). For free atoms there are again two possible states per atom, both of the same energy, but these are now both occupied. If the free atoms are brought together as a crystal, forming an energy band, all the states in the band will be filled. It is no longer possible for an excess of electrons to arise in a magnetic or electric field. There can be no such excess because \( N(E_F) \) is

---

\(^{[3]} \) Besides the paramagnetic susceptibility calculated here there is also a negative contribution from the diamagnetism of the free electrons. This reduces the result to \( 2/3 \) of the value given.
zero; there is no Pauli susceptibility and no metallic conduction.

In reality the element beryllium is a metal. As explained in fig. 2c this is because a free Be atom has available a number of further quantum states (e.g. those of p electrons) which are not occupied, at levels close to those of the occupied s states. If we attempt to picture the transition from free beryllium atoms to solid-state beryllium, then both the occupied and the empty levels would be spread out to a band. In beryllium these bands overlap, giving a combined band with more than enough states for the 2N electrons; at high temperatures the charge carriers can be excited thermally from the full band into the empty band (fig. 5), then the substance is a semiconductor. If two bands just overlap at the level of the Fermi energy, so that \( N(E_F) \) is very small, the substance is called a semimetal. Bismuth, antimony and grey tin are examples of semimetals. The value of \( N(E_F) \) for bismuth is about \( 10^6 \) times smaller than that for an ordinary metal such as copper.

From the foregoing it is evident that although \( N(E_F) \) is not zero for all metals, this quantity can assume widely different values in different metals. On the basis of the proportionality between conductivity, electron excess and \( N(E_F) \) as suggested by fig. 4, it might be expected that the conductivity of different metals at the same temperature would also have widely differing values. In fact, however, the differences between the conductivities of the metals are fairly modest, as can be seen from Table I.

For a good comparison between the conductivity of the various metals the values of the resistivity should be compared not at some fixed arbitrary temperature (room temperature in Table I) but at the temperature at which the same number of lattice vibrations are excited, i.e. at the Debye temperature \( \Theta_D \) (the resistivity of each metal at its Debye temperature is given between brackets in Table I). It can be seen that for bismuth,
The value between brackets is the Debye temperature for each element [4].

Electrical conduction in the transition metals

In this section we examine more closely the group of metals that include the ferromagnetic metals — the subject of this article. This group is that of the transition metals, the central group in the periodic system (the three rows Z = 21 to 28, 39 to 46 and 57 to 78).

### Table I. The electrical resistivity (in $\mu\Omega\text{cm}$) of a number of pure metals at room temperature. The metals are arranged as in the periodic table of the elements. The value between brackets is the resistivity at the Debye temperature for each element [4].

<table>
<thead>
<tr>
<th></th>
<th>Li</th>
<th>Na</th>
<th>K</th>
<th>Rb</th>
<th>Cs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9.3</td>
<td>4.7</td>
<td>7.2</td>
<td>12.5</td>
<td>20</td>
</tr>
<tr>
<td>(11)</td>
<td>(2.5)</td>
<td>(2.2)</td>
<td>(2.4)</td>
<td>(2.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Be</td>
<td>Mg</td>
<td>Ca</td>
<td>Ag</td>
<td>Au</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>4.3</td>
<td>3.6</td>
<td>1.61</td>
<td>2.20</td>
</tr>
<tr>
<td></td>
<td>(15)</td>
<td>(6)</td>
<td>(2.8)</td>
<td>(1.2)</td>
<td>(1.2)</td>
</tr>
<tr>
<td></td>
<td>Al</td>
<td>Cu</td>
<td>Zn</td>
<td>Cd</td>
<td>Ti</td>
</tr>
<tr>
<td></td>
<td>2.75</td>
<td>1.70</td>
<td>5.9</td>
<td>7.3</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>(4.0)</td>
<td>(5)</td>
<td>(6.5)</td>
<td>(3.2)</td>
<td>(3.2)</td>
</tr>
<tr>
<td></td>
<td>Sn</td>
<td>Pb</td>
<td>Sn</td>
<td>Pb</td>
<td>Bi</td>
</tr>
<tr>
<td></td>
<td>11.0</td>
<td>16</td>
<td>11.0</td>
<td>21</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>(7.5)</td>
<td>(4)</td>
<td>(7.5)</td>
<td>(4)</td>
<td>(46)</td>
</tr>
<tr>
<td></td>
<td>Sb</td>
<td>Bi</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>116</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(30)</td>
<td>(46)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In a transition metal the conduction is not entirely due to the 'conventional' conduction electrons, which can be considered to arise from the atomic s and p electron states, as in non-transition metals: the d electrons also have a part to play. In fact d electrons are also present in copper, silver and gold. The energy bands of these three metals are shown in fig. 6. The energy scale is stretched compared with the previous figures and the $N(E)$ scale is compressed. The conduction band, which will contain the s electrons, is only partly filled: copper, silver and gold are in fact good metallic conductors. In addition, however, there is an energy band containing states that can be thought of as originating from the atomic d electron states; copper has ten 3d electrons and for silver and gold there are ten 4d or 5d electrons. These 10 states form a (narrow) band, which is completely filled. The presence of the d band therefore has no effect on the conduction properties. The d band does however contribute to the cohesion of the atoms in the crystal (relatively high heat of evaporation) and its presence accounts for the characteristic colours of copper and gold [5].

In fig. 7 we consider the elements lying to the left of Cu, Ag, Au in the periodic system: Pd, Pt and paramagnetic nickel. The energy-level diagrams can again be constructed from a conduction band derived from s- and p-like atomic states and a band corresponding to the d states. Now, however, the d band is not full; Pd, Pt and Ni have ten valence electrons which are distributed over the conduction band and the d band in such a way that the energy is at a minimum. In effect these three metals have about 9.5 electrons in the d band and 0.5 electrons in the s,p band.

What is the effect now of the unfilled d band on the electrical resistance? At first sight it would appear that the resistance ought to be lower since, besides the conduction-band electrons, the d electrons should now also make a contribution to the conductivity. This contribution is virtually absent; d electrons move slowly (they have a large effective mass) and, because $N(E_F)$ is large, they have a short mean free path. The unfilled d band actually increases the resistance. The s,p conduction electrons can also be scattered into...

---


(5) Light of a wavelength such that it can excite electrons from the d band into a non-occupied state in the conduction band at an energy greater than $E_F$ will be relatively strongly absorbed. The energy difference $\Delta E$ between the top of the d band and $E_F$ (see fig. 6) determines the absorption edge. For copper and gold $\Delta E$ is about 2 eV, which corresponds to a wavelength of 500 nm. Light of wavelength shorter than this is strongly absorbed by copper and gold; the reflected light has the complementary colour, i.e. yellow-red. In silver the d band is deeper; $\Delta E$ is about 4 eV ($\lambda = 250$ nm), so that no selective absorption or reflection occurs in the visible region.
states in the d band as well as into states with energies near $E_F$ in the conduction band itself. This increases the transition probability for scattering and hence the resistance. For this reason the electrical resistivity of the transition metals is generally higher than that of the non-transition elements. If the d band were absent all the transition metals would have a resistivity comparable with that of Cu, Ag or Au.

As can be seen in Table II, the resistivity of the transition metals is not only considerably higher than that of Cu, Ag and Au, but there are also wide variations. The reason for this lies in the structure of the d band. If $N(E)$ has a minimum near to the Fermi energy then the resistivity may be fairly low, as is the case for Mo and W.

Finally, we shall consider the difference between the ferromagnetic transition metals Ni, Co and Fe and a paramagnetic transition metal. As already explained (fig. 3) the energy bands of fig. 6 and fig. 7 ought really to be divided into two sub-bands depending on the orientation of the magnetic moment of the electron. This division can be observed in a magnetic field: the two bands acquire a difference in energy and because of the high value of $N(E_F)$ the paramagnetic Pauli susceptibility becomes very much larger in the transition metals than in the non-transition metals. In a ferromagnetic metal, even in the absence of an external magnetic field, the occupation of the two sub-bands of opposite spins is unequal (fig. 8). In nickel, for example one of the reasons for this is that there is an electrostatic repulsion interaction between the d electrons, which has a magnitude different for electrons with parallel spins than for electrons with antiparallel spins. It turns out that the energy is at a minimum when there are different numbers of d electrons in the two spin directions.

We see here that the magnetic moment (per atom) of a ferromagnetic metal can assume any value, i.e. it need not be an integral number of Bohr magnetons. The ferromagnetic moment is given by the difference in occupation between the two sub-bands of oppositely directed spins. In nickel one sub-band is exactly full; the other is occupied to the extent of 4.4 electrons per atom so that the ferromagnetic moment is approximately equal to 0.6 Bohr magnetons per atom.

It will now be clear that electrical conduction in ferromagnetic metals is a complicated matter. Firstly, the contribution from the electrons in the conduction band depends strongly on the scattering to the d band. Secondly, there are two d sub-bands in which the density of states may differ very appreciately. Finally, there is a further complication, or perhaps it might be called a simplification. N. F. Mott [8] suggested that for the electrical resistance of ferromagnetic metals a

---

**Fig. 6.** Energy diagrams for the metals copper, silver and gold. In addition to the conduction band, which contains s-like electrons, there is a relatively narrow band of d states. This band is completely filled and makes no contribution to the conduction.

**Fig. 7.** Energy diagram of a transition metal (for Pd, Pt or Ni above the Curie temperature, i.e. paramagnetic). The situation is very similar to that of fig. 6, except that the d band is now not filled.

**Fig. 8.** Energy diagram of a ferromagnetic transition metal (Ni). The two possible orientations of the electron spins make it necessary to regard the band as split into two sub-bands. Even in the absence of a magnetic field these two sub-bands are not equally filled (see fig. 3b). The two s,p sub-bands remain to a first approximation equally filled.
sharp distinction should be made between scattering processes in which the spin reverses and processes in which the direction of spin is maintained. Scattering processes in which the spin reverses and processes in which the spin is maintained. Matthiessen’s rule:  

\[ \rho_{\text{total}} = \rho_{\text{1-band}} + \rho_{\text{impurity}} \]  

Table II. The resistivity (in \( \mu \Omega \text{ cm} \)) of pure transition metals at room temperature compared with that of the metals Cu, Ag, and Au (right-hand column). The values between brackets are again the values at the Debye temperature (*).

<table>
<thead>
<tr>
<th>Metal</th>
<th>( \rho_{\text{Cu}} )</th>
<th>( \rho_{\text{Ag}} )</th>
<th>( \rho_{\text{Au}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>1.1</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Mn</td>
<td>2.0</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Fe</td>
<td>2.9</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td>Ni</td>
<td>3.8</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>Cu</td>
<td>4.1</td>
<td>3.9</td>
<td>3.3</td>
</tr>
<tr>
<td>Zn</td>
<td>5.2</td>
<td>5.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Cd</td>
<td>6.3</td>
<td>6.1</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Table III. The residual resistivity of impurity metals (in \( \mu \Omega \text{ cm} \) per atomic %) dissolved in copper. The upper value refers to copper alloys, the next to the resistivity of the \( t \)-band and the lowest to the \( \Delta \)-band of the conduction electrons in nickel alloys.

<table>
<thead>
<tr>
<th>Metal</th>
<th>( \rho_{\text{Cu}} )</th>
<th>( \rho_{\text{Ag}} )</th>
<th>( \rho_{\text{Au}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>1.1</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Mn</td>
<td>2.0</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Fe</td>
<td>2.9</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td>Ni</td>
<td>3.8</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>Cu</td>
<td>4.1</td>
<td>3.9</td>
<td>3.3</td>
</tr>
<tr>
<td>Zn</td>
<td>5.2</td>
<td>5.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Cd</td>
<td>6.3</td>
<td>6.1</td>
<td>5.7</td>
</tr>
</tbody>
</table>

The residual resistivity of ternary alloys

The residual resistivity of a metal is the value of the resistivity at such a low temperature that the contribution from the lattice vibrations is negligible. The residual resistivity of a given metal depends on the nature and concentration of the lattice imperfections, e.g., impurities. The residual resistivity caused by a given impurity can be characterized by the value per atomic per cent of that impurity, the ‘residual resistivity’ \( \rho_A \). The total resistivity caused by metal A, present in the concentration \( C_A \), is then \( c_A \rho_A \). The residual resistivity increases the more the impurity metal differs from the host metal. Differences in valency and in atomic volume, for instance, are important. If we take as an example the residual resistivity due to various impurities in copper (Table III), then we see that the residual resistivities of neighbours to Cu in the periodic table (Ag, Zn and Cd) are indeed relatively small. We note that the resistivity caused by one per cent of a dissolved metal is comparable with the resistivity produced in pure copper by lattice vibrations at room temperature and in some cases is even much larger.

If two elements are dissolved in copper their separate residual resistivities may be added up, provided that the total concentration of the two elements is not too large, i.e. that the host metal is still effectively copper. This is Matthiessen’s rule:

\[ \rho = c_A \rho_A + c_B \rho_B. \]  

(1)

If the host metal is ferromagnetic, the residual resistivity due to impurity metals cannot be characterized by only one quantity: the residual resistivity for the \( t \)-band can differ very considerably from that for the \( \Delta \)-band. The residual resistivity for element A in nickel (for example) is in fact the equivalent resistance of the two parallel resistances \( \rho_A^t \) and \( \rho_B^t \) (fig. 9). We have:

\[ \rho_A = \rho_A^t \rho_A^t/(\rho_A^t + \rho_A^t). \]  

(2)

If we now dissolve two impurities, metals A and B, in a ferromagnetic metal, then Matthiessen’s rule is valid for each of the two currents:

\[ \rho^t = c_A \rho_A^t + c_B \rho_B^t, \]
\[ \rho^\Delta = c_A \rho_A^\Delta + c_B \rho_B^\Delta. \]

(3)

However, we cannot calculate the equivalent resistance

---

* T. Farrell and D. Greig, J. Physics C 1, 1359, 1968. The experimental values of the sub-band resistivities in [8] and [10] are derived from the temperature dependence of the resistivity of binary alloys.
in the same way as (2). This can be seen from fig. 10. To make Matthiessen's rule valid, the switch S would have to be closed. Only in that case are the sub-band resistivities due to A and B in series as well as the equivalent resistivities. When the switch is open the total resistance is generally higher than when the switch is closed; we can therefore conclude that in ternary nickel alloys only positive deviations from Matthiessen's rule (1) ought to occur.

The following calculation illustrates the point nicely. We assume that 1% of the metal A in nickel gives a resistance 10 in the $\uparrow$-band and a resistance 1 in the $\downarrow$-band, whilst for 1% of metal B the opposite applies. The equivalent resistance and hence the residual resistance for each element separately in Ni is then 0.9. If 0.5% of A and 0.5% of B are now dissolved in nickel then the residual resistance in both the $\uparrow$-band and the $\downarrow$-band is 5.5; the equivalent resistance is then 2.75. We see that while 1% of each metal separately gives a resistance of 0.9, 1% of an equal mixture of the two gives a resistance that is at least three times larger.

Measurements corresponding to the foregoing case are plotted in fig. 11. The residual resistivity of ternary nickel alloys, with Co and Rh, is plotted against concentration. The sum of the Co and Rh concentrations is held constant at 3 atomic %. The dashed line is the curve to be expected from Matthiessen's rule. In fact the resistance of the ternary alloys is always higher, as would be expected. From the measurements the four relevant parameters $\varrho_{Co}^\dagger$, $\varrho_{Co}^\downarrow$, $\varrho_{Rh}^\dagger$ and $\varrho_{Rh}^\downarrow$ can be derived that determine the electrical behaviour of Co and Rh in nickel (Table IV). The solid line in fig. 11 is calculated by using values of these parameters that give the best fit.

Experimental results such as those of fig. 11 can be regarded as a proof of the existence of two-current conduction in nickel. The deviations from the linear behaviour are very large and other explanations for the deviations are not at all obvious. Further convincing evidence for the correctness of the explanation of the deviations from Matthiessen's rule can be obtained by repeating the experiment for alloys of nickel and cobalt and another third element. If the model is correct and the measurements reliable, the results for $\varrho_{Co}^\dagger$ and $\varrho_{Co}^\downarrow$ should not depend on the nature of this third element. This is in fact true within reasonable limits (see Table IV). A fairly complete set of resistivity values derived from this type of experiment for different solute metals in nickel is given in Table III.

It is interesting to consider why one impurity tends to scatter the conduction electrons in the $\uparrow$-sub-band while another gives the greatest resistance in the $\downarrow$-band. (The energy diagram for nickel (fig. 8) shows which of the two sub-bands gives the larger resistance). The answer to this question can be found in local deviations in the values of $N^\uparrow(E_F)$ and $N^\downarrow(E_F)$ occurring at the positions of the impurity atoms responsible for scattering. Lattice vibrations as well as impurities such as the neighbours of nickel in the periodic table (Co and Cu) give the largest resistance in the band that would be expected from fig. 8 (the right-hand $\downarrow$-band). If on the other hand a metal far from nickel in the periodic table is dissolved in nickel, there need
Table IV. The residual resistivities \( \rho_1 \) and \( \rho_4 \) (\( \mu \Omega \) cm per atomic %) of cobalt and rhodium dissolved in nickel, derived from measurements on groups of ternary nickel alloys \([11]\) (5 or 6 values of \( x \) per group). The values depend only slightly on the nature of the third element present in the alloy.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>( \rho_{co1} )</th>
<th>( \rho_{co2} )</th>
<th>Alloy</th>
<th>( \rho_{rh1} )</th>
<th>( \rho_{rh2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Ni_{0.7}Co_{0.3}Cr_{0.2} )</td>
<td>1.07</td>
<td>1.09</td>
<td>( Ni_{0.7}Co_{0.1}Cr_{0.8} )</td>
<td>2.13</td>
<td>2.22</td>
</tr>
<tr>
<td>( Ni_{0.7}Co_{0.3}V_{0.2} )</td>
<td>1.31</td>
<td>1.33</td>
<td>( Ni_{0.7}Co_{0.1}V_{0.8} )</td>
<td>2.37</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Table V. The resistance anisotropy for the two currents in a number of binary nickel alloys. The elements are arranged in order of decreasing value of the ratio \( \alpha = \rho(1)/\rho(4) \).

<table>
<thead>
<tr>
<th>Impurity element</th>
<th>( \alpha ) (see eq. 5)</th>
<th>( \Delta \rho_1/\rho_1 ) (%)</th>
<th>( \Delta \rho_4/\rho_4 ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>7.5</td>
<td>+14.3</td>
<td>-0.7</td>
</tr>
<tr>
<td>Fe</td>
<td>5.2</td>
<td>+8.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>Mn</td>
<td>4.0</td>
<td>+7.5</td>
<td>-0.3</td>
</tr>
<tr>
<td>Cr</td>
<td>3.2</td>
<td>+6.1</td>
<td>-0.1</td>
</tr>
<tr>
<td>Ti</td>
<td>2.7</td>
<td>+5.0</td>
<td>-0.0</td>
</tr>
<tr>
<td>V</td>
<td>1.9</td>
<td>+4.5</td>
<td>-0.0</td>
</tr>
<tr>
<td>Rh</td>
<td>1.5</td>
<td>+4.0</td>
<td>-0.0</td>
</tr>
<tr>
<td>Pt</td>
<td>1.3</td>
<td>+3.5</td>
<td>-0.0</td>
</tr>
<tr>
<td>Re</td>
<td>1.2</td>
<td>+3.0</td>
<td>-0.0</td>
</tr>
<tr>
<td>Cu</td>
<td>0.9</td>
<td>+2.5</td>
<td>-0.0</td>
</tr>
</tbody>
</table>

Resistance anisotropy

In the introduction we mentioned that the resistance of a ferromagnetic metal depends on the angle \( \theta \) between the current and the magnetization. In an investigation of the resistivity of nickel alloys, as described in the previous section, it is therefore important that this angle is always the same during the measurements. Only results measured with \( \theta = 0 \) have so far been used, i.e. the current parallel to the magnetization (and to the external magnetic field).

It is interesting to repeat the analysis for the case in which the current and the magnetization are at right angles. The characteristic residual resistivities found in the previous section should have been denoted by \( \rho_{A1}(1) \) and \( \rho_{A4}(1) \). We now find the residual resistivity for the sub-bands for the orthogonal configuration \( \rho_{A1}(1) \) and \( \rho_{A4}(1) \). Now it is interesting to consider whether the anisotropy in the resistance occurs equally in the \( \uparrow \)-band and the \( \downarrow \)-band, or whether it depends substantially on one band only.

Table V summarizes the results of our analysis. We can express the results in terms of the quantities \( \Delta \rho_{A1}/\rho_{A1} \) and \( \Delta \rho_{A4}/\rho_{A4} \), which are defined as:

\[
\Delta \rho_{A1}/\rho_{A1} = (\rho_{A1}(1) - \rho_{A1}(4))/\rho_{A1}(4), \quad (4a)
\]

\[
\Delta \rho_{A4}/\rho_{A4} = (\rho_{A4}(1) - \rho_{A4}(4))/\rho_{A4}(4). \quad (4b)
\]

The tabulated results exhibit a clear pattern. For all elements in nickel the anisotropy is positive for the \( \uparrow \)-sub-band and negative for the \( \downarrow \)-sub-band. In approximate terms \( \Delta \rho_{A1}/\rho_{A1} \) lies in the region of 10% while the mean value of \( \Delta \rho_{A4}/\rho_{A4} \) is about -2%. The approximately constant values of \( \Delta \rho_{A1}/\rho_{A1} \) for each sub-band for different elements are particularly surprising since there are large differences in the actual resistivity values (see Table III).

If \( \Delta \rho_{A1}/\rho_{A1} \) and \( \Delta \rho_{A4}/\rho_{A4} \) were true constants, there would be a simple relation between the experimentally measured resistance anisotropy and the ratio \( \alpha \) of the total resistivities of each of the sub-bands:

\[
\alpha = \rho(1)/\rho(4), \quad (5)
\]

\[
(\Delta \rho/\rho)_{\text{exp}} = \alpha \cdot \left( \frac{\Delta \rho_{A1}}{\rho_{A1}} \right) + \frac{1}{\alpha} \cdot \left( \frac{\Delta \rho_{A4}}{\rho_{A4}} \right). \quad (6)
\]

For metals that preferentially scatter the \( \downarrow \)-conduction electrons, \( \alpha \) is large; the observed effect is then substantially the same as that of the \( \uparrow \)-band only. If \( \alpha \) is small, the converse is true. For constant \( \Delta \rho_{A1}/\rho_{A1} \) and \( \Delta \rho_{A4}/\rho_{A4} \), the experimental resistance anisotropy, plotted as a function of \( \alpha \), will give a hyperbola.

We know from our analysis the values of \( \rho_{A1} \) and \( \rho_{A4} \) for most elements in nickel, and we can therefore calculate \( \alpha \) for our ternary alloys from (3) and (5). In figs. 12 and 13 the measured anisotropy at 4.2 K is plotted against the calculated \( \alpha \). Fig. 12 refers to the results for small \( \alpha \). The circles denote results for ternary alloys; the black dots relate to measurements on binary alloys. The correlation between the anisotropy and the value of \( \alpha \) as given by (6) can be recognized although the curve is not an exact hyperbola. The correlation appears to be so good, even though \( \Delta \rho_{A1}/\rho_{A1} \) and \( \Delta \rho_{A4}/\rho_{A4} \) are only very approximately constants, largely because the deviations of \( \Delta \rho/\rho \) from...
the mean value vary systematically with \( \alpha \); see Table V. We have no explanation for this, but such a simple correlation between \( \alpha \) and the anisotropy is of course most welcome for prediction of the resistance anisotropy in alloys for which there are no experimental data.

Fig. 13 shows that the resistance anisotropy of nickel alloys at low temperatures is largest (about +13\% for the alloying elements Fe and Co. This should not be taken to mean that Ni-Co and Ni-Fe alloys will be the most suitable materials for practical application of the anisotropy effect since applications of the effect are at room temperature.

The situation at room temperature differs from that at low temperatures mainly because the conduction electrons are now scattered not only by impurities and their defects but also by phonons (lattice vibrations). For our way of looking at the situation this is not a serious complication because we can also treat the phonons in much the same way as the alloying elements in the nickel \[12\]. A binary alloy of Ni and Co at high temperatures is thus comparable with a ternary alloy of Ni and Co and (say) Cu at low temperature. For nickel at room temperature (300 K) the resistivities due to phonons are \( \rho_{ph} = 27 \mu \Omega \text{ cm} \) and \( \rho_{ph} = 6.7 \mu \Omega \text{ cm} \). We have then \( \alpha = 4 \). The contribution from the phonons is therefore not too great a disadvantage in the application of the magnetoresistance-anisotropy effect.

A second difference from the situation at low temperature is more serious. So far we have assumed two completely independent currents in nickel. At high temperatures this is no longer justifiable: it is also necessary to take account of scattering processes in which the magnetic moment of the conduction electrons is reversed, e.g. scattering of electrons by magnetic thermal excitations, i.e. spin waves. The probability of these spin-reversal processes increases with the temperature, approximately as \( T^2 \). This scattering probability can be expressed as a resistivity for spin-reversal processes \( \rho^{14} \). At room temperature the value of \( \rho^{14} \) for nickel is about 11 \( \mu \Omega \text{ cm} \). From this it may be concluded that for nickel alloys with a total resistivity of about 10 \( \mu \Omega \text{ cm} \) the resistance-anisotropy effect at room temperature will be considerably weaker than at low temperatures. If the resistivity of the dissolved metal is much larger than 10 \( \mu \Omega \text{ cm} \), then at room temperature the effect will be almost as large as at low temperature, as can be seen from fig. 13. The effect of spin reversal can be included in eq. (6) by introducing an effective value of \( \alpha \), which can be found from:

\[
\alpha = \left\{ \frac{\rho^{14} (|l|) + 2\rho^{14}}{\rho^{14} (|l|) + 2\rho^{14}} \right\}. \quad (7)
\]

With \( \rho^{14} = 11 \mu \Omega \text{ cm} \) at room temperature and the phonon resistivities given above and the residual resistivities given in Table III, the resistance anisotropy of any dilute nickel alloy can be calculated \[18\].

From Table III it can be deduced that the residual resistivity of Fe or Co in nickel, each of which have such a high anisotropy (see fig. 13), is relatively small, so that the requirement for a residual resistivity much larger than 10 \( \mu \Omega \text{ cm} \) cannot be fulfilled with practicable percentages of Co and Fe. It is not therefore possible to state immediately which alloy will have the largest anisotropy effect at room temperature.

Equation (7) and fig. 13 are even more important if, in a particular application of the resistance-anisotropy effect, it is necessary to have not only a high value for the effect, but also other requirements for the material. These could include a high resistivity, low magnetization (i.e. easy rotations of the direction of magnetization of a layer) or a minimum value of the magnetostriction. In all such cases the parameters and relations used in this section can be successfully employed to predict the anisotropy effect.
Other alloys; other conduction-related effects in ferromagnetics

Although we have mainly considered nickel alloys, the above approach should in principle be valid for all ferromagnetic metals. Comprehensive experimental results on the resistance anisotropy are however only available for nickel alloys; for iron and cobalt little more is known than that the effect does exist in the pure metals. However, it has been convincingly shown from an analysis of the temperature dependence of the resistivity that two distinct parallel currents occur in alloys based on Co or Fe.

For nickel the slope of the curve at the higher field-strength corresponds to the conventional Hall effect; extrapolation of this part of the curve to \( B = 0 \) gives the anomalous Hall effect. A noteworthy property of the metals showing the anomalous Hall effect (investigated in some detail at Philips Research Laboratories in the fifties \[15,16\]) is that alloys with a high resistivity also have a large Hall effect. Over a considerable range of resistivity values, the anomalous Hall effect varies approximately as \( \rho^2 \). In pure nickel it vanishes completely at low temperatures \[15\]. In dilute nickel alloys at low temperatures the effect is strongly dependent on the nature of the impurities responsible for the electrical resistance \[17\].

In addition to the anomalous Hall effect, for which the theoretical explanation is still incomplete, many other unusual effects related to the conductivity can be expected in ferromagnetic metals. The existence of two independent, magnetically polarized, conduction bands has far-reaching consequences.

Finally, we shall briefly discuss the other remarkable conduction effects that can be observed in ferromagnetic metals. The anomalous Hall effect has been mentioned in the introduction. In a non-ferromagnetic metal the Hall effect is caused by the Lorentz force acting on the conduction electrons in a magnetic field perpendicular to their direction of motion; when the current in a conductor is perpendicular to a magnetic flux density \( B \), the Lorentz force accelerates the charge carriers in the direction perpendicular to \( B \) and the current \( I \). A Hall voltage \( E_H \) is thus set up that is proportional to \( B \), with a corresponding Hall resistance \( E_H/I \). In ferromagnetic metals, besides this conventional Hall effect, there is a large additional component present that is not proportional to \( B \), but depends only on the presence of a magnetization. This anomalous Hall effect is extremely large for some metals. \( \text{Fig. 14} \) shows the conventional Hall effect in the simple metals silver and gold and the Hall effect in nickel at room temperature as measured by A. Kundt \[14\], in 1893.
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zations of opposite sense which move with different velocities. Just as the Hall effect occurs not only when a charge carrier moves in a (homogeneous) magnetic field but also when the conductor itself moves in a magnetic field, we would expect that the magnetization that moves with the electric current in a ferromagnetic metal will give rise to new and unusual galvanomagnetic effects. This is a field as yet unexplored.

Summary. Ferromagnetic metals differ in several ways from ordinary metals in their conduction properties. The orientation of the magnetization with respect to the direction of the electric current has an important effect on quantities such as the resistivity. Many experimental measurements have been made on conduction in ferromagnetic metals but the theoretical description still leaves much to be desired. This article first gives a general introduction to metallic conduction, followed by a review of the experimental results on the resistivity and the resistance anisotropy of nickel alloys. In the interpretation of the measurements it is assumed that the conduction electrons can be divided into two independent groups—those with their magnetic moment (i.e. spin) parallel to the ferromagnetic magnetization and those with spin antiparallel to the magnetization. The usefulness of this model is apparent from the analysis of the resistance anisotropy.

Fig. 14. Left: Hall effect in silver and gold, measured in 1893 by A. Kundt. The Hall voltage is plotted (in arbitrary units) against the strength of the applied magnetic field. In these metals only the conventional Hall effect is observed. Right: Hall effect in nickel. In addition to the conventional Hall effect we now also observe the anomalous Hall effect. The slope of the upper part of the curve is a measure of the conventional Hall effect; the intercept on the y-axis obtained by extrapolation of this line to $B = 0$ is a measure of the anomalous Hall effect (the corresponding Hall resistivity is about $10^{-7} \Omega \text{ cm}$).
Electron resists
for the manufacture of integrated circuits

E. D. Roberts

In semiconductor technology the patterns on the wafers are usually produced by an optical method. However, in recent years an alternative method, in which the wafer is irradiated by electrons, has been investigated for cases in which high resolution is desired. This method requires the use of electron resists that behave like the well known photoresists when they are irradiated by electrons. Both positive and negative working electron resists are available to serve in various ways — etch resists, diffusion barriers, dielectrics, etc. It seems likely that in the early stages methacrylate-type resists will be favoured, since they are very versatile, necessitate no changes to other processes used in semiconductor technology, and lend themselves readily to the formation of metal patterns in the elegant ‘lift-off’ technique. At Mullard Research Laboratories a new methacrylate resist has been developed that is exceptionally suitable for the lift-off technique. Resists such as polymethylcyclosiloxane (PMCS) have also been developed at MRL for the direct application of silicon-dioxide patterns to silicon without etching. The use of this method in the manufacture of transistors and integrated circuits will allow the full resolution of electron-beam techniques to be obtained.

Introduction

One of the procedures used in making monolithic integrated circuits is photolithography. A coating of a photosensitive lacquer (photoresist) is deposited on a wafer of silicon oxidized at its surface, and is exposed to the light of a mercury UV lamp through a photomask. Depending on the type of photoresist (positive or negative) either the exposed or the non-exposed areas are dissolved in a liquid developer. At the places no longer covered by photoresist the layer of SiO₂ can be dissolved in a selective etching bath and the remaining photoresist is then removed, leaving a pattern of SiO₂.

Electron-beam techniques for defining the pattern required in semiconductor technology have been investigated for a number of years. Used as an alternative for the mask and the mercury lamp in photolithographic procedures, they offer the following advantages.

The beams used have high electron energies (5-30 keV) so that diffraction effects are negligible. This allows better definition of details in the range 0.5-2 μm than is possible with photolithographic procedures, and it is expected that the yield of devices with such detail should be substantially better than is obtainable by photolithography. It is also feasible to focus electron beams to very small diameters (3 nm upwards) and the use of finely focused beams can allow patterns to be made with detail much smaller than is possible by photolithography. It has been shown that aluminium conductors only 0.1 μm wide can be made by electron-beam techniques \(^1\). The ability to make finer detail can lead to an increase in the packing density of the components of integrated circuits with consequent reduction in their size and cost. Smaller components will also reduce power requirements and increase the speed of operation. The ease and precision with which electron beams can be deflected by electric or magnetic fields makes electron-beam techniques relatively amenable to automation. The energy of the electrons is much greater than that of the UV photons, which will not exceed a few electron volts. This broadens the range of materials from which a choice of a resist can be made.

After a brief description of electron-beam equipment now in use and the modes of operation, this article discusses a number of resist systems which are particularly applicable to electron-beam techniques, and explains the mechanisms by which they operate. Several applications of electron-beam techniques will be mentioned. Special attention will be given to the possibility

---

\(^{1}\) M. Hatzakis and A. N. Broers, Record 11th Symp. on Electron, ion, and laser beam technology, Boulder 1971, p. 337.
of producing silica patterns directly on the silicon slice without resorting to etching processes, which allows the full resolution of the electron-beam technique to be obtained.

**Electron-beam equipment**

Two types of electron-beam equipment are being developed, one using scanning and the other projection techniques.

Scanning equipment such as that shown schematically in Fig. 1 has a finely-focused electron beam which is scanned across the resist-coated substrate. The required exposure pattern may be generated by a flying-spot scanner that reads the information from a conventional mask. The electron beam moves in a TV-type raster synchronized with the flying-spot scanner, and is modulated by the output of the latter, being switched on and off at appropriate times during the scanning process [2].

The other method of pattern generation in common use employs a computer which controls the deflection of the electron beam to produce the required pattern [3]. In this case, a TV-type scanning raster is not necessarily used. Both these methods are employed at Mullard Research Laboratories.

In projection electron-beam equipment, the electron beam is always a relatively broad one, of uniform current density and covering the whole of the field it is desired to expose. The pattern is produced by placing a mask somewhere within the beam, the mask having appropriate areas opaque to the electrons. The mask may be in contact with the resist-coated substrate or it may be supported within the beam, the situations being analogous to those in photographic contact printing and projection printing, respectively. In the latter version of the projection method, the final image would usually be reduced from the mask with the aid of a suitable system of electron lenses.

An elegant variation of this technique places the mask in contact with the cathode. This arrangement employs a photocathode formed over a mask bearing the desired pattern in a material opaque to ultraviolet light [4]. It is shown schematically in Fig. 2. When ultraviolet light shines through the mask electrons are emitted from the cathode in a beam bearing the pattern, and are accelerated towards the resist-coated substrate, serving as an anode. Uniform axial magnetic and electric fields between the cathode and substrate cause the photoelectrons to travel effectively in a straight line from the point of emission to the substrate, exactly reproducing the pattern on the photocathode upon the substrate. A projection system of this type enables the whole area of a silicon slice to be exposed simultaneously to a beam from a repetitively patterned photocathode, the time required for exposure being only a few seconds. This method avoids the sequential exposures with 'step-and-repeat' operations required in scanning methods and in the reducing projection-printing system described above, with the consequent long exposure times for the whole slice. Since the mask only has to be made once, projection with the aid of a photocathode gives a considerable saving in time in mass production.

**The nature of electron resists**

Resists must be capable of forming uniform pinhole-free films on a substrate by a simple process such as spinning, dip-coating or spraying, and it is usually only polymeric materials which fulfil these requirements.
When energetic electrons interact with organic chemicals, the molecules may either be broken down to smaller fragments, or may link together to form larger molecules. Both types of change occur simultaneously, but when any given material is irradiated one of these processes predominates and determines the net effect upon the material. For polymers it is known that if every carbon atom in the main chain is directly linked to at least one hydrogen atom, larger molecules are generally formed on irradiation, by a process known as cross-linking. If a polymer is cross-linked on irradiation it forms a three-dimensional network and it becomes insoluble and infusable. This type of polymer, which is the most common one, forms the basis of negative-working electron resists, it being possible to dissolve and remove unirradiated material while irradiated material cannot be dissolved away. Thus a residual film pattern remains on irradiated areas after development, and the situation is analogous to the formation of a silver image in a photographic 'negative'.

A relatively small number of polymers is known in which irradiation in moderate doses predominantly causes a break in the main polymer chain, resulting in irradiated material having a lower average molecular weight than unirradiated material. By judicious choice of solvent or mixtures of solvents, it is possible to dissolve the irradiated polymer selectively, which allows positive-working electron resists to be formulated. At higher electron exposures, however, cross-linking predominates again and the irradiated material becomes completely insoluble. Thus, there is always a limited range of electron exposures in which positive action may be observed.

Another consideration of importance in the case of positive-working resists is the glass-transition temperature of the polymer, i.e. the temperature above which the polymer changes from a glass-like structure to a rubbery state. If the glass-transition temperature is low, the polymer can be easily deformed and the resolution of fine patterns developed in a film of such a polymer may be easily impaired. Good positive electron resists should therefore have a glass-transition temperature above the highest temperature to which the resist will be subjected after development of the irradiated pattern in it. It should be noted that the requirement of a high glass-transition temperature does not necessarily apply to negative resists. The resist material in this case is cross-linked during irradiation, which automatically increases its glass-transition temperature. Indeed, even liquids can be used as negative electron resists, though there is sometimes difficulty in applying films of uniform thickness of liquid initially.

Almost all polymers which give positive action upon irradiation consist of chains in which some of the carbon atoms are not directly linked to hydrogen (e.g. polymethyl methacrylate, poly-α-methylstyrene, polyisobutylene, polyvinylidene chloride, polytetrafluoroethylene, etc.). Many of these are unsuitable because their glass-transition temperatures are too low, or because they are not easily soluble (e.g. polytetrafluoroethylene), which makes application of the film and development of irradiation patterns difficult, and the only material which has yet found wide use is polymethyl methacrylate.

Positive electron resists

Polymethyl methacrylate

Polymethyl methacrylate (PMMA) is readily available commercially. It is a long-chain polymer, the main chains containing alternate quaternary carbon atoms

---

(i.e. connected directly to four other carbon atoms), and upon irradiation these chains are broken.

It has been shown theoretically by H. Y. Ku and L. C. Scala \[63\] that, using a given developing solvent (or mixture of a solvent and a non-solvent), and provided the molecular weight of the resist material (e.g. PMMA) is sufficiently high, the exposure required to produce a positive image is independent of the molecular weight of the resist material. Also, the molecular weight of the irradiation-degraded material is almost independent of the original molecular weight. In the development process it is necessary to remove irradiation-degraded polymer without affecting the unirradiated material. Clearly, the greatest chance of accomplishing this successfully will occur if the original material has the highest possible molecular weight.

Most investigators working with PMMA have used developers containing mixtures of a good solvent for PMMA with a non-solvent. Given a liquid which is a good solvent for a particular polymer of any molecular weight, and a liquid which is not a solvent for the same polymer irrespective of its molecular weight, it is, in general, possible to find a composition of a mixture of the solvent and the non-solvent that will act as a solvent for the polymer below a critical molecular weight, but will act as a non-solvent for the same polymer above the critical molecular weight.

A typical combination of solvent and non-solvent for PMMA is methyl isobutyl ketone with isopropyl alcohol mixed in the volume ratio $1:3$. We have found, surprisingly, that a satisfactory developer can also be made (and less expensively) by adding a small quantity of the non-solvent water to the other non-solvent isopropyl alcohol.

The minimum electron exposure required to form a developable image depends upon the developer composition. Fig. 3 shows the minimum exposures required for developers of two compositions. We have found that for a number of commercial PMMA homopolymers and copolymers \[61\] with 10% isobutylmethacrylate, covering a range of molecular weights, the exposure curves are almost identical, confirming the theoretical predictions of Ku and Scala \[5\].

When a PMMA film is irradiated by an electron beam, some of the electrons are scattered within the resist, and some are also back-scattered from the substrate. All these scattered electrons can also break down the resists, and the net effect is that the exposed pattern may be slightly larger than the irradiated area. This does not usually matter unless it is necessary to produce details that are comparable in size to the beam cross-section. A more important consequence of the effect of scattered electrons is that the edge profiles of developed patterns in positive resists exhibit some degree of undercutting. This has been demonstrated in a number of ways by various investigators, and has been used to advantage in a very elegant technique for producing fine patterns of metal. The method is known as the 'lift-off' metallization technique and will be described below.

### Uses of PMMA resists

PMMA resist forms a good etch mask, resistant to many etchants. We have used it, after defining patterns in it by electron exposure, to etch patterns in thermal oxide on silicon with buffered HF, to etch patterns in chromium on glass \[5\], as a mask in ion-etching gold films, and even as an ion-implantation barrier against phosphorus ions accelerated to 100 keV.

An example of lines etched in thermal oxide using a PMMA mask is shown in fig. 4. Thus, diffusion-barrier and passivating-layer patterns could be prepared, allowing semiconductor devices (e.g. transistors, integrated circuits) to be made by the same methods as are used in conventional processing. PMMA is not photosensitive, so safelight conditions are not required, and the other advantages offered by electron-beam techniques are available without changes to other established processes.

Perhaps the most interesting use of PMMA is in the lift-off metallization technique \[7\], in which the unwanted metal is lifted off together with the resist. The sequence of steps is shown in fig. 5. The success of this method depends upon achieving and maintaining the undercut profile of all edges in the developed pattern, which allows a clear separation between the metal deposited on the substrate and that over the remaining resist. The applied resist film must, of course, be rather thicker than the metal film it is desired to apply, and great care must be taken to ensure that development of...
Fig. 4. Lines etched in a thermal-oxide film, the pattern being defined by a scanning electron-beam equipment in PMMA resist. Magnification 10,000 x. (Because the object was positioned obliquely in all the photographs reproduced in this article, the magnifications given are valid only for one direction, in this case the vertical direction.)

Fig. 5. Stages in the lift-off metallization technique. A film of PMMA or another positive electron resist is applied to a substrate (a), subsequently irradiated by an electron beam (b) and then developed (c). After metal is evaporated over the whole surface (d), the resist and metal deposited on it are removed (e).

the pattern is complete, and that the developed pattern is washed completely free of irradiated resist. Unless this is done a thin film of polymer may remain under the metal deposited upon the substrate so that this lifts off together with the unwanted metal at the final stage. With very fine patterns, washing assisted by ultrasonic agitation is often advantageous.

**Modified methacrylate resists**

PMMA is a thermoplastic material and patterns defined in it can be easily deformed if the film becomes heated after development. If it does get hot, as for example during evaporation of a metal, it will flow, spoiling the undercut edge profile. No break then occurs in the metal film at the edges of the patterns, and it is impossible to apply the lift-off technique.

The minimum electron exposure of PMMA is limited to about 50 \( \mu \text{C/cm}^2 \) by the need to produce sufficient decrease in average molecular weight during exposure to allow the developing solvent to discriminate between irradiated and unirradiated areas. At low electron exposures a more active developer must be used, but then the unirradiated polymer, which it is desired to retain upon the substrate, dissolves appreciably in the developer, and the undercut edge is spoiled. The lift-off technique cannot therefore be used unless very thin metal films are to be applied.

We have developed a modified methacrylate-type resist which can overcome these disadvantages \( [8] \). It comprises methacrylate chains which are cross-linked in the uniradiated film by anhydride bridges. The mechanism by which this resist operates is different from that encountered in PMMA. Electron irradiation breaks the cross-links, restoring the straight-chain structure, and although some breaks in the main chain may occur this is not crucial to its operation. The resist film, being cross-linked, is insoluble in solvents, but becomes soluble when its cross-links are broken upon irradiation. Thus, a more active solvent may be used to develop patterns than is permissible with PMMA, and the development conditions (time, temperature, etc.) are less critical since it is only necessary to distinguish between soluble and insoluble regions, rather than between more-soluble and less-soluble regions, as when PMMA is used. The cross-links also confer more rigidity upon the film, making it relatively insubstantial, so that it has greater thermal stability (i.e. cross-links raise its glass-transition temperature) and undercut edge profiles are not deformed if it becomes heated.

\( [6] \) A homopolymer is built up from identical monomer units, a copolymer from different ones.


Table I. Properties of cross-linked methacrylate films.

<table>
<thead>
<tr>
<th>Fraction of cross-linking groups in copolymers (mol %)</th>
<th>Heat treatment to effect cross-linking (min, °C in dry N₂)</th>
<th>Minimum exposure at 1 min development in methyl isobutyl ketone (μC/cm²)</th>
<th>% of unexposed film dissolved by 1 min immersion in acetone</th>
<th>methyl isobutyl ketone</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (standard PMMA)</td>
<td>(15, 200)</td>
<td>-</td>
<td>90</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>15, 200</td>
<td>15</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30, 115</td>
<td>12</td>
<td>85</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>15, 130</td>
<td>20</td>
<td>45</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15, 150</td>
<td>20</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15, 200 (heated in air)</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30, 130</td>
<td>20</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15, 150</td>
<td>35</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15, 200</td>
<td>35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>15, 200 (heated in air)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

As cross-linked films are insoluble, they cannot be applied directly, but the cross-links must be formed in the film after it has been deposited from solution upon the substrate. A convenient method of doing this is to prepare two copolymer solutions, one containing methyl methacrylate (CH₂:C(CH₃)COOCH₃) and methacrylic acid (CH₂:C(CH₃)COOH), the other containing methyl methacrylate and methacryloyl chloride (CH₂:C(CH₃)COCI) as co-monomers. The solutions are mixed in appropriate quantities (the mixture containing approximately equimolecular quantities of carboxyl and acid-chloride groups) and the films are spun from the mixed polymer solution. Upon heating, anhydride cross-links are formed by the following reaction:

![Chemical Reaction]

The extent of cross-linking may be controlled by the relative number of reactive groups in the copolymers and by the heat treatment to which the film is subjected to effect the cross-linking. Table I shows the effect of these variables upon the solubility of the unexposed films (columns 4 and 5), and the minimum electron exposure required to produce a positive image developable by methyl isobutyl ketone is shown in column 3. The Table indicates that in all cases the film has become completely insoluble after heating at a temperature between 150 and 200 °C for 15 minutes. It is desirable if the copolymers contain only a small proportion of cross-linkable groups that the heating should be carried out in a dry atmosphere. The results for 3% cross-linkable polymers heated in an undried atmosphere show that complete insolubility is not achieved. This is probably because acid-chloride groups near the surface of the film are hydrolysed by the available moisture, thus losing their ability to form anhydride cross-links and producing a surface layer of acid copolymer which is still soluble in the developer.

Fig. 6. Scanning-electron micrograph of a cross-linked methacrylate pattern (10% cross-linkable polymers). The resist is heated for 15 minutes at 115 °C, exposed at 10 μC/cm² and developed for 1 minute with methyl isobutyl ketone. Magnification 10 000 x. The image shows that the new resist gives sharply defined edges.
Fig. 6 shows a pattern made by exposing a cross-linked resist film to a broad electron beam, the pattern being produced by a fine copper grid placed in contact with the resist to act as a shadow mask. Fig. 7 is a pattern of fine lines produced by scanning a finely-focused beam across the resist film. The undercut edges in the developed patterns can be clearly seen. Fully cross-linked films are unaffected even by immersion in boiling acetone. Fig. 8 shows the superior thermal stability of patterns in cross-linked methacrylate.

Uses of cross-linked methacrylate films

The films with cross-linked copolymer chains may be used for the same purposes for which unmodified PMMA is used, i.e. as an etch mask, or in the lift-off technique, most benefit being gained in the latter process. Fig. 9 shows metal patterns produced by the lift-off technique applied to cross-linked methacrylate. The cross-linking makes the lift-off stage a little more difficult as the cross-links must be destroyed to remove the polymer. This may be accomplished, however, by immersion in fuming nitric acid or in a mixture of ammonia solution and acetone. While fuming nitric acid destroys the polymer completely, the
Fig. 9. Aluminium patterns on silicon produced by the lift-off technique with cross-linked methacrylate (3 % cross-linkable polymers) resist (a), gold patterns on silicon (b) and gold patterns on oxidized silicon (c). Magnifications: 6750 x, 8500 x and 8500 x, respectively.

acetone/ammonia mixture only breaks the cross-links, thus:

\[
\text{CH}_3 - \text{polymer} - \text{C} - \text{polymer} - \text{CO} \quad \rightarrow \quad \text{CH}_3 - \text{polymer} - \text{C} - \text{polymer} - \text{NH}_2 + 2 \text{NH}_3 + \text{H}_2\text{O}
\]

The separated chains then dissolve in the acetone just as PMMA does. We developed the acetone/ammonia mixture for metals that are attacked by fuming nitric acid.

Negative electron resists

In principle, many materials are available for use as negative resists, for most materials are cross-linked upon irradiation by electrons. The choice may be limited, however, by the sensitivity required, solubility of the resist, etc. [9].

In our work on negative resists we have concentrated upon siliceous (silicon-containing) materials. These enable siliceous film patterns to be produced directly by the beam, and it is possible by subsequent treatment to convert these films to a material having properties identical with thermal silica.

Polymethylcyclosiloxane (PMCS)

G. H. Wagner et al. have shown that polymers resembling silica in structure could be prepared by hydrolysis of certain organotrichlorosilanes [10]. In order to avoid excessive formation of three-dimensionally cross-linked polymers at this stage, the hydrolysis was carried out in a mixture of diethyl ether and ice. We have found that this same procedure can be applied to the hydrolysis of methyltrichlorosilane [11]. Since this molecule contains the smallest possible alkyl group (methyl), the polymer derived from it will have a structure as near as possible to that of silica. The presence of some alkyl groups is necessary to ensure that the polymer has the solubility required in its use as a resist. Hydrolysis of trichlorosilane or silicon tetrachloride, for example, would give a carbon-free polymer like silica directly, but it would not have the required solubility. In any case, the methyl group introduced by methyltrichlorosilane can be removed afterwards effectively.
Fig. 10. The thickness $d$, as a percentage of the initially applied thickness, produced as a function of the exposure $e$, using standard PMCS resist (curve 1), high-molecular-weight PMCS (2), poly(methyl/vinyl)cyclosiloxane copolymer (3) and polyvinylcyclosiloxane (4).

The only drawback in using methyltrichlorosilane instead of the higher homologues is that the loss during preparation by cross-linked-polymer formation is greater. Yields are only about 50-60% of the theoretical yield. The polymer formed in this process is believed to consist of chains of tetrasiloxane rings joined through siloxane bridges, thus:
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It has an average molecular weight of about 600, contains about 40% w/w silicon and about 10-12% w/w hydroxyl as silanol groups (OH groups linked to silicon). Pairs of the silanol groups become cross-linked on irradiation, producing the desired insolubility.

Upon irradiation, PMCS becomes progressively more cross-linked and insoluble. Curve 1 of fig. 10 shows the thickness of cross-linked film remaining after various electron exposures. It can be seen that the maximum thickness of film remains at exposures above 140 $\mu$C/cm$^2$, presumably because the film is then cross-linked sufficiently to be completely insoluble in the developing solvent. The slight shrinkage in fully exposed films occurs during the irradiation stage.

Upon further irradiation, PMCS becomes progressively more cross-linked and insoluble. Curve 1 of fig. 10 shows the thickness of cross-linked film remaining after various electron exposures. It can be seen that the maximum thickness of film remains at exposures above 140 $\mu$C/cm$^2$, presumably because the film is then cross-linked sufficiently to be completely insoluble in the developing solvent. The slight shrinkage in fully exposed films occurs during the irradiation stage.

[9] Among negative resists, epoxidized polyolefines and polyepoxybutadiene in particular have been examined extensively for several years. See T. Hirai, Y. Hatano and S. Nonogaki, J. Electrochem. Soc. 118, 669, 1971. Although these resists appear to be very sensitive, it has also been reported that their contrast ratio is rather low, which can impair the resolution of very fine patterns. See E. D. Feit, R. D. Heidenreich and L. F. Thompson, 2nd Symp. on Scanning electron microscopy of polymers and coatings, Dallas, April 1973, p. 125.

High-molecular-weight silicone oils have been used to produce siliceous dielectric films. See H. Aoe, Y. Yatsui and T. Hayashida, Microelectronics and Reliability 9, 267, 1970.


Greater sensitivity can be achieved either by increasing the molecular weight of the material, though there is a limit to this process, or by introducing vinyl groups into the molecules. Exposure curves for these modifications are also given in fig. 10 (curves 2-4).

Fig. 11. Fine lines of siliceous film produced by electron exposure of PMCS resist. Magnification 9000 x.
than the silanol condensation, and requires much higher exposures before it takes place extensively.

As noted earlier, the exposure curve shows that there is slight shrinkage of the film during exposure and development. It still contains many organic groups, but these can be almost completely eliminated by heating the developed pattern in wet oxygen at 650 °C. The infrared spectrum of the film is then almost identical with that of thermally grown silica films. A subsequent densification process at 1050 °C converts it to a form having the same refractive index as thermal silica and the same etch rate in hydrofluoric acid. During these heating processes, further shrinkage takes place, the thickness of the final silica film being about two-thirds that of the PMCS film initially applied [11].

Use of PMCS in device technology

Some experimental N-P-N silicon transistors have been made in which all the diffusion masks required have been produced directly on the silicon slice using PMCS exposed by a scanning electron beam. The final passivating layer has been produced in the same way.

For use as a diffusion barrier, the PMCS film is simply exposed and developed, though it is often beneficial to densify the film by heating before the diffusion process. For passivating layers, however, it is necessary to remove the organic residues. As mentioned above, this can be accomplished by heating the siliceous film pattern in wet oxygen at 650 °C. The film is subsequently densified by heating in nitrogen for 30 minutes at 900 °C.

When siliceous films are made in this way, no etching step is required to define the pattern, in contrast to conventional processing or to electron-beam processing with PMMA. It is desirable to remove the silica film from the slice at each stage, because any windows in the film would be likely to become covered with oxide. Windows for the next stage of diffusion would normally be formed in this oxide by an etching process. However, we did not in fact use etching for this since undercutting can reduce the resolution. To keep the resolution as high as possible, the complete oxide film is removed and a fresh mask prepared in a fresh layer of PMCS resist.

Transistors have been made having emitters either 50 μm wide or 5 μm wide. Photomicrographs of the two types are shown in fig. 12. The device with the 5-μm emitter is shown before the metallization stage has been carried out, allowing the PMCS passivating layer to be seen.

Devices with finer detail have not yet been made, as the purpose of these experiments was only to test the possibility of making devices by electron-beam techniques using the new material PMCS instead of conventional thermal oxide. The transistors had gain in the range 10-100 and were comparable in this respect to conventional transistors having similar dimensions. Their leakage currents, however, were in general much higher than those normally encountered, ranging between about 1 nA and 1 mA. The transistors with a 5-μm emitter were generally worse than those with a 50-μm emitter, though some of them had leakage currents less than 100 nA. It is not yet known whether the high leakage is due to pinholes in the PMCS films or to some other shortcoming in it, or if misalignment of succeeding masks due to difficulties in the electron-beam technique used at the time contributed to this.

The fact that some good transistors were obtained...
does suggest, however, that the proposed process is feasible, though further work is still required to perfect it.

One difference between the transistors produced by electron-beam exposure of PMCS films and those produced conventionally is that the passivating layer produced from PMCS has no phosphosilicate-glass layer. Conventional transistors normally do have such a layer, and it is known that if this phosphosilicate glass is not present, they too may show high leakage currents. Phosphosilicate glass is usually present as a result of conventional processing, though in certain devices a special process step may be required for its application. It is possible that as is the case with thermal silica, the properties of passivating layers prepared from PMCS would be improved if phosphosilicate glass were applied over it, and this may reduce the leakage current to values normally encountered. With this aim in view we have developed resists which allow the formation of phosphosilicate-glass patterns by electron-beam techniques [12].

![Fig. 13. Formulae of tris-(dimethylsilylene)diphosphate (left) and tris-(methylvinylsilylene)diphosphate.](attachment:image)

**Phosphorus-containing siliceous resists**

The phosphosilicate glasses used in conventional processing cover a range of compositions, with the molecular ratio $P_2O_5 : SiO_2$ up to about 16 mol%. Known organic compounds containing both silicon and phosphorus and likely to be capable of being cross-linked by an electron beam (and so rendered developable) all contain much higher ratios of phosphorus to silicon than this, so the compounds were mixed with polysiloxanes (such as PMCS) to produce the required $P : Si$ ratio. It was necessary to match the electron sensitivities of the components so that both could be rendered insoluble by the same exposure to maintain the required $P : Si$ ratio.

We have produced two mixtures suitable for use as electron resists: PMCS with tris-(dimethylsilylene)-

diphosphate, and polyvinylcyclosiloxane with tris-(methylvinylsilylene)diphosphate (fig. 13) (polyvinylcyclosiloxane is the vinyl analogue of PMCS). The first of these systems requires an electron exposure of about 800 $\mu$C/cm$^2$, while the second requires an exposure within the range 2-10 $\mu$C/cm$^2$, to produce developable images of the correct composition.

The stabilizing effect of the phosphorus-containing

![Fig. 14. The effect of electron-beam-defined phosphosilicate-glass coatings on the variation of capacitance of MOS capacitors with d.c. bias voltage. The capacitors all have PMCS dielectric layers.](attachment:image)

films on electron-beam-defined PMCS dielectric films has been demonstrated in MOS capacitors. Both the dielectric-oxide film and the protective coating were made using electron-beam techniques, starting from PMCS and the resists just mentioned, respectively. For both a series of heat treatments was necessary to eliminate organic residues and to densify the film. The effect of the coating film can be seen from the curves in fig. 14, which shows the relationship between the capacitance of the MOS capacitors and the applied voltage. Without a protective coating positive ions such as sodium can move within the passivating layer when a voltage is applied at high temperature. This causes a displacement of the curve along the voltage axis. When a protective coating is present the positive ions are trapped in the phosphosilicate glass and the curves remain in the same position. This effect of phosphosilicate glass is known in semiconductor technology, and is used for stabilizing thermally grown silica. Our electron-beam-defined phosphosilicate glass can also stabilize thermally grown silica dielectrics in MOS capacitors.

These resists for producing phosphosilicate glass have not yet been used on transistors made by electron-beam techniques, but investigations along these lines are already under way and we are convinced that this method will prove to be a fruitful one in the semiconductor technology of the future.

Summary. Electron-beam techniques for defining the patterns required in semiconductor technology offer the advantages, compared to the current optical methods, of a better definition, smaller details (0.1 μm) and greater amenability to automation. The already commercially available positive electron resist PMMA is discussed first. A number of its drawbacks, e.g. its thermoplasticity, are overcome in a modified methacrylate-type resist we have developed, in which cross-links are introduced in the unirradiated film by anhydride bridges. This makes the resist pre-eminently suited for the application of the 'lift-off' metallization technique. In our work on negative electron resists the emphasis was mainly on siliceous materials, which enable silica-like patterns to be produced directly by the electron beam, thus eliminating the need for etching steps. With a polymer (PMCS) prepared from methyltrichlorosilane we have made the diffusion masks and the final passivating layer of some experimental N-P-N transistors. As the leakage currents were still high, we have developed resists which also allow the direct formation of phosphosilicate-glass patterns. The stabilizing effect of these phosphorus-containing films has been shown by their influence on capacitance-voltage characteristics of MOS capacitors with electron-beam-defined PMCS dielectric layers.
Holographic strain analysis

C. H. F. Velzel

Holography has attracted wide general interest because of its ability to create 'three-dimensional images' which are so 'real' that they can be viewed from various directions just like the actual object; holography differs from the stereoscopic viewing of two images, by giving a true parallax. Holography is based on the fact that a light wave scattered by an object can be completely recorded in a hologram (e.g. on a photographic plate) and exactly re-created later. As a result, it is possible to allow a light wave to interfere with a second light wave that is produced at some other time. This leads to one of the most important applications of holography, the interferometric measurement of small displacements or strains. Measurement of displacements in the direction of the observer is the most obvious application. Displacements perpendicular to this direction can, however, also be measured. One method of doing this has been devised by the author. Both types of measurement are discussed here, preceded by an introduction to holography and followed by some examples.

When a smooth surface is covered by a thin transparent film not quite uniform in thickness, a pattern of interference fringes can be seen if the surface is illuminated by monochromatic light. The variations in thickness of the film can be read off directly from the pattern. The fringe pattern is produced by the interference of light rays reflected at the object-film interface and at the outer surface of the film.

An object that has been given a small deformation (e.g. as a result of heating or mechanical stress) is in a certain sense analogous to an object coated with a film, as discussed above. Here again we have two surfaces close together but now separated in time. There is now, however, no question of interference; the light rays reflected from the deformed and the undeformed surface are not simultaneously present.

To measure deformations by means of conventional interferometry, the incident light is split into two coherent beams. One is reflected by the deformed object whilst the other is reflected by a replica of the undeformed object or other optical reference surface (e.g. a flat); interference takes place when the two beams are brought together again. Both the reference surface and its positioning must be exact to within a fraction of a wavelength. This method is practicable only when the deformed object has a smooth surface.

Holography presents an elegant solution to this problem. In holography a light beam can be 'stored' in a hologram and regenerated later. In this way interference is possible between non-simultaneous light beams, so that deformations of an object can be measured in the same way as film thickness. The hologram provides in effect an exact and easily positioned replica of the surface. A strain measurement can now be made as follows. A hologram of a beam scattered by the undeformed object is made first; the wave field reconstructed from this hologram is then allowed to interfere with the beam scattered by the deformed object.

This article is concerned with the relationship between the deformation of an object and the resulting interference pattern. Particular attention will be given to the conditions that must be fulfilled to obtain high-contrast interference fringes and to the derivation of the deformation from the fringe pattern. Finally, a number of practical applications will be described.

Since it is an essential feature of the method a short explanation of holography will be given first.

Holography

When light waves forming a stationary wave field fall on a photographic plate, the intensity distribution of the field is recorded as a blackening of the photographic plate. In holography both the local amplitudes and phases of the wave field are recorded on the plate by allowing a coherent reference wave to fall on the plate as well as the original light. The resultant pattern of blackening on the plate, the hologram, can be used at any later time to produce a wave field having exactly the same amplitudes and phases in the plane of the hologram as the original field. In accordance with
Huygens's principle the original field in the space behind the hologram has then also been exactly reconstructed.

Fig. 1 illustrates schematically how holography works. To make the hologram, coherent light from a laser \( L \) is split into two beams, a reference beam \( A \) and a beam incident on the object \( V \). Part of the light scattered from the object, the 'object beam' \( B \) is allowed to interfere with \( A \). The resulting interferogram is recorded on a photographic plate and this is the hologram \( H \). It is assumed for simplicity that \( A \) is a plane wave. If \( B \) were also a perfectly plane beam, \( H \) would consist of exactly parallel interference fringes. Because \( B \) is not a plane wave the blackening of \( H \) is modulated in a manner which depends on the local amplitudes and phases of \( B \) (see fig. 2).

To reconstruct the original field (fig. 1b), the hologram is illuminated with the same reference beam \( A \). Diffracted beams appear behind \( H \), one of zero order \( (G_1) \) and two of the first order \( (G_2, G_3) \). Because the interference pattern on \( H \) is not spatially exactly periodic, these beams exhibit local variations in amplitude and phase. In particular — and this will appear presently — the variations in \( G_2 \) are exactly the same as those in \( B \) so that \( G_2 \) is a faithful copy of \( B \).

The observer \( O \) in fig. 1b thus 'sees' the object \( V \) once more; a virtual image \( V' \) is formed of \( V \). The beam \( G_3 \) forms a real but reversed and distorted image \( V'' \) of \( V \).

To obtain the above results the apparatus must strictly fulfil certain conditions. Firstly, the coherence of the light must be sufficient for a hologram to be formed. To achieve sufficient coherence the optical path between light source and hologram via the reference beam is made as nearly equal as possible to that via the object beam — in fact more mirrors than shown in fig.1a are used — and a laser is used as the light source. In addition the apparatus must be rigid and unaffected by vibration: while the plate is being exposed to form the hologram, the interference fringes must remain stationary, i.e. all relative movements must be limited to less than a quarter of the wavelength of the light used. Finally, the photographic plate must have a high resolution: the spacing between the interference fringes is usually not much greater than a wavelength and it is necessary to record variations of detail in this fine pattern.

It is not essential for the reference beam to be a plane wave, nor is it essential for the beam to be normally incident on the hologram. However, it is essential that the reference beam used in reconstruction is exactly the same as the beam used to form the hologram and of the same orientation with respect to the hologram.

Holography was invented by D. Gabor in 1947, long before the existence of lasers. In Gabor's first holographic experiments the object was small and transparent and situated on the axis between the source and the hologram. The light passing round the object formed the reference wave. The difference in optical path length between rays in the reference wave and those scattered by the object were then so small that the coherence of the 'non-coherent' sources which Gabor had perforce to use was sufficient to produce a hologram carrying interference fringes. This geometry, which corresponds to an angle of zero between the beams \( A \) and \( B \) in fig. 1, had the disadvantage that the virtual image could not be observed without unwanted effects due to the light from \( G_2 \) and \( G_3 \). Holography grew to fruition only after the advent of the laser. The laser is a source of coherent light, i.e. the light emitted has a long coherence length so that interference can be obtained even when the optical paths differ considerably in length. Holographic images of opaque and large objects can therefore be made. In addition, the reconstructed wave can easily be kept separate from the other beams emerging behind the hologram.

Relation between object beam, hologram and reconstructed beam

By making use of Huygens's principle, from which the structure of the object-beam field \( B \) in fig. 1 is determined by its amplitudes and phases in the plane of the hologram \( H \), it will now be shown that \( H \) does indeed...
contain the necessary information concerning $B$ and that $G_2$ is a faithful copy of $B$. We take a coordinate system $x,y,z$ in which $z = 0$ is the plane of the hologram. We assume that the reference beam $A$ is a plane wave propagating along the $z$-axis. This wave is described as a function of time and place by:

$$u_A = a \exp j(\omega t - kz),$$

(1)

where $u_A$ is the local instantaneous complex amplitude, $\omega$ is the angular frequency of the wave and $k$ its wave number, i.e. $2\pi$ divided by the wavelength $\lambda$. The phase $\phi_A$ of the wave for $t = 0$, $z = 0$ and the peak amplitude $a_0$ are combined in the 'complex amplitude' $a$:

$$a = a_0 \exp -j\phi_A.$$  \hspace{1cm} (2)

Suppose that the object beam $B$ propagates in the $x,z$-plane at an angle $\beta$ to the $z$-axis. If this was a plane wave, we could express it as:

$$u_B = b_0 \exp j(\omega t - kx \sin \beta - kz \cos \beta - \phi_B),$$

(3)

a wave whose wave vector has components $k \sin \beta$ in the $x$-direction and $k \cos \beta$ in the $z$-direction. The complex amplitude $b$ of this wave in the plane $z = 0$ is a function of $x$:

$$b = b_0 \exp -j(kx \sin \beta + \phi_B).$$

When $B$ is not exactly a plane wave, but very nearly — as will be the case if the angle subtended by the object at the hologram is not too large — it can still be represented by (3) although $b_0$ and $\phi_B$ are now weakly dependent on $x$, $y$ and $z$ (the derivatives of $b_0$ and $\phi_B$ with respect to $x$, $y$ and $z$ must be small compared with $k \sin \beta$). According to our assumptions, the detailed structure of the wave field $B$ is entirely determined by the angle $\beta$ and the functions $b_0(x,y)$ and $\phi_B(x,y)$ in the plane of the hologram $z = 0$.

While the plate is being exposed to form the hologram the total complex amplitude at every point $x,y$ of the hologram is equal to $a + b$. The intensity is therefore given by:

$$I(x,y) = |a + b|^2 = a_0^2 + b_0^2 + a^*b + ab^*.$$  \hspace{1cm} (4)

If the photographic plate is exposed for a time $t$ and developed, we get a hologram of transmittance $\tau(x,y)$ which is assumed here to be a linear function of $I$. In practice this can only be approximately true. Fig. 3 shows qualitatively how $\tau$ in general depends on the exposure $H (= I t)$. Only in a limited region near the point of inflexion $H_0$, $\tau_0$ is the curve approximately straight. To keep within this region as far as possible the average intensity $\langle b_0 \rangle$ of the object wave is made much smaller than the intensity $a_0^2$ of the reference wave and $\langle a^*b \rangle$ is made approximately equal to $H_0$. In this linear approximation we have:

$$\tau = \tau_0 - \tau_1 b_0^2 - \tau_2 (a^*b + ab^*).$$  \hspace{1cm} (5a)

$$= \tau_0 - \tau_1 b_0^2 - 2\tau_2 a_0 b_0 \cos \{kx \sin \beta + \phi_B - \phi_A\}. \hspace{1cm} (5b)$$


If the small term \( r_1 b_0^2 \) is neglected, this shows that the variations in the phase \( \phi_0(x,y) \) and the amplitude \( b_0(x,y) \) of the object wave are contained in the hologram in the form of variations in the phase and amplitude of the modulation of the transmittance.

The treatment given above refers to an absorption hologram: the transmittance (5) is real and the wave field behind the hologram differs only in amplitude and not in phase from the wave field incident on the hologram. In general, however, the transmittance is a complex quantity, so that the hologram changes the wave in both amplitude and phase. If the phase only is changed, we have a phase hologram. A phase hologram can be made by 'bleaching' away the blackening of a holographic pattern by rehalogenization [8]. The blackening vanishes but the places that were black remain slightly thicker; at these places the reference wave undergoes a larger phase change than in the non-thickened surroundings. A phase hologram has the advantage, often important in practice, that it transmits more power.

Three points will now be briefly discussed: the nature of the image formed by \( G_0 \), the nonlinearity of the transmittance characteristic and the efficiency of the hologram.

When we omit the constant factor \(-r_1 a^2\), the complex amplitude of the wave \( G_2 \) is \( b^* \). For brevity we write \( k x \sin \beta + \phi_0 \) as \( \psi \), a function of \( x, y \) and \( z \). We now restrict ourselves to the plane of the hologram and its close neighbourhood. Because \( \psi \) does not vary rapidly with \( z \) we can put \( \psi \) equal to its value \( \psi(x,y) \) in the plane of the hologram. Again omitting the constant factor \(-r_1 a^2\), the waves \( G_2 \) (or \( B \)) and \( G_3 \) are expressed respectively by:

\[
\begin{align*}
    b_0 & \exp \{ j (\omega t - k z \cos \beta - \psi) \}, \\
    b_0 & \exp \{ j (\omega t - k z \cos \beta + \psi) \}.
\end{align*}
\]

The wavefronts — surfaces of constant phase — are thus given by the equations

\[
\begin{align*}
    k z \cos \beta & = (x,y) \quad \text{for } G_2 \text{ and } B, \\
    k z \cos \beta & = (x,y) + C' \quad \text{for } G_3.
\end{align*}
\]

It follows that the wavefronts of \( G_3 \) are the mirror images of those of \( G_2 \) with respect to the plane \( z = 0 \) (fig. 4); the amplitudes at corresponding points are equal. Taking into account also the direction of propagation of the light rays, it can be seen from fig. 4 that rays in \( G_3 \) which diverge from (for example) the virtual image point \( P' \) correspond to rays in \( G_2 \) which converge towards the symmetry point \( P \). The virtual image \( V' \) thus corresponds to the real image \( V'' \). The latter is reversed: if the point \( Q' \) lies in front of \( P' \) for the observer \( O \), then the corresponding point \( Q'' \) lies behind the point \( P' \) for the observer \( O' \). An essential assump-
tion in the foregoing is that the factor $-\tau_m a^2$ is constant. This is the case only if the reference beam $A$ is propagated along the $z$-axis. If $A$ falls obliquely on the hologram, the image formed by $G_3$ is distorted.

Taking into account the nonlinearity of the transmittance, i.e. the terms of higher order in the expansion of $\tau$ in powers of $H_0$ (see fig. 3), then $\tau$ is not given by the expression of eq. (5b), but by a polynomial with terms of the form

$$b_m n^{m+n} \cos m(kx \sin \beta + \phi - \phi_0),$$

where $m$ and $n$ are integers. On reconstruction, the main term ($m = n = 0$) discussed earlier gives the beams $G_2$ and $G_3$ in which $G_2$ reproduces $B$ exactly. When the term with $m = 1, n = 1$ does not vanish, the reproduction is no longer perfect: the image has less contrast. The terms with $m > 1$ lead to diffracted beams of higher order which waste light. In order to limit these undesirable effects, $b_0$ must be made much smaller than $a_0$, as mentioned earlier.

Finally, the 'efficiency' of a hologram, which is in practice of great importance. This is the ratio of the power of the reconstructed wave $G_2$ to that of the reference wave during reconstruction. The transmittance of the absorption hologram of a plane 'object wave', registered on a photographic plate with a linear characteristic, is (see eq. 5b):

$$\tau = \tau_0 + \tau' \cos (k' x + \phi),$$

where $\tau_0$, $\tau'$, $k'$ and $\phi$ are constants. Since $\tau$ has everywhere a value between 0 and 1, the modulation depth $\tau'$ cannot exceed $\frac{1}{2}$. In this notation the amplitude of the reconstructed wave is $\frac{1}{2} \tau_0$; the efficiency is here, therefore, $\frac{1}{2} \tau'$ and this is at most equal to 1/6 or about 6%. In practice the hologram is not uniformly exposed and, as discussed earlier, $\tau'$ is preferably taken much smaller than $\frac{1}{2}$; the efficiency is therefore generally much smaller, usually less than 2%. A phase hologram transmits more energy and may have an efficiency of 10 to 15%. So far it has been tacitly assumed that the emulsion coating of the photographic plate that carries the hologram is very thin. In holograms which are thick compared with the wavelength, the efficiency can exceed 50% as a result of multiple reflections. Holograms with a thickness of several hundred microns have been made both in photographic emulsions and in crystalline materials such as LiNbO$_3$ and KBr [4].

Strain measurement by holography

There are two ways in which the 'interference of non-simultaneous beams of light' can be brought about in practice. In one method a hologram is made before the object is deformed. After development the plate is accurately replaced in its original position in the otherwise unchanged arrangement. The object is then deformed and viewed through the hologram. The viewer now sees both the reconstructed image of the undeformed object and the object itself in its deformed state, illuminated by the source. With this method the interference fringes and hence the deformation of the surface can be viewed as they occur. This is called the method of time-dependent interference [5]. In the other method two holograms are recorded on one photographic plate: one of the object wave before deformation and one after deformation. Since the only term relevant to the analysis of the holographic process is linear in the complex amplitude of the object wave (see eqs. 5 and 6), holograms can indeed be superposed and the reconstruction gives a superposition of the two object waves. The resulting interference pattern contains the required information. In this article the discussion will be limited to this double-exposure method [6].

If we are concerned with two essentially stationary states of an object such as a bar whose deformation is to be measured, there is no limitation to the choice of exposure time. The plate is exposed before the object is deformed and again afterwards. In other cases, however, e.g. in the analysis of fracture, the situations of interest are not stationary. The exposure then has to be so short that the deformation occurring during the exposure is small compared with the wavelength of the light. This condition can often be met by using a pulsed laser [7]. When the deformation is not only fast but also periodic, as in a vibrating loudspeaker, a stroboscopic illumination can be used [8]. Finally, information about vibrating objects can be obtained from a hologram recorded with an exposure much longer than the period of vibration - time-averaged holograms [9].

The most important problem in holographic strain analysis is the interpretation of the interference pattern and we shall concern ourselves mainly with this problem. From what has been said above it will be clear that the holographic process itself can be disregarded here, and the object can be considered to be simultaneously present in its two states, deformed and undeformed.

It is assumed that the microstructure of the surface of the object does not change during the deformation. The same point then scatters the light in the same way before and after the deformation — the only difference is that due to the actual deformation. It is also assumed that the object scatters the light diffusely, i.e. that the scattered light has lost most of its spatial coherence. Interference then occurs only between rays coming from the same point in the two situations; other interferences do not contribute effectively to the interference pattern.

Determination of the longitudinal component of the displacement vector

For an opaque object the light source and the observer must be situated on the same side of the object. In this configuration the change in optical path from source to observer via the object has its origin in the displacement component in the mean direction between source and observer. The information in the interference pattern thus concerns this ‘longitudinal component’.

Fig. 5 shows how the difference in optical path depends on the displacement. If, as in fig. 5a, the source S and the observer O both have the same direction when viewed from an object point P and if P is also displaced in this same direction (to Q), the optical path difference \( \Delta l = SPO - SQO \) is equal to twice the length of the displacement vector \( PQ \). If PS and PO are at an angle \( \chi \) to each other (fig. 5b) and the displacement vector \( e = PQ \) lies along the bisector of the angle SPO, the path difference is modified by a factor \( \cos \chi \):

\[
\Delta l = 2e \cos \frac{\chi}{2}. \tag{7}
\]

Fig. 5c, finally, shows a displacement vector of arbitrary direction, obtained by locating Q at some arbitrary point in the plane perpendicular to the bisector (fig. 5b). The optical path SQO does not change since SQ becomes just as much shorter as QO becomes longer. Equation (7) therefore remains valid if we replace \( e \) by its component \( e_l \) along the bisector (the longitudinal component):

\[
\Delta l = 2e_l \cos \frac{\chi}{2}. \tag{8}
\]

In fig. 5 it is assumed that we have a point light source and a point observer and that they are both situated at infinity, i.e. that \( e \) is very much smaller than PS and PO.

The observer looking towards P sees light or darkness according to whether \( \Delta l \) is an even or odd multiple of \( \lambda/2 \). He thus sees light and dark fringes of equal longitudinal displacement; the interference pattern is a ‘contour map’ of the deformation. Examples of such patterns are shown in figs. 6 and 7. In a bright fringe of the \( p \)th order (\( \Delta l = p\lambda \)), we have:

\[
e_l = p\lambda/2\cos \frac{\chi}{2}. \tag{9}
\]

If \( \chi \) is not too large, \( \cos \chi \) is approximately unity; the difference in height of the surface between adjacent fringes is then approximately half a wavelength.

The fact that the observing instrument (the eye, a camera, etc.) has a pupil of finite and not zero diameter gives a certain practical limitation to this method. If the opening is so large that the optical path differences \( \Delta l \) for different parts of the pupil differ by more than a half-wavelength, the interference fringes fade. From fig. 8 it can be seen that this is not the case provided the angle \( \alpha \) subtended by the pupil at the object is less than \( \lambda/2\alpha \) where \( e_l \) is the component of the displacement perpendicular to PO.

A more detailed calculation [10] shows that if this condition is fulfilled, the interference fringes have a contrast of more than 70\%. Conversely, for a given aperture, the lateral displacement may not exceed the value \( \lambda/2\alpha \). Suppose, for example, a helium-neon laser is used in a conventional arrangement and the interference pattern is observed with the naked eye; \( \lambda \) is then 0.6 \( \mu \text{m} \) and \( \alpha \) is of the order of 0.01. The maximum permissible lateral displacement is then about 30 \( \mu \text{m} \).

The maximum permissible value of the lateral displacement, \( \lambda/2\alpha \), is simply the resolving power of the observing instrument. The foregoing is another way of saying that two points separated by a distance of more than \( \lambda/2\alpha \) are separately imaged and that the rays coming from them no longer interfere with each other.
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Fig. 6. Above: Example of an interference pattern on the image of a bar deformed under load (obtained from a double hologram). Below: Displacement $y$ as a function of position $z$ along the bar, derived from the interference pattern. Each fringe represents an increment of the displacement of $\lambda/2$.

Fig. 7. Interference pattern on the double-hologram image of a bar with a weak spot. The bar is made up of two parts held together by adhesive, the plane of the joint lying in the plane of the paper. The irregularity in the interference fringes indicates a weak spot in the joint.

Fig. 8. Relation between the size of the pupil of the observer and the maximum permissible lateral displacement. The observed interference pattern tends to vanish if the pupil becomes so large that the differences in optical path lengths $SP$ and $SP'$ differ by more than $\lambda/2$. This difference is equal to $(PA' + PB) - (PA'' + PB) = PA' - PA'' = \alpha$, where $\alpha = QA$ is the lateral component of $e$ and $\alpha$ is the angle subtended at $P$ by the pupil. For a high-contrast interference pattern, $\alpha$ must therefore be less than $\lambda/2\alpha$.

Determination of the transverse components of the displacement vector

In the method discussed above only the longitudinal component of the displacement vector is measured. In principle the complete displacement vector can be derived in this way by viewing the object from three directions or by making three exposures with different directions of the illuminating beam [11]. These procedures do, however, involve a lot of work with regard to both the experimental arrangement and the interpretation of the interferogram.

We have developed a method whereby the transverse components of the displacement can be measured directly. We look at the hologram from a point in a real holographic image. The required real image could be made by placing a positive lens in the beam $G_2$ in fig. 1b, but we wish to suggest here, with the help of fig. 9, a still simpler method. The hologram is recorded in the conventional way, using a plane wave as the reference beam (fig. 9a). In the conventional method of reconstruction (fig. 9b) a good virtual image $V'$ and a distorted real image $V''$ would be obtained. Now however the wave field is reconstructed with a reference beam $A'$ identical to $A$ as regards wavefronts but propagated in the opposite direction. In other words, the back of the hologram is illuminated with a plane wave from the opposite direction (fig. 9c). A wave $G''_2$ is then generated at the front of the hologram, and this wave is in all respects a faithful copy of $B$ except that it also propagates in the opposite direction. This can be easily checked from the mathematical description of holographic principles given on page 55/56; it is only necessary to replace $o$ by $-o$ in the description of the reconstruction. All waves are then propagated 'backwards', but otherwise the situation is unchanged. In this way a faithful, undistorted real image $V_r$ of the object $V$ is obtained. In fig. 9d, finally, it is shown schematically how this can best be done in practice; in the configuration of fig. 9b with a fixed reference beam and the conventional viewing direction, the hologram is simply rotated through $180^\circ$ about an axis perpendicular to the paper. The situation so obtained is that of fig. 9c, assuming that $A$ is indeed a plane wave.

A diaphragm is now placed with its centre at a point $P$ in the real image and the hologram is viewed through it with the naked eye or a camera focused on infinity. Each point on the retina or on the photographic plate now corresponds to a viewing direction. If the hologram is a double hologram of a deformed object an interference pattern is again seen. In fig. 10, $PQ$ is the displacement vector of a point in the real image. Since

G2' is a faithful copy of B, apart from its direction of propagation, there is a fixed relation between the phases of the light at P and at Q which depends only on the positions of P and Q with respect to the light source. The interference pattern owes its existence to the fact that the optical path length \( PQ' = e \cos \gamma \) in fig. 10 varies with the viewing direction PR. To put it more precisely: in the direction of a point R on the hologram the field appears light or dark according to whether
\[
\Delta = \Delta_{0} + e \cos \gamma
\]
is an even or an odd multiple of \( \lambda / 2 \), where \( \Delta_{0} \) is a constant independent of the viewing direction. Dark or light fringes in the field are lines of constant \( \Delta \), and thus also lines of constant \( \gamma \); they are therefore intersections of the hologram with cones of apex P and axis e. The fringes are thus symmetrical with respect to the projection of e on the hologram. We now let R move along this symmetry axis and define its position by means of \( \gamma_{0} \), the angle between PR and PN, the perpendicular to the hologram through P. We then have \( \gamma = \gamma_{0} - \gamma \), where \( \gamma \) is the angle between e and PN. Differentiating \( \Delta \) with respect to \( \gamma_{0} \) gives:
\[
d\Delta/d\gamma_{0} = e \sin (e - \gamma_{0}).
\]
For \( \gamma_{0} = 0 \), this is simply equal to the magnitude \( e_{t} \) of the transverse component of e:
\[
(d\Delta/d\gamma_{0})_{\gamma_{0}=0} = e \sin e = e_{t}.
\]
The optical path difference \( \Delta \) between adjacent dark or light fringes increases with \( \lambda \). Therefore the magnitude \( e_{t} \) of the transverse component is given by
\[
e_{t} = \lambda/\Delta_{0}.
\]
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Fig. 11. Measurement of the lateral displacement of a bar subjected to a lateral force. a) Double-holographic image of the bar. The bar is clamped at the upper end and the force acts from left to right on the lower end. b) Interference patterns observed through a diaphragm of 0.5 mm diameter in the real image. The positions of the fields in (b) correspond to those in (a). The rather coarse speckle pattern in (b) is due to the small aperture (see caption to fig. 2).

To obtain a clearly defined interference pattern, a large number of point pairs such as PQ must interfere in the same way. The diaphragm should therefore be much larger than the transverse component of the displacement. For small deformations like those we are concerned with in this article this condition is always fulfilled. On the other hand, if the deformation varies over the object, the diaphragm may not be too large: the variation of the transverse component over the object must be so small that the optical path difference for a given viewing direction varies less than \( \lambda/2 \). If this latter criterion requires the diaphragm to be so small that, with an absorption hologram, the interference field is too faint, an improvement may be obtained by using a bleached hologram. A greater improvement can be obtained if, when recording the hologram, only those parts of the object are illuminated where it is desired to measure the displacement vector.

A disadvantage of the method described here is that a photograph must be made of the interference field on the plane of the hologram for each location where the displacement vector is to be determined. This disadvantage can be partly overcome by making the exposures for different locations simultaneously (see fig. 13, lower photograph).

Methods also exist for projecting contours of equal transverse displacement\[12]; these will not be discussed here.

Comparison of the two methods

The two methods discussed above — determination of the longitudinal component of the displacement and determination of the transverse component — will now be briefly compared with the aid of fig. 9. In both cases a double hologram is made in the configuration of fig. 9a. To determine the longitudinal component \( e_l \), the virtual image is viewed through the hologram in the configuration of fig. 9b; from the interference pattern seen, the distribution of \( e_l \) over the surface can be derived. The transverse component must be determined point by point; the magnitude \( (e_t) \) and direction are obtained from the interference pattern that a viewer sees in the configuration of fig. 9d (hologram rotated 180°) when he views the hologram through a diaphragm at the relevant part of the real image.

The two procedures have the following characteristic differences. In the first, only the variations of \( e_l \) over the surface are determined; \( e_l \) changes from fringe to fringe by an amount \( \lambda/2 \) (taking the factor \( \cos^{-1} x \) in (9) equal to 1 for simplicity). Only if we know, for example, that \( e_l \) must be zero at a certain location, can the absolute values \( e_l \) be determined on the rest of the surface. In the other method, however, the actual values \( e_t \) are determined.

The conditions under which a high-contrast interference pattern is obtained are of a different nature in the two methods. In the determination of \( e_t \), \( e_t \) must be less than \( \lambda/2x \). In the determination of \( e_l \), the difference in optical path lengths and hence \( 2e_l \) must not vary more than \( \lambda/4 \) over the diaphragm. This means that the diaphragm in fig. 9d must be smaller than the fringe spacing on the object in fig. 9b.

Finally, the two procedures differ in sensitivity. The smallest detectable variation in \( e_l \) is obtained when (fig. 9b) only two fringes are visible at the object; the variation is then \( \lambda/2 \). The smallest detectable value of \( e_t \) occurs when (fig. 9d) only two fringes are visible on the hologram. This is the case when, in eq. (11), \( \Delta y_0 \) is equal to the angle \( 2\theta_0 \) subtended by the hologram at the object. The smallest detectable value of \( e_t \) is therefore \( \lambda/2\theta_0 \). In general \( 2\theta_0 \) is less than unity, so that \( e_t \) can be determined with greater sensitivity than \( e_l \).

\[12\] K. A. Stetson, Optics Technol. 2, 80, 1970.
When all these conditions are fulfilled, both the longitudinal and the transverse components — and hence the complete displacement vector — can be determined from one double hologram.

Applications

Some applications of the double-hologram technique of holographic strain analysis will now be given. The examples may be divided into three areas of application: analysis of experimental models as an aid to design, the determination of material constants and fault-finding.

Strain analysis as an aid to design

For objects of complicated shape it is difficult to predict how they will deform under load or local heating. When the deformation can upset the correct functioning of the object, holographic strain analysis can be useful in analysing the deformation and applying appropriate corrections.

A casting (fig. 12) used as a mount for the pick-up tubes and the colour-separation prism in a Philips colour television camera was examined for thermoelastic distortion. In such a camera it is critically important that the relative positions of the pick-up tubes and the prism do not change under the conditions in a studio where strong lighting may cause local heating. Fig. 13 shows some of the results of this investigation. A double hologram was made of the casting. During the first exposure the casting was uniformly at room temperature; during the second exposure the casting was heated underneath to 3 °C above room temperature. Fig. 13 (above) shows a reconstruction of the casting by means of this hologram with interference fringes which show the variations in the longitudinal displacement. In order to determine the lateral displacement, a real image was formed in the manner indicated in fig. 9d. A screen with a large number of holes of diameter 0.1 mm was then set up in the plane of this image. All the interference patterns visible through these holes were then simultaneously registered on a single photographic plate behind the screen. Interferograms recorded in this way are shown in fig. 13 (below); they correspond to a part of the upper photograph.

For a complete analysis of the deformation, double holograms of the casting must be made from various directions, but the discussion here will be limited to a few remarks relating to fig. 13, and in particular to the left-hand and right-hand parts of the wall of the cylinder pointed upwards and outwards towards the observer. The lower left-hand part is displaced longitudinally more than the lower right-hand part (in the upper photograph there are more fringes on the lower left half than on the lower right half); the reverse holds for the upper half. The fringes indicate locally the axes about which the surface (apart from a parallel displacement) tilts. On the right the surface tilts about a horizontal axis, on the left it tilts about an oblique axis. This indicates some distortion of the casting. This is also indicated by the lower photograph; the left-hand part of the cylinder wall has undergone a nearly horizontal displacement while in the right-hand part the transverse displacement is in an oblique direction.

Determination of material constants

Expansion coefficients and elastic constants of a material can be determined by measuring the deformation taking place as a result of heating or mechanical stress. A simple example of this was given in fig. 6: the determination of the elastic modulus E from the bending of a bar. The bar is clamped at one end (the left in fig. 6) and at the other end subjected to a force F which in fig. 6 is perpendicular to the paper. In fig. 6 (below) the deflection y is plotted as a function of the distance z to the clamping point. No account is taken of the angle χ between the direction of the illu-
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Fig. 13. Strain analysis of the casting shown in fig. 12. After the first exposure of the (double) hologram, the flange (pointing downwards in the photographs) was locally heated three degrees above the ambient; the second exposure was then made. Above: determination of the longitudinal strain. Below: Determination of the transverse strain. For the lower photograph, the plate was set up close behind a screen with a large number of 0.1-mm holes and situated in the plane of the real image. The interference patterns in the hole of the cylinder have no significance (to prevent undesirable reflections this hole was filled with black paper).

Fig. 14. Tests on a cathode-ray tube. The screen of the tube is cemented to the body of the tube. A double-holographic image can show whether a good adhesion has been achieved. The tube shown here has a weak spot on the lower edge. The mechanical stress consists of a small underpressure in the tube.

\[ y = \frac{Fz^2}{4EI}, \]

where \( I \) is the second moment of area of the cross-section of the bar. The value of \( E \) is found by fitting (12) to the experimental points. It has to be remembered that the zero point of \( y \) in fig. 6 is not known because the fringes near the clamp cannot be seen properly. Not only can \( E \) be determined very accurately, because of the large number of fringes, but there is also a good check on whether the use of eq. (12) is legitimate. For example if the bar were not uniform in thickness or did not have everywhere the same modulus of elasticity, this would be evident from the impossibility of fitting (12) to the experimental points.

Detection of defects

A weak spot in a workpiece usually deforms excessively or non-uniformly when under load. In a carefully chosen double hologram this is immediately evident. A simple example was shown earlier in fig. 7 where a weak spot in a bar consisting of two parts held together by adhesive shows up in the interference pattern. Fig. 14 shows the result of a check on the adhesion of the screen of a cathode-ray tube to the rest of the tube. At the upper edge the adhesion is good, on the lower edge there is a weak spot.

(13) See the article by K. A. Stetson referred to in [12].
This method is widely used for the detection of all sorts of faults, e.g. in car tyres, in plastic bottles, in reinforced materials used in the aircraft industry, etc. The great advantage of holography for such purposes is its non-destructive nature. The stress that has to be applied to the object to detect faults is generally so small that the deformation occurring is completely reversible and very much smaller than any stress applied in normal use.

Summary. In holography the amplitude and phase of laser light scattered by an object are registered in a hologram, which is the photographic record of an interference pattern formed by the scattered light (the `object wave') and a reference beam from the same source. When the hologram is illuminated later by the same reference beam, a number of beams are produced behind the hologram, one of which is a faithful reconstruction of the object wave. In holographic strain analysis, in particular the technique using double exposure, to which the author restricts himself, two holograms are superimposed on one another on the same photographic plate, one before the deformation of the object and one after. The reconstruction procedure then yields a superposition of the recorded object waves corresponding to these two states; the deformation can be derived from the interference between these two waves. The interference fringes seen on the `reconstructed' object form a contour map of the deformation. For the displacement in the source-observer (longitudinal) direction adjacent fringes represent a difference in strain of \( \lambda/2 \). The transverse displacement is derived from the interference pattern seen when the hologram is viewed through a diaphragm placed at a point in a real image of the object. This real image is obtained after rotating the hologram through 180°. Holographic strain analysis can be used in the determination of material constants, in the detection of weak spots and as an aid to design. Some examples of these applications are given.

A simplified method for the isostatic hot pressing of ceramics

K. H. Härdtl

The investigations described in this article pave the way for the cheap mass production of pore-free ceramic material, which is increasingly in demand for technological applications. Pore-free materials are already used in applications that include envelopes for high-pressure sodium lamps, cutting tools, acoustic surface-wave filters, and read and write heads for magnetic recording.

Introduction

In the applications of ceramic materials in electrical technology there is an increasing requirement for materials that are completely free of pores. Some examples here are the transparent Al₂O₃ for the envelopes of sodium lamps, (Pb,La)(Zr,Ti)O₃ — known as PLZT — which is also transparent and used in electro-optical applications, Al₂O₃ for cutting tools, piezoelectric ceramics based on Pb(Zr,Ti)O₃ for surface-wave filters, MoSi₂ for electric heating elements, and ferromagnetic ceramics (ferrites and garnets) for microwave components and read and write heads in magnetic recording systems.

The conventional sintering process (i.e. sintering at atmospheric pressure) will only yield completely dense products in a few particular cases and then only if special measures such as the addition of dopes are taken. Examples already known include Al₂O₃, to which a small quantity of Mg is added, Y₂O₃ doped with Th, ferrites, and PLZT with an excess of PbO [1].

A process which is commonly used to obtain high densities is 'hot pressing'. Nowadays two methods of hot pressing are in use: uniaxial hot pressing, both piece by piece [2] and continuous [3], with a punch and a die of refractory material, and isostatic hot pressing, in which the starting material, in powder form, is coated with a thin metallic layer and an inert gas is used to transfer the pressure [4]. Some disadvantages of these processes are that a corrosive reaction often occurs between the die (or metallic coating) and the ceramic material to be compressed, and that only pieces with simple shapes can be manufactured. Moreover, these processes are expensive and not very suitable for mass production.

In this article a method of isostatic hot pressing is described in which no metallic layer is necessary and which does not suffer from the previously mentioned disadvantages [5]. Different technically important ceramic materials such as (Pb,La)(Zr,Ti)O₃, BaTiO₃, SrTiO₃, Al₂O₃, ferrites and garnets have been used in the studies we have made to find the optimum conditions for the application of this method.

The new method

In the second method of hot pressing mentioned above, a thin metallic encapsulating layer is necessary to prevent the working gas from penetrating into the open pores of the starting material. Increasing the pressure would not then cause the pores to disappear.

If the starting material is not a powder, but a ceramic product with pores which are not connected to the surface (closed pores), it can then be pressed without the metallic layer, since the working gas cannot now penetrate into the pores.

The new procedure is therefore performed in two steps: firstly, a conventional sintering process, from which an 'intermediate product' with closed pores is obtained, followed by a second sintering at high gas pressure.

The conventional sintering process which is used for ceramic materials in the electronics industry, such as

perovskites, ferrites or garnets, normally yields products with a density of 95 to 99% of the theoretical value. The pores of ceramics with a density of more than 93% are generally closed. This is in agreement with a theoretical result according to which the pores in all ceramic materials are closed when the total porosity is reduced to 9% [6].

To illustrate this point, fig. 1 shows a photomicrograph of a wafer of (Pb,La)(Zr,Ti)O₃ ceramic, which has been sintered conventionally for four hours in an oxygen atmosphere at a temperature of 1170 °C. The residual porosity lies between 1 and 2%. The grain boundaries and also the residual pores are clearly visible after thermal etching of the polished surface. It can be seen that the pores are situated exclusively on the grain boundaries.

At first sight one might suppose that the dark patches are not pores but holes resulting from grains breaking loose from the surface during the polishing. However, evidence to the contrary is supplied in fig. 2. These two photographs show the same segment of a conventionally sintered wafer of PLZT, which has been polished on both sides to make it translucent. While the photograph in fig. 2a has been taken with reflected light, the one in fig. 2b has been made using a combination of reflected and transmitted light. Only surface pores are revealed in fig. 2a, all of which can be found in fig. 2b (two pores are ringed). In fig. 2b many other pores which lie deeper in the ceramic material are made visible by the transmitted light. It can be established that the concentration and dimensions of these deeper pores agree with those of the pores on the surface shown in fig. 2a.

It can also be clearly seen in fig. 1 that the residual pores are not directly connected to the surface. We are therefore dealing with closed pores.

A second condition which must be satisfied by our method of isostatic hot pressing is that, at the temperature at which hot pressing occurs, the gas diffusion velocity in the ceramic material must be negligibly small, so that no noticeable quantity of gas can penetrate the pores. In the literature there are no quantitative data on the diffusion constants of the usual working gases (N₂, noble gases, CO₂ etc.) in the ceramic materials which are considered here. Research has however shown that, in the perovskite materials which we have investigated, the diffusion velocity of nitrogen at the sintering temperature is many orders of magnitude lower than that of oxygen [7]. The absolute magnitude of the first diffusion velocity is unknown but it appears to be low enough for our purposes. The same is also valid for argon.

In a later phase of our investigations we were able to confirm that the diffusion velocity of nitrogen in the
material which we have studied is indeed rather low. This explains not only why nitrogen is a good working gas, but also why, in some applications, nitrogen should not be present in the atmosphere in which the first sintering process (leading to closed pores) takes place. This sintering step must not therefore be performed in air, but in oxygen, for example. We shall come back to this later at the end of the article.

A diagram of the apparatus which we have used for our method of hot pressing is shown in fig. 3. The most important components are a water-cooled pressure vessel, which can withstand a pressure of 200 bars, and an electrical furnace with platinum heating elements suitable for a maximum temperature of 1400 °C.

The following procedure is used: the conventionally sintered material is placed in the furnace at an atmosphere of air. After closing the pressure vessel, the working gas (nitrogen or argon) is pumped in until a pressure of approximately 60% of the final value is obtained; the furnace is then brought to the desired temperature in about 30 minutes. Owing to the heating, the pressure in the vessel rises to the desired value, at which it is maintained by means of a regulating valve. The cooling-down period is approximately 30 minutes.

Because the pressure vessel is closed in air, there is always a partial pressure of oxygen present (0.3 to 1 bar), depending on the temperature during pressing. The presence of oxygen prevents a possible reduction of the material at the high temperature during hot pressing. Should it be necessary, in certain circumstances, to have a better control of the oxygen pressure than is described here, a solution is readily found.

Preliminary experiments

\((\text{Pb,La})(\text{Zr,Ti})\text{O}_3\) ceramic

For certain applications \(\text{Pb}(\text{Zr,Ti})\text{O}_3\) ceramic is used in which a proportion of the \(\text{Pb}^{2+}\) ions are replaced by \(\text{La}^{3+}\) ions. This increases the dielectric constant, the coupling factor and the transparency. These changes in the properties are connected with the defect structure caused by the substitution of divalent ions by trivalent ions. The surplus charge of the trivalent ions is compensated by vacancies in the Pb or the (Zr,Ti) sublattice.

The preparation of this type of ceramic is impaired by the tendency of the volatile \(\text{PbO}\) to escape during the sintering process. A simple way of reducing the loss of \(\text{PbO}\) is to add an extra quantity of \(\text{PbO}\) to the starting material and to maintain a high \(\text{PbO}\) partial pressure during the sintering. It has been shown that a comparatively high density is obtained after the first sintering step when these methods are used [1].

In our first experiments, which were carried out with \((\text{Pb,La})(\text{Zr,Ti})\text{O}_3\) ceramic (PLZT), the starting materials \(\text{PbO}\), \(\text{TiO}_2\) and \(\text{La}_2\text{O}_3\) were weighed out in the required proportions and carefully mixed by dry-milling. We selected the appropriate proportions in accordance with the formula \(\text{Pb}_1\text{a} \text{La}_{1\text{a}}\text{Zr}_{1\text{a}}\text{Ti}_{1\text{a}}\text{O}_{3\text{a}}\), in which the parameter \(\text{a}\) indicates the amount to which lead had been substituted [8]. The mixed powders were pre-sintered for 10 hours at 800 °C, and then carefully dry-milled and compressed isostatically (4 kbars) without a binding agent, to a prismatic or cylindrical shape. The conventional sintering took place in an atmosphere of oxygen at temperatures between 1100 and 1300 °C. \(\text{PbZrO}_3\) was added in order to maintain a high partial pressure of \(\text{PbO}\). A value of the parameter \(\text{a}\) in the end product of 1.2 to 1.3 was obtained from the weight loss during sintering due to the loss of \(\text{PbO}\).

The conventionally sintered intermediate products exhibit a residual porosity of 1 to 0.1%. Since a low porosity had already been obtained at this stage, we were faced with the difficulty of how to determine the further reduction which can be achieved with our method of isostatic hot pressing. We could not use conventional methods to measure the increase in the density, such as immersion in water, or the determination of the change in dimensions, since these methods are not sufficiently accurate. With such low porosities, information concerning the elimination of pores can only be obtained using optical methods. The best information, even if it is only qualitative, is obtained from photomicrographs, taken with either reflected or transmitted light. The latter method is only possible if thin...
Fig. 4. Photomicrograph in reflected light of a wafer of the same material as in fig. 1 after isostatic hot pressing for two hours at 1170 °C in nitrogen at a pressure of 200 bars. The wafer has been thermally etched and polished. Magnification 800 x.

The majority of the pores had already disappeared after 2 hours and the porosity was almost completely eliminated after 16 hours. We do not know whether the small dark specks which are visible in fig. 5c represent remaining pores, or whether we are concerned here with a separated second phase (possibly PbO). Electron microprobe studies have left this question unanswered.

The results of similar experiments with related materials are reproduced in Table I. The tabulated theoretical densities have been calculated from the molecular weight obtained from the composition, the number of molecules per unit cell and the unit-cell dimensions, as determined by X-ray diffraction. Since the distribution of the vacancies at Pb or (Zr, Ti) sites is not known with certainty in PLZT, the molecular weight, and therefore the theoretical density, cannot be accurately given. It is apparent from the table that our method of isostatic hot pressing leads to the theoretical density for all the materials studied, as is confirmed by photomicrographs.

In order to obtain an impression of the increase in transparency which is obtained with our method, we have measured the attenuation coefficient for light with a He-Ne laser; for PLZT with $x = 0.65$ and $y = 0.11$ we found a value of 4.5 cm$^{-1}$. This means that in a ceramic wafer with a thickness of 100 µm, as is used in electro-optical applications, the light loss due to absorption and scattering is smaller than 5%.

The influence of pressure, temperature and sintering time

**BaTiO$_3$ and SrTiO$_3$ ceramics**

In order to obtain a better idea of the effect of pressure, temperature and duration of our method of hot pressing on the shrinkage behaviour of ceramic objects, we have also studied the ceramic materials barium...
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Fig. 5. Photomicrograph of a sample of PLZT (11/65/35), taken with transmitted light. a) Initial condition after conventional sintering. b) After hot pressing by our method (two hours, 1170 °C, in N₂ at 200 bars). c) After hot pressing under the same conditions, but now for 16 hours. Magnification 150 x.

titanate and strontium titanate. These materials are chosen rather than PLZT for two reasons. Firstly, there is no risk during the hot pressing of a volatile component evaporating, as is the case to a certain extent with PbO in PLZT. Secondly, the theoretical density of BaTiO₃ and SrTiO₃ is known to a much greater accuracy than that of PLZT.

In the case of BaTiO₃ we used BaCO₃ and TiO₂ as the starting materials, weighing them out in accordance with the formula BaTi₁₀₀₅O₃. The small excess of titanium is necessary to ensure good sintering properties. The powders were mixed in a dry state, presintered for 10 hours at 1100 °C and, after dry-milling, were sintered for 4 hours at 1315 °C in oxygen at a pressure of 1 atmosphere. For SrTiO₃ ceramic the starting material was commercially available SrTiO₃ powder containing an excess of 1.6 mol% TiO₂. This powder was carefully dry-milled and then sintered for 8 hours at 1340 °C in O₂ at a pressure of 1 bar.

After conventional sintering we obtained densities of between 5.83 and 5.86 g/cm³ for BaTiO₃ ceramic and between 5.02 and 5.05 g/cm³ for SrTiO₃ ceramic. Assuming a perfect crystal lattice, we have calculated from the lattice parameters that the theoretical density of BaTiO₃ is 5.996 g/cm³ and that of SrTiO₃ is 5.117 g/cm³. In conventionally sintered samples of BaTiO₃ and SrTiO₃ ceramics this corresponds to a residual porosity of approximately 2.5% and 1.5% respectively, which is confirmed in the photomicrographs (fig. 6). Our method of isostatic hot pressing has been carried out at temperatures of 1100, 1150, 1200, 1250 and 1300 °C at a nitrogen pressure of 25, 50, 100, 150 and 200 bars. In order to follow the densification process we have measured the linear shrinkages of a prism-shaped sample (5 × 5 × 17 mm) in its longest direction. The change in density is then calculated from the equation:

\[ \frac{d_i}{d_f} = 1 - 3s + 3s^2 - s^3, \]

where \( d_i \) and \( d_f \) are respectively the initial and final densities. Since the initial densities amounted to 95% of the theoretical values and the shrinkage was of the order of 0.01, the second- and third-order terms in the above equation could be ignored.

Fig. 7 and 8 clearly show how the density of BaTiO₃ and SrTiO₃ ceramic samples asymptotically approaches the theoretical density, as a function of time, temperature and pressure. The samples have become

Fig. 6. Photomicrograph of a conventionally sintered wafer of BaTiO₃ ceramic. Magnification 150 x.
Fig. 7. Shrinkage behaviour (density $d$ and relative density $d_r$ plotted against time $t$) of conventionally sintered BaTiO$_3$ which has been hot pressed by our method at 1100 °C (a), 1150 °C (b), 1200 °C (c) and 1250 °C (d) in N$_2$ with a pressure which varies from 50 to 200 bars. The samples have been periodically cooled in order to carry out shrinkage measurements. The theoretical density ($d_r = 100\%$) has been indicated by a dashed line; the points plotted on the ordinate are the initial densities (after conventional sintering).

 completamente dense at temperatures 100 °C below the conventional sintering temperature and at a pressure of 200 bars. If the temperature during hot pressing approaches the conventional sintering temperature, complete densification can be achieved after only ten minutes.

The densities which are measured after 24 hours of hot pressing agree well with those determined by shrinkage measurements. Photomicrographs show that samples which have attained the theoretical density asymptotically have become pore-free. This may be seen in fig. 9, for example, in which the same sample as in fig. 6 is shown, but after isostatic hot pressing for 16 hours at 1200 °C in N$_2$ at 200 bars.

In general we can say that at the pressure under consideration, doubling the pressure has approximately the same effect as increasing the temperature by 50 °C. It is interesting to note that the increase in density varies logarithmically as a function of time at low pressures and temperatures.

Fig. 9. Photomicrograph of the BaTiO$_3$ ceramic of fig. 6, after hot pressing for 16 hours at 1200 °C in a nitrogen pressure of 200 bars. Magnification 150 x.

[9] Al$_2$O$_3$ ceramic has also been studied by E. A. Bush [5]. He had to use considerably higher values of the process parameters (1650 °C, 1000 bars and 1 hour) than we did in order to obtain a dense Al$_2$O$_3$ ceramic. We think that the fact that we were able to use much lower values is connected with our addition of a small quantity of MgO to the Al$_2$O$_3$ (the defects thus introduced increase the sintering velocity).

[10] 'Cermets' are combinations of ceramics and metals.
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Fig. 8. Shrinkage behaviour of conventionally sintered SrTiO₃ ceramic which has been hot pressed at 1150 °C (a), 1200 °C (b), 1250 °C (c) and 1300 °C (d) in N₂ at a pressure which varies from 25 to 200 bars.

Other materials

Our method of isostatic hot pressing can be successfully applied to other ceramic materials. We have used commercially available ceramic materials such as Al₂O₃ [9], Y₃Fe₅O₁₂ (YIG), Mn-Zn ferrite and Ni-Zn ferrite. The results are presented in Table II. S. E. Isaks- son has also reported good results with ‘hard metals’ such as WC and TaC (with Co, Ni or Fe as binder), with ‘cermets’ [10] based on Al₂O₃-Ag and with MoSi₂ and UO₂ [5]. Difficulties or failures with the application of our method have only arisen with coarse-grained BaTiO₃ and with Pb(Zr,Ti)O₃ ceramic in which traces of a liquid second phase appeared at the sintering temperature. Studies are in progress to obtain an insight into the nature of these difficulties.

The gas atmosphere at the first sintering step

As stated earlier, the first sintering step which is used to obtain closed pores should preferably be carried out in oxygen and not in air. We came to this conclusion when we tried to find out whether the diffusion velocity of nitrogen is indeed much lower than that of oxygen. We subjected two samples of the same PLZT ceramic to similar treatments, the only difference being that the first sintering step in one experiment took place in nitrogen and in the other experiment in oxygen. We assumed that in both cases the residual pores would contain the gas from the atmosphere in which the sintering occurred. The gas pressure in such pores enclosed by grains is not known with certainty, but probably lies somewhere between 1 and 10 bars; this pressure is approximately equal to \( \frac{2\gamma}{r} \), where \( \gamma \) is the surface tension and \( r \) is the radius of the pores. During isostatic hot pressing these pores

Table II. Experimental data obtained with our method of isostatic hot pressing, carried out with non-perovskite material.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Pressure (bars)</th>
<th>Time (hrs)</th>
<th>Temperature (°C)</th>
<th>Initial density (g/cm³)</th>
<th>Final density (g/cm³)</th>
<th>Theoretical density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃ + 0.3 wt % MgO</td>
<td>200</td>
<td>22</td>
<td>1300</td>
<td>3.93</td>
<td>3.98</td>
<td>3.99</td>
</tr>
<tr>
<td>Y₃Fe₅O₁₂ (garnet)</td>
<td>200</td>
<td>4</td>
<td>1300</td>
<td>4.82</td>
<td>5.16</td>
<td>5.17</td>
</tr>
<tr>
<td>Ni-Zn-ferrite</td>
<td>200</td>
<td>4</td>
<td>1200</td>
<td>5.31</td>
<td>5.33</td>
<td>5.33</td>
</tr>
<tr>
<td>Mn-Zn-ferrite</td>
<td>200</td>
<td>4.5</td>
<td>1200</td>
<td>4.94</td>
<td>5.10</td>
<td>5.12</td>
</tr>
</tbody>
</table>
will shrink to such a small volume that the internal pressure will become equal to the sum of the external pressure and the pressure due to surface tension. It will make little difference to the shrinkage behaviour of these samples whether they are sintered in \( N_2 \) or \( O_2 \). However, if the samples are heated again for 2 hours at atmospheric pressure to the sintering temperature, we may expect that, in the first case, the pores will swell, resulting in a decrease in density, whilst in the second case the oxygen will just escape because of its higher diffusion velocity and no swelling of the pores will occur. As Table III shows, the experimental results completely agree with these expectations.

For certain applications, such as envelopes for lamps, which reach a high temperature, it goes without saying that such a swelling of the pores must be avoided. In these cases the first sintering step must be performed in a gas such as oxygen, and in any case not in air. The first sintering step for \( Al_2O_3 \) used for the envelope of sodium lamps is performed in hydrogen, which also diffuses very rapidly.

The advantages of our method of isostatic hot pressing in comparison with earlier methods can be summarized as follows. The technique is simpler and appears to lend itself to mass production. Because no die or metallic encapsulating layer is necessary, there are no problems of corrosive reactions between the materials from which these are constructed and the ceramic. The ceramic samples can easily be pressed into any desired shape. Comparatively low pressures (50-200 bars) and temperatures (100-200 °C below the conventional sintering temperatures) are sufficient.

### Table III. Shrinkage and expansion behaviour of samples of PLZT (\( x = 0.65, y = 0.11 \)) where the first sintering process has been carried out in either an oxygen or a nitrogen atmosphere.

<table>
<thead>
<tr>
<th></th>
<th>( d_i ) (g/cm(^3))</th>
<th>( d_f ) (g/cm(^3))</th>
<th>( \Delta l ) (( \mu )m)</th>
<th>( \Delta l_a ) (( \mu )m)</th>
<th>( d_a ) (g/cm(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>In ( O_2 ) (4 hrs, 1170 °C)</td>
<td>7.60</td>
<td>7.77</td>
<td>116</td>
<td>0</td>
<td>7.77</td>
</tr>
<tr>
<td>In ( N_2 ), with a partial pressure of oxygen of ( 10^{-4} ) bar (4 hrs, 1170 °C)</td>
<td>7.52</td>
<td>7.76</td>
<td>179</td>
<td>47</td>
<td>7.67</td>
</tr>
</tbody>
</table>

Summary. In earlier methods for isostatic hot pressing in the manufacture of ceramics a metallic layer has always been used in order to avoid the penetration of the working gas into the starting material. In the new process described here the starting material in powder form is first sintered at atmospheric pressure to a ceramic body with closed pores, after which hot pressing without the encapsulating metallic layer can be carried out. Suitable working gases are nitrogen or argon, both of which have a sufficiently low diffusion velocity. The sintering at atmospheric pressure should preferably be performed in oxygen. The new method is especially simple to carry out and is suitable for the mass production of ceramic components of any desired shape. The process requires a relatively low pressure (50-200 bars) and temperature (approximately 100 °C below the conventional sintering temperature). Because no die or encapsulating layer is used, problems relating to the contact between the ceramic and the materials from which the die or encapsulating layer are made do not arise. When these methods are used, the ceramic materials Pb(Zr,Ti)O\(_3\), (Pb,La)(Zr,Ti)O\(_3\), BaTiO\(_3\), SrTiO\(_3\), Al\(_2\)O\(_3\), Y\(_3\)Fe\(_5\)O\(_{12}\), Mn-Zn ferrite and Ni-Zn ferrite can be densified to almost the theoretical density.
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Small electric motors III

In this last issue of our group of three on small electric motors (*) we give pride of place to an article on the early history of the electric motor, from Oersted’s discovery of the movement of a magnetic needle in the neighbourhood of a current-carrying conductor until about the year 1900, by which time various types of electric motor were already in industrial production. This issue also includes a treatment of the optimum dimensioning of a small d.c. commutator motor; the results lead to dimensional ratios that are different from those usually encountered. Next, there is a theoretical treatment of the brushless d.c. motor; the author shows how to construct diagrams from which some of the important characteristics of the motor can be read off directly. The issue concludes with a comparison of the various types of motor with particular reference to running costs; by using figures of merit and their dependence on the dimensions it can be shown that in general terms some types are more suitable as small motors, whereas others are more suitable as motors of larger dimensions.

The early history of the electric motor

Brian Bowers

The modern electric motor is the product of a century and a half of development. In this article the early stages of that development are followed from the first ideas for producing motion by electric action up to the point where the main kinds of motor had been conceived and put into production.

The first section deals with the very early period, and the second describes some of the many ‘electromagnetic engines’ made between 1832 and 1860. The third section considers some of the ideas which lay behind these machines. The fourth section shows how the practical d.c. motor evolved not from the electromagnetic engine but from the electric generator. The final section is concerned with alternating-current machines, which had to be invented when electricity-supply companies adopted alternating-current systems.

Motion produced by electricity

A continuous electric current, as opposed to a spark or static charge, became available in 1800 as a result of the work of the Italian Alessandro Volta. Volta was following up the work of his fellow countryman, Galvani, who had shown in 1786 that the muscle in the leg of a dead frog could be made to convulse by touching it with two dissimilar metals. Galvani thought that the source of the action was in the muscle; Volta thought it was at the junction of the two dissimilar metals. Volta wrote a letter from Italy to Sir Joseph Banks, the President of the Royal Society of London, in which he announced his ‘Pile’ and his ‘Crown of Cups’. Volta’s pile consisted of a stack of pairs of silver and zinc discs, each pair being separated by paper or cloth spacers soaked in salt water. The crown of cups consisted of a number of cups arranged in a circle and each filled with salt water into which strips of copper and zinc were dipped. Volta’s discovery aroused great interest, and in November 1801 he demonstrated it before an assembly of scientists in Paris. Napoleon Bonaparte was present, and he decided to establish prizes to encourage new research on ‘galvanism’, as it was called, and remarked ‘Galvanism, in my opinion, will lead to great discoveries’ [1][**].

Among the scientists who studied galvanism, or current electricity, was the Dane H. C. Oersted. In July 1820 he published a four-page paper in Latin announc-
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Circling his discovery that an electric current in a wire could cause a compass needle nearby to be deflected [2], Oersted's discovery created great interest because it established for the first time a connection between electricity and magnetism. Its significance in the history of the electric motor is that it was the first production of mechanical motion by an electric current.

Oersted's discovery was studied further by the French physicist Arago. He had noticed that the oscillations of a magnetic needle were damped if a metal plate was nearby. Arago constructed a device in which a copper disc was mounted on a vertical spindle and rotated beneath a pivoted magnetic needle. He found that the needle also rotated, albeit at a lower speed, in the same direction as the disc. The device has since been known as "Arago's disc" [3].

The English scientist Michael Faraday, then only the little-known assistant to Sir Humphry Davy, took up the

Fig. 1. The apparatus used by Faraday in 1821 to demonstrate 'electromagnetic rotation'. The two basins were filled with mercury; in the left-hand one a bar magnet floated vertically, with the lower end freely attached to the bottom of the basin. When a current flowed, the upper end of the magnet described circles around the fixed electrode dipping into the mercury. In the right-hand basin a bar magnet was fixed to the bottom. The loose wire dipped into the mercury and described circles around the upper end of the magnet when a current was passed. A wooden battery trough, divided into cells, can be seen behind the apparatus. (Photo Royal Institution, London.)
subject of electromagnetism in the summer of 1821. He had been invited to write an historical account of electromagnetism for the Annals of Philosophy edited by his friend Phillips. With his usual thoroughness Faraday repeated all the important experiments of other scientists while writing his account. As he studied the subject he became convinced that it ought to be possible to produce continuous circular movement by making use of the circular magnetic force around a wire carrying a current. In September 1821 he found how to do it; he made two devices, which were really the first electric motors, to show 'electromagnetic rotation'. In the first he fixed a bar magnet vertically in a basin with a blob of wax. The basin was then nearly filled with mercury and a wire with a cork on its end was loosely fixed to a point above the basin. A battery was connected between the first wire and another wire connected to the mercury, and the first wire moved in a circular path round the magnet. 'Very satisfactory', wrote Faraday in his notebook. In the second arrangement the magnet was fixed at the bottom of the basin but the upper end was free to move. The wire from above was fixed, dipping into the middle of the mercury. With this arrangement the upper end of the magnet moved in circles around the fixed wire. Faraday then had a special demonstration apparatus made which combined the rotating wire arrangement and the rotating magnet (fig. 1), and he published an article on electromagnetic rotations in October 1821. The apparatus was copied and the experiments repeated all over Europe [4].

Peter Barlow, who lectured at the Woolwich Academy, repeated Faraday's rotation experiment and then replaced the rotating wire with a star-shaped wheel rotating between the poles of a horseshoe magnet. The wheel dipped into mercury maintaining continuous contact and when a current flowed between the axis of the wheel and the mercury then the wheel rotated (fig. 2) [5]. Faraday's electromagnetic-rotation device and Barlow's wheel both demonstrated that it was possible to produce continuous motion by electrical means, but they had the fundamental limitation that only a single current-carrying conductor was passing through the magnetic field. Barlow's wheel was basically the same machine as Faraday's disc generator, although that was not made until 1831.

The critical advance necessary before electrical machines — motors or generators — could progress further was first made in a generator. This was the concept of making a coil of wire pass through the magnetic field, rather than a single conductor. In 1832 the French instrument maker Hippolyte Pixii made a generator (though he did not call it that) in which there was relative rotation between a permanent magnet and a coil of wire, and a crude, cam-operated reversing switch performed the function of a commutator and provided a direct-current output (fig. 3).

The way was then clear for the development of early forms of motor, or 'electromagnetic engines', and many were made during the 1830s. One suggestion from the 1820s is worth mentioning, however: in 1824 the Mechanics' Magazine described a device to show the 'mechanical Effects of Electricity' [6]. A light wheel with vanes cut out of paper was mounted on an axle beneath two point electrodes in such a way that the vanes could move in the space between the electrodes from one electrode to the other. When an electric discharge from a frictional electric machine or a Leyden jar was passed between the electrodes then the wheel turned, with the vanes moving from the positive to the negative electrode (fig. 4).

Electromagnetic engines

The first person to appreciate that electromagnetism might be used to provide mechanical power was probably the American Joseph Henry. Electromagnets were studied by several people, one of the first being Sturgeon in England. Gerard Moll, Professor of Natural Philosophy in the University of Utrecht, was in England in 1828 and saw some of Sturgeon's experiments (fig. 5). Moll obtained an electromagnet and made experiments relating the weight supported by the electromagnet to the active area of zinc in the battery supplying the current. He...
also tried to observe the speed with which the magnetism could be created and destroyed when the circuit was made and broken, and the rapidity with which the polarity could be reversed [7].

In 1830 Professor Salvatore del Negro, of Padua University in Italy, obtained rotary motion from an electric current by means of an electromagnet. A permanent magnet hanging from a pivot was attracted to the electromagnet and the electromagnet was energized through a contact which was broken when the permanent magnet moved from its rest position. In this way the permanent magnet was made to perform an oscillatory motion which was converted into rotary motion by a pawl and ratchet [8]. This has been called the first electric motor [9], but the title seems rather undeserved.

Henry made a reciprocating electric engine which he described in 1831 as follows [10]:

'I have lately succeeded in producing motion in a little machine by a power, which, I believe, has never before been applied in mechanics — by magnetic attraction and repulsion. Not much importance, however, is attached to the invention, since the article, in its present state, can only be considered a philosophical toy; although, in the progress of discovery and invention, it is not impossible that the same principle, or some modification of it on a more extended scale, may hereafter be applied to some useful purpose.'

This engine consisted of a straight electromagnet mounted horizontally and supported on knife-edges at its centre (fig. 6). A bar permanent magnet was placed vertically below each end of the electromagnet with the north poles facing in the same direction. The electromagnet coil was connected between two pairs of stiff wires, one pair at each end, and these wires dipped into...
MECHANICAL EFFECT OF ELECTRICITY.

The mechanical Effects of Electricity are exhibited in its power of impelling and dispersing light bodies; of perforating, expanding, compressing, tearing, and breaking to pieces, all conducting substances through which it is sufficiently powerful to force its passage.

If a light wheel, having its vanes made of card paper, be made to turn freely upon a centre, it will be put in motion when it is presented to an electrified point. The wheel will always move from the electrified point, whether its electricity is positive or negative. In this experiment the current seems to be produced by the recession of the similarly electrified air in contact with the point, and therefore the circumstance of the wheel turning in the same direction when the electricity is negative, cannot as Mr. Singer has remarked, be considered as any proof of the existence of a double current of the electric fluid. As an illustration take the following experiment:

![Fig. 4. Rotation of a paper wheel under the influence of an electric discharge. The vanes move from the positive to the negative electrode. (Mechanics' Magazine, 1824.)](image)

Place upon an insulating stem a light wheel of card paper, properly suspended upon pivots, as represented in our Plate, and introduce it between the pointed wires (AB) of the universal discharger, placed exactly opposite to each other, and at the distance of little more than an inch from the upper vanes. Then having connected the wire A with the positive conductor, and the wire B with the negative conductor, of an electrical machine, the little wheel will revolve in the direction AB; and if the wire B is connected with the positive end, and A with the negative end, the motion of the wheel will be from B to A. The transmission of a small charge through the wires, by an insulated jar, will produce the same effect.

The preceding experiment, imagined by Mr. Singer, is considered by him as a proof that there is only one electric fluid, and that it passes from the positive to the negative wire; for, if there were two electric fluids, he concludes, "that the wheel being equally acted upon by each, will obey neither, and remain stationary."—Chemist.

![Fig. 5. Reconstruction of one of Sturgeon's motors. The rotor consists of two horizontal bar magnets, which rotate past the poles of four electromagnets. These are connected through a commutator, which consists of two concentric jars of mercury, four sliding contacts and a contact disc divided into four quadrants. (Crown Copyright. Science Museum, London.)](image)

mercury cups when their end was down. A battery was connected to each pair of mercury cups. When one end of the bar was depressed the electromagnet was energized in such a way that the magnetic reactions between the poles of the electromagnet and those of the two permanent magnets caused an attraction at one end of the bar and a repulsion at the other so that the bar rocked in the other direction. This movement shifted the connections of the coil from one battery to the other and the direction of current in the coil was reversed.
The forces acting on the bar were then reversed and the bar returned to its original position. In this way a reciprocating motion was established.

Henry’s dipping contacts performed the function of the commutator in a conventional motor. According to Henry’s own account the horizontal electromagnet was seven inches (18 cm) long and wound with three parallel strands of ‘copper bell-wire’ each twenty-five feet (7.5 m) long. (By ‘bell-wire’ Henry meant wire used for pulling mechanical bells, not of course the modern cotton-covered ‘bell-wire’ used for electric bells.) The machine ran uniformly at about seventy-five vibrations per minute.

In 1833 Ritchie described a rotary motor with a commutator. The Rev. William Ritchie was Professor of Natural Philosophy at the Royal Institution. His motor consisted of a straight horizontal electromagnet pivoted about a vertical axis (fig. 7). The commutator was a circular groove in the baseboard concentric with the axis and filled with mercury to above the level of the baseboard. The groove was divided into two semi-circular sections by partitions and the mercury in each section was connected to one pole of the battery. The ends of the electromagnet coil pointed downwards into the mercury. Initially Ritchie showed that this device would rotate in the Earth’s magnetic field, but he found that it worked better when permanent field magnets were added, and he was able to raise a weight of several ounces (several tens of grams) [11].

In 1835 the London instrument maker Francis Watkins designed a motor consisting of a group of stationary coils facing a bar magnet mounted on a shaft. The shaft also carried contacts which were arranged to send a succession of pulses of current from a battery to the coils at the appropriate intervals. Watkins stated that his machine was based on the generator recently made by Saxton, which suggests that he may have recognized the interchangeability of motors and generators. If he did, he did not make it very clear, and the fact that motors and generators are essentially interchangeable was not generally appreciated until much later.

Watkins wrote a paper for the Royal Society of London in which he described Henry’s reciprocating engine, which he said was the first true electromagnetic motor, and some of his own machines including one which incorporated a speed-reducing gear. He illustrated some of the ways in which motors might be used as a source of power by using his machine to drive small models of hammers, pumps and dredging machines [12].

Also in 1835 Sibrandus Stratingh and his assistant Christopher Becker, an instrument maker, made an electric vehicle which ran on a table until the battery supplying it was run down. Stratingh was a doctor of medicine and a leading scientist in Groningen, Holland.
where in 1824 he became Professor of Chemistry at the University. In 1801 he is said to have driven in a steam car from Groningen to Zuidlaren, a few miles to the South. He read of the earlier work of Jacobi in Russia, and wanted to make an electric car. He never made a full-size car but is said to have had an electric boat in 1840 in which he could sail with his family.

An account of their work by Stratingh and Becker was published in Dutch in 1835, but is little known outside Holland. Their drawings (fig. 8) show a three-wheeled vehicle carrying a single voltaic cell and a rotating horizontal electromagnet with a commutator beneath it very like Ritchie’s motor. The axis of the rotating magnet is geared to the running wheels, and the field excitation is provided by a semicircular electromagnet arranged in a vertical plane over the rotor.\[15\].

The earliest patent for electromagnetic engines was obtained by Thomas Davenport. He had suggested using electromagnetism to produce motion in 1833, and he patented a machine in the United States of America in 1837\[14\]. In the same year an English patent agent, Miles Berry, acting on behalf of Davenport, obtained a similar patent in England.\[15\]. Davenport’s patent specification gives a remarkably well developed description for the first patent in the field. The American Patent Office required a model, and that model is now in the Smithsonian Institution (fig. 9).

The rotor consists of four coils on a cruciform frame on a vertical shaft. Opposite coils are connected in series and there are four ends brought out below the coils as rudimentary brushes, which turn with the rotor. The fixed part of the commutator is made from two semicircular copper pieces, connected to the battery. The stator consists of two semicircular permanent magnets, with their like poles adjacent. The specification envisages the possibility of a four- (or more) pole stator, in which case the fixed part of the commutator requires correspondingly more segments. The stator magnets could be electromagnets rather than permanent ones.

Davenport was apparently a blacksmith in Rutland, Vermont, though his patent agent just described him as a ‘gentleman’\[15\]. He seems to have been the first person to use an electric motor to do useful work. In 1837 he employed a motor weighing fifty pounds (23 kg) and running at 450 revolutions per minute to drill holes a quarter of an inch (about 6 mm) in diameter in steel.\[15\]. Davenport had great hopes for future electrical developments which he expressed thus:\[18\].

‘I hope not to be considered an enthusiast, when I venture to predict that soon engines capable of propelling the largest machinery will be produced by the simple action of two galvanic magnets, and working with much less expense than steam!’

---

Fig. 8. Stratingh and Becker’s electrically propelled model vehicle (1835). The horizontal bar magnet is the rotor; its motion is transferred to the wheels by gearing. The jar in Fig. III is a galvanic battery.
The two pioneers of electric motors whose names are best known today are probably Jacobi and Davidson.

The Russian professor M. H. Jacobi of St Petersburg obtained a grant from the Czar to enable him to conduct research into electric power, probably the first example of a government grant for electrical-engineering research. Although some of Jacobi's earlier work was apparently known to Stratingh in 1835, the first detailed account published in Western Europe was contained in a letter from Jacobi to Faraday which was published in 1839. In this letter Jacobi described his work with an electrically driven boat. The boat was a ten-oared shallop fitted with paddle wheels driven by an electromagnetic engine. He 'travelled for whole days', usually with ten or twelve people aboard, on the River Neva. Jacobi had a motor consisting of two wooden frames, each carrying a series of horseshoe electromagnets with pole pieces facing one another but spaced apart. The rotor moved in the space between the pole pieces. It had a six-legged spider with a straight permanent magnet on each leg. A commutating arrangement with four contact discs and four wipers periodically reversed the connections between the battery and the coils so that the rotor would move always in the same direction. When supplied through a battery of 128 Grove cells the vessel travelled at just over four kilometres per hour. Jacobi reported that the motor could provide 'a force of one horse' from a battery with twenty square feet (1.9 m²) of platina.

Robert Davidson was a Scotsman. The first account of his work was published in 1840 by Professor P. Forbes of King's College Aberdeen, who had seen an account of Jacobi's experiments in the Philosophical Magazine and wrote to say that 'A countryman of our own, Mr Robert Davidson of this place, has been eminently successful in his labors in the same field of
discovery'. With a machine which Forbes did not describe except to state that it had only two electromagnets, Davidson could drive a lathe and turn small articles using a battery with less than one square foot (9 square decimetres) of zinc surface. Another machine powered by the same battery would propel a small carriage with two people along the wooden floor of the room [20]. In the winter of 1841-42 the Royal Scottish Society of Arts gave Davidson financial help to continue his experiments. In September 1842 he tried an electrically driven carriage on the Edinburgh and Glasgow Railway; the four-wheeled carriage was sixteen feet (4.8 metres) long and weighed over 5 tons (fig. 11). The motors consisted of wooden cylinders on each axle with iron strips fixed in grooves in the cylindrical surface. Horse-shoe electromagnets on either side of the cylinder were energized alternately through a simple commutator on the axles. As shown in the drawing the batteries were arranged at each end of the carriage; they had a total of forty cells, each with a zinc plate between two iron plates just over one foot square (about 10 dm²). The plates could be raised out of the wooden troughs containing the electrolyte by a simple windlass arrangement. These batteries proved insufficient and more were added on each side of the carriage, roughly doubling the power. The carriage then ran at about 4 miles per hour (about 6.5 km/h) on level track. Although the contemporary account says the experiments were carried out on the Edinburgh and Glasgow Railway, it does not say the carriage ran from Edinburgh to Glasgow. No indication is given of the actual distance travelled.

An odd feature of the construction was that the cores of the electromagnets were hollow. Each limb of the cores consisted of four iron plates arranged to form a box. According to a contemporary account this construction was adopted to save weight. Clearly Davidson did not appreciate that it was the total cross-section of iron which was important.

In the year of the great California gold rush, 1849, the United States Commissioner of Patents, Thomas Ewbank, included in his annual report some thoughts on the subject of electric motors [21]:

"... the belief is a growing one that electricity, in
one or more of its manifestations, is ordained to affect the mightiest of revolutions in human affairs... When, in addition to what it is now performing as a messenger... it can be drawn rapidly from its hiding place, and made to propel land and water chariots... then we may begin to think the genius of civilisation is vaulting rapidly toward the zenith.' He referred to the experiments with Jacobi's boat and Davidson's electric locomotive and various other applications of electricity all dependent upon the battery, and then continued in a somewhat pessimistic vein:

'but these experiments, interesting as they certainly were, have brought no marked results, nor afforded any high degree of encouragement to proceed. It might be imprudent to assert that electromagnetism can never supersede steam; still, in the present state of electrical science the desideratum is rather to be hoped for than expected. Great, however, will be his glory who in the face of these discouragements succeeds.'

However, Ewbank's pessimism was not shared by his government, and in the following year it gave money for research into electric motors.

Professor Charles G. Page of Salem, Massachusetts, began a series of motor designs in 1837. In 1838 he made a machine on Davenport's pattern and some of his machines were used for practical purposes in 1838. During the next decade Page produced a number of motors and in 1850 he received a congressional grant of 20,000 dollars to enable him to continue his investigations. With the aid of this he constructed a large double-acting reciprocating motor weighing several hundred pounds (100 lb = 45.4 kg); it had a flywheel and connecting rods. The power produced was one horse power and as a demonstration it was used to saw heavy timber. The machine was then reconstructed into a single-acting motor, which with a larger battery produced four horse power. Page stated in a report to the Secretary of the Navy in 1850 that he thought this type of electrical science the desideratum is rather to be hoped for than expected. Great, however, will be his glory who in the face of these discouragements succeeds.'

Theoretical understanding

The first electromagnetic engines were designed on a purely empirical basis. Given the basic idea of producing motion by switching an electromagnet which attracts an armature, there are three basic choices for the designer to consider before proceeding to the detailed design:

1. The electromagnets may attract either a soft-iron armature or a permanent magnet. (The permanent magnet could of course be a continuously energized electromagnet.)
2. The electromagnets could either be reversed in polarity or merely switched on and off.
3. The motion of the armature could be either rotary or reciprocating.

Permanent magnets were not often used, probably because the materials available did not make very strong magnets and better results could be obtained by the use of electromagnets.

The question of reversing the polarity of the electromagnets or merely switching them on and off was an important issue in the technical press in 1840. In that year an American, W. H. Taylor, who had moved to London, obtained an English patent for a motor. His motor was a simple arrangement of four electromagnets on a frame surrounding a wooden wheel with seven soft-iron armatures on the periphery of the wheel (fig. 12). A simple commutator on the axis switched the four electromagnets sequentially. Taylor claimed that previous plans for electromagnetic engines had depended on changing the polarity of electromagnets and that his invention was the idea of switching them so that they were 'alternately and (almost) instantaneously magnetized and demagnetized without any change of polarity whatever taking place'. Taylor's wording is not very clear but he seems to have thought that earlier engines had failed because it took a significant time to reverse the polarity of an iron-cored electromagnet, whereas switching it was an almost instantaneous process.

Taylor's claim to novelty was quickly disputed. Professor P. Forbes of Aberdeen wrote a letter to Faraday which, when published, first brought Davidson's work into the public eye. According to Forbes, Davidson had employed the electro-magnetic power in producing motion by simply suspending the electromagnet without a change of the poles' in 1837.

A contemporary account of Davidson's work makes it clear that the maximum magnetic force available was not a limiting factor in the design of his locomotive.

'Such was the state of the electric-motor art in the middle of the nineteenth century. Most of what had been done had been experiments with little or no theoretical basis, but some electric-motor theory was evolving.'
that the means taken to retain the magnets and iron in their assigned positions were insufficient. They required to be more firmly secured, and their distances had to be somewhat increased, by which considerable power was lost.'

So it was purely mechanical considerations which limited the power of Davidson's locomotive.

We have enough data to estimate the efficiency of this machine. The whole locomotive weighed over five tons and went at four miles (6.5 km) per hour on the level. A horse could pull such a vehicle \(^3\text{[24]}\), and a likely power is about 500 watts. The batteries were of a kind capable of giving about 0.2 ampère per square inch (about 3 A per dm\(^2\)) of surface of zinc plate \(^3\text{[26]}\). Each cell had a zinc area of 360 square inches (23 dm\(^2\)) and ought therefore to have given about 70 ampères at about one volt. In the original form with forty cells the theoretical power available was therefore about \(40 \times 70 \times 1 = 2800\) watts. However, that proved inadequate and the battery capacity was almost doubled. The power available then would have been about 5 kilowatts. The overall efficiency of Davidson's locomotive is therefore in the range 500/5000 to 500/3000, or from 10% to 16%.

The efficiency of electromagnetic engines was a matter of some interest in the 1840s. In 1843 Charles Wheatstone described his rheostat, or variable resistance, in a paper to the Royal Society on Electrical Measurements \(^3\text{[28]}\). The rheostat was developed initially as a measuring device, but Wheatstone stated that it could be used for controlling the speed of a motor or keeping it constant as the battery varies. He also stated:

'Since the consumption of materials in a voltaic battery ... decreases in the same proportion as the increase of the resistance in the circuit, this method of altering the velocity has an advantage which no other possesses, the effective force is always strictly proportional to the quantity of materials consumed in producing the power, a point which, if further improvements should ever render the electromagnetic engine an available source of mechanical power, will be of considerable importance.'

This, of course, is not correct, since it ignores the power wasted in the resistance. But it suggests that he had conducted some experiments designed to relate the power obtained from an engine and the consumption of materials in the battery.

In 1850 the Philosophical Magazine reported that one grain (about 0.07 g) of coal consumed in the furnace of a Cornish engine would lift 143 pounds (about 55 kg) one foot (about 30 cm), whereas one grain of zinc consumed in a battery would lift only 80 pounds through the same distance. The cost of zinc was much more than the cost of coal, and therefore under the most favourable conditions 'the magnetic power must be nearly 25 times more expensive than steam power' \(^3\text{[27]}\).

The problem which designers of electromagnetic engines had to solve was that of obtaining a useful output stroke from a power source which gave great power but through only a short distance.

One approach was that adopted by Wheatstone who, in 1841, patented a number of rotary engines in which he sought to increase the output stroke in relation to the distance between the electromagnet and the armature. His idea was to make the armature move in a direction inclined to the direction of the magnetic force. He was not expecting to obtain more work from his machine (the relationship 'work = force x distance moved in the direction of the force' was already well known) but he wanted it in a longer output stroke. He made at least three machines of different designs to exploit the idea. In the first design a number of horse-
shoe electromagnets are arranged in a circle around the stator with their poles pointing inward. The armature is a soft-iron ring whose outside diameter is a little less than the diameter of the circle which bounds the surfaces of the electromagnet poles. The armature is carried on a crank on the main shaft and the electromagnets are energized sequentially so that the armature rolls round inside the stator, pulling the crank with it. According to the patent drawings (fig. 13a) the armature ring acted as a commutator by pressing on contact strips as it rolled around the stator. The machine now in the Science Museum (fig. 13b) has a simple fixed commutator with a contact for each electromagnet and a single wiper carried on the main axis.

Wheatstone called these machines 'eccentric electromagnetic engines'. In another one the armature is an iron disc which performs a wobbling motion as a number of coils are energized sequentially. The patent drawing shows electromagnet coils in milled slots in an iron stator disc, though the actual machine in the Science Museum has four separate horseshoe electromagnets to act on the disc.

In both these machines the armature actually moves a distance equal to the spacing between two adjacent electromagnets, but, as can be seen in the illustrations, the magnetic pull has to be effective over only a much smaller distance.

Froment was the only other person to make machines of this kind. He made a machine similar to Wheatstone's first in about 1847. It may be seen working at the Musée du Conservatoire des Arts et Métiers in Paris. Froment called it the 'electro-moteur epicycloidal'.

Several methods of increasing the output stroke were tried in reciprocating electromagnetic engines. One of the first men to do this was Uriah Clarke of Leicester, who exhibited an 'electromagnetic carriage' at the Leicester Exhibition in 1840. Clarke's carriage weighed only 60 pounds (27 kg), so it must have been fairly small. The motor had a single electromagnet which acted on an armature on a pivoted lever (fig. 14). The lever was coupled by a chain to a crank, and Clarke's idea was that the electromagnet was energized to give the armature and hence the chain one brief, sharp pull during each revolution of the crank.[28]

Later in the same year Thomas Wright published his idea for increasing the working stroke of a reciprocating electromagnetic engine. His proposal was that one edge of the armature should be fixed by a hinge to the electromagnet (fig. 15). In that way he thought he could increase the useful working stroke from ¼ inch to 1½ inches (from 6 mm to 3 cm)[29].

The most ingenious of all electromagnetic engines must surely be the machine constructed by Thomas
Allan in 1852. This is a reciprocating engine with four cranks and four 'piston rods' (fig. 16). Each piston rod carries four armatures which press on collars on the rod, but are not otherwise fixed to it. Sixteen sets of coils, one set for each armature, are energized one at a time by a commutator. Each piston rod is active for one quarter of a revolution of the output shaft, and each armature is active for only one quarter of the working stroke of its piston rod. When an armature reaches its electromagnets it is stopped by them but the piston rod continues its travel, driven by the next armature in sequence.

None of these machines were successful, in the sense of being adopted commercially. They failed for two reasons. Firstly, the only electricity supply was from batteries and, as we have seen, they were much more expensive than steam power. But if that were the whole story then electromagnetic engines would have flourished in the 1880s when generators became available for electricity supply. However, the French writer on electrical engineering, Comte Th. du Moncel, wrote in 1878 that ‘Attempts have been made . . . to employ the attractive effect of electromagnets . . . as a motive force . . . But it can almost be predicted that those motors which are most successful when of small size are precisely those which give worst results when of large size, should they still give any, which does not always happen.’

Practical electric motors

The electric generator was developed by several independent inventors in 1866. This invention made large-scale electricity supply a practical possibility. At first the new electrical industry supplied only electric lighting, but it was soon found that a machine identical to the generator could be used as a motor (fig. 17). It is not known whether such a machine was first tried as a motor because theoretical reasoning suggested the interchangeability of motors and generators, or whether the motor action was discovered accidentally by someone who tried to operate two generators in parallel.

The first public demonstration of the electrical transmission of power was given during the Vienna Exhibition of 1873. The motor and generator were identical Gramme machines with permanent-magnet excitation. The generating machine was driven by a steam engine and supplied current to the second machine, 550 yards (500 metres) away, which drove a pump.

Similar demonstrations were given at the Loan Collection of Scientific Apparatus in London and at the American Centennial Exposition, both in 1876. The people responsible for these demonstrations seem to have been very eager to transmit power over long distances, and they appreciated the advantages of high-voltage transmission. In 1880 at the Munich Exhibition Marcel Deprez transmitted electric power over a distance of 34 miles (55 km) from Miesbach to Munich through a double line of telegraph wire. The machines
used were ordinary Gramme generators, with wound fields (fig. 18), but the usual windings were replaced by coils with more turns of finer wire. The machines had a resistance of 470 ohms each and the line 950 ohms. The terminal voltage was 2400 V at the generator and motors could be made to run at constant speed over a range of loads by adopting compound winding there also [21] [32].

Also in the 1880s electric power was used for ploughing in France. The arrangement was similar to that used for ploughing by steam power. Two Gramme machines were required, mounted on wheeled trolleys at opposite ends of the field, and the plough was then drawn along by a rope which was pulled first to one motor and then to the other. Current was supplied from a steam engine and generator installed under cover [32].

The first electric motor to be mass produced was probably the small motor used by Edison in his 'electric pen' (fig. 19). The electric pen was a stencil cutter in 800 V at the motor, and the overall efficiency of the power transmission was 33% [32].

At the International Electrical Exhibition in Paris in 1881 Deprez demonstrated several motors, including some driving sewing machines and lathes.

Compound winding of generators to give a constant output voltage was developed in the early 1880s. Constant voltage was very important for the newly invented incandescent-filament lamps. It was soon shown that
which a motor running at about 65 revolutions per second drove an oscillating needle to perforate the stencil. The motor was only 1.6 inches (4 cm) high and 0.8 inches (2 cm) wide. It had a fixed electromagnet, a rotor consisting of a straight permanent magnet, and a commutator which reversed the connections of the electromagnet twice per revolution. Tens of thousands of electric pens were sold.

In 1879 Edison began marketing a small motor intended for running sewing machines and other light machinery from the electric-lighting mains. The construction was very similar to Edison’s early generators, with their characteristic long field windings.
The most important early application of electric power was for railways and tramways. Siemens and Halske gave the first successful demonstration at the Berlin Industrial Exhibition in 1879. They had a railway with 325 yards (300 m) of track formed into a closed oval. The locomotive was a four-wheeled truck carrying an ordinary Siemens dynamo/electric machine which was geared to the wheels (fig. 20), and it pulled an open carriage with passengers. The electricity supply was through a central live rail with the running rails providing the return path. In the following year Egger showed a railway at Vienna in which the two running rails were insulated from one another and formed the positive and negative conductors.

The first permanent railway open to the public was constructed by Siemens and Halske at Lichterfelde and opened in 1881. It ran for 1½ miles (2½ km) between Lichterfelde station and an Army Training School. Each carriage was rather like a tramcar in appearance, and had a single motor fixed centrally under the floor.

The first electric railway in the United Kingdom was the line from Portrush to Bushmills, opened in 1883. The total length was six miles (9½ km), and the railway had several features of interest. Electrical operation was not envisaged when the line was first proposed, but it was adopted because abundant water power was available at Portrush, where a hydroelectric generating station was built. The motors were placed centrally under the floor of the carriages, and the driver had a lever which enabled him to reverse the motor by moving the brushes. There was a driving position at each end of the carriages.

Direct-current motors for both traction and other applications were developed by many manufacturers during the later 1880s and 1890s. An important difference between early industrial motors and generators of the same period was that provision had to be made in the motors for reducing sparking at the commutator by keeping the brushes on the magnetic neutral axis as the load varied. Initially the engine-driver or other person in charge of the machine was given some means of adjusting the brush position as the load varied, but that was only practical when dealing with a single motor in an accessible location. The American engineer Frank J. Sprague, who established the Sprague Electric Railway and Motor Company in 1884, found that by making a compound-wound motor with the series field coil arranged at an angle to the main, shunt coil, he could maintain spark-free commutation under varying load with a fixed brush position.

The overall height of a traction motor is a critical dimension, especially when the motor is mounted on
the bogie of an eight-wheeled coach rather than on the floor of a simple four-wheeled vehicle. This requirement led to a design of motor which appears at first sight to have only two poles but does in fact have four, although only two poles are wound.

Alternating-current motors

In the last years of the nineteenth century there was much controversy between the supporters of direct-current electricity supply and those who favoured alternating current. The advantage of a.c. was that transformers could be used; electric power could then be converted to high voltage at the power station, transmitted more efficiently than at low voltage, and reduced to low voltage at the load. The supporters of d.c. pointed out that it was difficult to operate alternating-current generators in parallel, and d.c. motors were generally far better then a.c. motors.

In a lecture to the Institution of Civil Engineers in 1883, entitled 'Some Points on Electric Lighting', Dr John Hopkinson discussed the operation of alternating-current generators in parallel [34]. Even the possibility of parallel running was doubted by some engineers, but Hopkinson showed that it could be done if the machines had similar output waveforms. He then said that if two such generators were being run in parallel and the power driving one was cut off, then that machine would continue running as a motor. Furthermore, the motoring machine would maintain synchronism with the other machine which continued to generate.

Since the synchronous motor is essentially a constant-speed machine, it can only be used in a few special applications. With the introduction of alternating-current electricity-supply systems there was a need for a general-purpose a.c. motor. It was found that the ordinary direct-current motor could be modified to run on alternating current. The problem was that the inductance of the field winding led to excessive sparking, and eddy currents in various parts of the machine caused power loss and overheating. The use of laminated construction for the stator as well as the rotor alleviated the situation, but a.c. versions of the ordinary d.c. motor have never proved satisfactory except in small sizes.

The Siemens firm were developing a.c. commutator motors as early as 1884 and Alexander Siemens spoke on the subject at the Institution of Electrical Engineers in November 1884 [35].

The most important type of motor today, in terms of total power installed, is the induction motor. The origin of this is to be found in Arago's disc, for both Arago's disc and the induction motor utilize the force between a moving magnetic field and a conductor carrying a current induced by the magnetic field. Arago produced a rotating field by spinning a bar permanent magnet about an axis perpendicular to the bar. In induction motors a similar magnetic field is produced by currents in the field coils, without the need for any moving parts.

In 1884 two men, Galileo Ferrari in Italy and Nicola Tesla in America, showed, independently of one another, how fixed coils carrying suitable phase-displaced...
currents could produce a rotating magnetic field and cause an armature to rotate. In Turin, Ferrari used two coils arranged at right angles and fed from the same a.c. supply, one directly and the other through an inductance. Although he produced rotation he did not develop his device into a practical motor [9]. At about the same time Tesla read a paper to the American Institute of Electrical Engineers in which he described how by 1897 Langdon Davies was producing single-phase induction motors commercially [8].

By the end of the nineteenth century, less than one hundred years after Oersted’s demonstration that an electric current could produce motion, the main types of electric motor had been invented and were in production.

Fig. 22. Langdon Davies’s induction machine for a single-phase supply (1891). Four of the six stator coils are connected directly to the supply, two via a resistance. (Lent to the Science Museum, London, by the Langdon Davies Motor Co.)

A two-phase generator and motor [36]. The generator was made by fitting two pairs of slip-rings to a d.c. generator; the motor consisted of an iron ring with four coils wound around it and each pair of opposite coils connected together and to one pair of slip-rings. He showed that the arrangement gave a rotating field and that pivoted metal discs placed within the iron ring would spin. The success of this experiment led Tesla to build the first practical two-phase induction motor (fig. 21). Within a few months he had made three-phase machines also, and the Westinghouse Company began to manufacture them.

In 1891 W. Langdon Davies showed that it was possible to run an induction motor from a single-phase supply. He made an experimental machine whose stator was an iron ring carrying six coils with six pole pieces between them (fig. 22). Opposite coils were connected together, so there were three groups of two coils. Two groups were connected directly to the supply, the third was connected through a resistance so as to introduce a phase shift. The rotor was a ring similar to the stator, but smaller, and wound with six short-circuited coils.
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Summary. The electric motor has a history of a century and a half. The article covers the period until about 1900. After Oersted's discovery in 1820 machines were made in many places to demonstrate that mechanical movement could be produced by electricity. From this time 'electromagnetic engines' began to appear; these were machines in which a continuous movement was produced by the attractive and repulsive forces from periodically switched electromagnets. Such machines were used as practical sources of mechanical power, and also in experiments to demonstrate the electric propulsion of boats (Jacobi) and railway carriages (Davidson). The electricity supply was provided by batteries, so that these machines were very expensive to operate. With the development of the d.c. dynamo (Gramme, Siemens), cheaper electricity became available; at the same time it was found that these dynamos could also be put to good use as motors. Many practical applications now began to appear: as a drive for tools (Edison) and the very important one of motive power on railways and in trams (Siemens and Halske, Sprague). Alternating current had advantages for the transmission of current over long distances; and the induction motor was developed (Tesla).
Designing a small d.c. motor

R. H. Dijken

Small d.c. motors

Every year, more than a hundred million small d.c. commutator motors are made throughout the world — far more than any other type of electric motor. These motors are generally powered by dry batteries (toys, electric shavers, portable recorders and players), but sometimes by rechargeable nickel-cadmium batteries (shavers, film cameras) or from the mains via a transformer and rectifier (model trains).

In designing a small d.c. commutator motor it is still quite common to start by modifying an existing design in the light of practical experience. In this article an attempt will be made to contribute towards a more theoretical approach mainly concerned with the efficiency and the dimensions. First of all it will be shown that the efficiency and the speed can both be expressed in terms of two dimensionless parameters,

The supply voltage depends on the application, but is rarely lower than 1 volt (one dry cell or one nickel-cadmium cell) or higher than 12 volts (one car battery). The power delivered generally lies between a few tenths of a watt (record players, small toys) and a few watts (shavers). The life required of the motor may be as much as several thousand hours (recorders and players).

Two important aspects of the design of a small d.c. commutator motor are the efficiency and the life; the life is mainly determined by the commutator and the brushes. A high efficiency is especially important for battery-operated equipment, because of the high cost per kilowatt hour of the electrical energy used; when the motor is powered by nickel-cadmium cells, sufficiently long operation per charging cycle is desirable. Other factors apart from the efficiency and the life are also important, of course; these include the motor torque at various speeds and also the dimensions, weight and prime cost (the cost of manufacture).

The construction of a small d.c. commutator motor

To give an impression of the construction of the d.c. motors discussed in this article, the various parts of a motor are shown in fig. 1. The rotor consists of a laminated core with three slots. There are three rotor coils, connected to the three segments of a planar commutator. The coils are insulated from the core by a layer of injection-moulded plastic, shaped to give the correct support to the coils.
The stator consists of a permanent ring magnet of plastoferrite (a plastic-bonded ferrite, type SP 130 here). The magnet is surrounded by a steel ring that completes the magnetic circuit externally (fig. 2).

Bearing caps are fitted at each end of the motor. The cap at the commutator end contains the brush assembly, the other is used to attach the motor to the system it drives.

Efficiency

The losses occurring in the motor can be classified as either electrical or mechanical losses. The electrical losses are those of the rotor and commutator resistances, and those caused by eddy currents and magnetic hysteresis. The mechanical losses are caused by friction in the brushes, in the bearings and due to air resistance.

There is however another way of classifying the losses: they can be split up into losses that appear when the motor is switched on but is not rotating (e.g. because the shaft is kept fixed), and those that occur when the rotor carries no current but is rotating (e.g. because it is driven externally). The first category only includes the conduction losses, and the second only the iron losses and the various frictional losses. This second method of classification is more suitable for efficiency calculations, since all the losses in the second category are approximately proportional to the motor speed.

The conduction losses in the rotor winding depend on the rotor resistance $R$ between the two commutator segments with which the brushes make contact. This resistance is called the diametral rotor resistance, and is the resistance of the two rotor paths in parallel, one path consisting of one rotor coil and the other of two rotor coils in series. There is also a contact resistance between the brushes and the commutator. This contact resistance is almost independent of the current with the noble-metal brushes and segments used here (this is not the case with carbon brushes). It can therefore be combined with the resistances of the actual brushes, the lead wires and possibly the switch, to give the constant resistance $R_b$.

The equivalent circuit of the d.c. motor then takes the simple form shown in fig. 3. The applied voltage $V$, which is the sum of the voltage across the resistance $R + R_b$, through which the current $I$ flows, and the speed voltage (or back e.m.f.) $E$ induced in the rotor is therefore given by:

$$V = E + I(R + R_b).$$

The power supplied $P_i$ is equal to $VI$, so that:

$$P_i = EI + I^2(R + R_b).$$

The conduction losses are $I^2 (R + R_b)$; the remainder $EI$ of the power supplied is converted into mechanical power and is called the electromechanical power $P_e$.

An efficiency $\eta_e$, which is often called the electrical efficiency, can be defined as follows:

$$\eta_e = \frac{P_e}{P_i} = \frac{V - I(R + R_b)}{V} = \frac{E}{V}.$$  

The speed voltage is given by:

$$E = 2nN\Phi,$$

where $n$ is the number of revolutions per second, $N$ is the total number of turns of all three rotor coils and $\Phi$ is the maximum flux through one rotor tooth (this flux is at a maximum when the tooth is exactly opposite the pole of the magnet).

$$\eta_e = \frac{P_e}{P_i} = \frac{V - I(R + R_b)}{V} = \frac{E}{V}.$$  

Equation (4) gives the average speed voltage. In reality, the speed voltage has a ripple, since it is the resultant of the voltages induced in the three separate rotor coils. If we assume that the

---

flux through the rotor teeth varies sinusoidally and that the commutation occurs instantaneously and at the zero crossing of the induced voltage, then the voltages induced in rotor coils 1, 2 and 3 have the waveform shown in fig. 4. The resultant voltage is given by the thick line, and is found to be the same for both rotor paths at any given moment. It is clear from the figure that the average value is given by

\[ E = \frac{3}{\pi} \int \dot{\theta} \sin \theta \, d\theta = \frac{3}{\pi} \ddot{\theta}. \]

The angle \( \theta \) gives the position of the rotor in relation to the stator. The voltage induced in one rotor coil is

\[ e = -\frac{N}{3} \frac{d}{dt} (\dot{\theta} \cos \theta) = -\frac{N}{3} \frac{d}{dt} (\dot{\theta} \cos 2\pi t). \]

The peak value of this voltage is

\[ \dot{e} = 2\pi n \frac{N}{3} \dot{\Phi}. \]

Equation (4) follows directly from this.

The electromechanical power \( P_e \), which is equal to \( EI \) in terms of electrical quantities, is also equal to the product of the angular velocity and the torque \( T_0 \):

\[ P_e = 2\pi n T_e. \]  (5)

It follows from the above that the electromechanical torque may be written:

\[ T_0 = N\dot{\theta}l/\pi. \]  (6)

This torque is not all available at the shaft, since the rotating rotor is subject to a braking or loss torque \( T_d \) due to the iron losses and the frictional losses. The available torque \( T \) is therefore smaller:

\[ T = T_0 - T_d. \]  (7)

Fig. 4. The induced voltage \( e \) in the three rotor coils 1, 2 and 3; the top and bottom curves are for the two rotor paths; \( \dot{\theta} \) indicates the angular position of the rotor in the stator. Each rotor coil forms part of both rotor paths in turn; commutation is assumed to be ideal. The thick line gives the resultant speed voltage.

The braking torque, which only increases slightly with the speed, may be taken as constant when designing a motor for a limited speed range.

A mechanical power

\[ P = 2\pi n T \]

is thus delivered at the shaft. The efficiency \( P/P_e \), which expresses the iron and mechanical losses, is often called the mechanical efficiency. It can be written:

\[ \eta_{me} = \frac{T}{T + T_d}. \]  (8)

The overall efficiency \( \eta \) of the motor, the product of the mechanical and electrical efficiencies, is therefore:

\[ \eta = \frac{\frac{T}{T + T_d} - \frac{2\pi T (R + R_b)}{V}}{V}. \]  (9)

The efficiency varies with the torque \( T \) delivered by the motor and with the supply voltage \( V \). The current \( I \) can be eliminated with the aid of the expressions given above, so that the efficiency may finally be written in the form:

\[ \eta = \frac{\frac{T}{T + T_d} - \frac{2\pi T (R + R_b)}{V}}{\frac{V^2}{R + R_b}}. \]  (10)

A number of parameters will now be introduced which can simplify the form of this expression. The motor can be driven externally at a speed \( n_0 \) such that the induced speed voltage \( E \) is equal to the applied voltage \( V \):

\[ V = 2\pi n_0 N \dot{\Phi}. \]  (11)

No current will then flow, and the mechanical power \( P_0 \) will all be consumed in the iron and frictional losses:

\[ P_0 = 2\pi n_0 T_d. \]  (12)

If on the other hand the shaft is held stationary and a voltage \( V \) applied, all the electrical power \( P_s \) supplied will be dissipated in the resistances:

\[ P_s = \frac{V^2}{R + R_b}. \]  (13)

The ratio \( G \) of these two powers:

\[ G = \frac{P_0}{P_s} = \frac{2\pi n_0 T_d (R + R_b)}{V^2}, \]  (14)

is an important parameter, which characterizes a motor developed for a particular supply voltage and speed. Introducing \( G \) into the expression for the efficiency, we obtain:

\[ \eta = \frac{T}{T + T_d} - \frac{G}{T_d}. \]  (15)
Fig. 5. Curved lines: The efficiency \( \eta \) as a function of \( a = T/T_d \) (where \( T \) is the delivered torque and \( T_d \) the loss torque), with \( G \) as parameter. For the motor shown in fig. 1, \( G = 0.04 \) and the maximum efficiency is 0.64. Straight lines: speed-torque characteristics. \( n \) speed. \( n_0 \) reference speed.

It is now useful to introduce a second dimensionless parameter

\[
a = \frac{T}{T_d}.
\]

This parameter simplifies the expression for the efficiency to

\[
\eta = \frac{a}{a + 1} - G a. \quad (17)
\]

In fig. 5 the curved lines give the efficiency as a function of \( a \), with \( G \) as parameter. The smaller \( G \) is, the higher the efficiency that can be achieved. If (17) is differentiated with respect to \( a \), it is found that for any given value of \( G \) the maximum efficiency is obtained at a load such that

\[
a = \frac{1}{\sqrt{G}} - 1. \quad (18)
\]

This maximum efficiency is given by

\[
\eta_{\text{max}} = (1 - \sqrt{G})^2. \quad (19)
\]

With this optimum load the electrical and mechanical efficiencies are equal \( (1 - \sqrt{G}) \), as appears on substituting \( T/T_d = a = 1/\sqrt{G} - 1 \) in (8).

What should be the target efficiency?

As mentioned in the introduction, in designing a motor a compromise has to be made between efficiency, life and prime cost. If a motor is intended for cheap toys its prime cost must be kept as low as possible, even if this has an adverse effect on the efficiency and life. In small battery-powered consumer articles such as shavers, cameras and toothbrushes, on the other hand, the efficiency should be high, even if this makes the motor more expensive; in this case, the expense and inconvenience of changing dry cells or recharging accumulators are important. But just how high an efficiency should be aimed at?

To find an answer to this question, let us start by looking at fig. 6. This figure shows a graph of the power \( P_1 \) supplied as a function of the efficiency \( \eta \), for a motor delivering a power \( P \) of 1 watt. It will be seen that \( P_1 \) decreases as \( \eta \) increases, but flattens out as \( \eta \) becomes higher. Making the efficiency very high does not therefore give much extra saving of power.

In the second place, experience shows that at the present state of the art it is practically impossible to develop a small d.c. motor with an efficiency of more than about 80% for a delivered power of about 1 W,
even if a very high prime cost is acceptable. For these two reasons, an efficiency of about 80% should be considered as the practical maximum against which the efficiency obtained in a particular case can be compared.

A general argument for aiming at a high efficiency (energy considerations apart) can be derived from fig. 5. If $G = 0.1$, it can be seen from the figure that the maximum efficiency is 47% at $a = 2.16$. If $a$ is varied from this value by a factor of 3, the efficiency falls to 32% on increasing $a$ and to 22% on decreasing $a$. If on the other hand $G = 0.01$, the maximum efficiency (81%) is found at $a = 9$; if $a$ is again varied by a factor of 3, the efficiency remains high (72% and 69%). This means that by making motors with a low value of $G$, i.e. a high maximum efficiency, the manufacturer can cover a wide range of delivered powers with a limited number of motor types.

**Speed**

Like the efficiency, the motor speed (or more accurately the ratio of the speed to the reference speed $n_0$ defined above) can be given by a simple expression containing only $a$ and $G$, since the ratio $n/n_0$ is equal to $\eta_e$, one of the factors of $\eta$:

$$\frac{n}{n_0} = 1 - G(a + 1).$$

(21)

The quantity $I$ can be eliminated as before for the efficiency; substitution of $a$ and $G$ then gives:

$$\frac{n}{n_0} = 1 - G(a + 1).$$

(21)

This function is plotted with $G$ as a parameter in fig. 5 (the straight lines). These are therefore speed-torque characteristics, the converse of the more usual torque-speed characteristics. It can be seen that the speed falls off faster under the influence of the load as $G$ increases.

**Two important design aspects**

**Choice of magnetic material**

In designing the motor it is necessary to choose the type of material for the permanent-magnet stator. At present there are four materials that might be considered when prime cost is taken into account:

1. Magnet steel (of various compositions), with a remanence of from 0.6 to 1.3 teslas; this group will be referred to here as ‘Ticonal’;
2. Sintered ferrite (not magnetically aligned), with a remanence of about 0.18 T (unaligned ferroxdue);
3. Sintered ferrite (magnetically aligned), with a remanence of 0.28 to 0.36 T (aligned ferroxdue);
4. Plastic-bonded aligned ferrite with a remanence of about 0.25 T (plastoferrite).

‘Ticonal’ is not so suitable for our purposes. The gaps between the rotor teeth make the reluctance of the magnetic circuit dependent on the position of the rotor. The flux from the magnet therefore varies periodically as the motor turns. Since a ‘Ticonal’ magnet is a solid piece of electrically conducting material, the flux variations will set up eddy currents in the magnet, at a frequency of six times the number of revolutions per second of the motor. The Joule heating due to the eddy currents introduces a relatively large extra loss torque.

Unaligned ferroxdue can be made in various forms with quite small dimensional tolerances. For example, it can be made in the form of a ring, which is very suitable for these motors; however, unaligned ferroxdue is not so useful because of its low remanence, which means that the rotor and magnet have to be made relatively large, thus reducing the power-to-weight ratio of the motor.

Aligned ferroxdue cannot easily be made in the form of a ring. It therefore has to be used in the motor in the form of segment magnets (fig. 7a) or blocks (fig. 7b); in the latter case, the flux is conducted to the rotor via...
the steel pole pieces of the magnet. The version with segment magnets gives an adequate flux in the rotor, but it is not easy to attach the magnets. Moreover, since there are air gaps between the magnets, the rotor has certain preferential positions, and this effect leads to vibration and noisy operation. The version with blocks and steel pole pieces is still used in the motors of some shavers powered by dry batteries or rechargeable cells. This motor also has preferential positions so that vibration and noise cannot be completely avoided.

At the moment, a ring of plastoferrite would seem to be the best solution. The dimensional accuracy of this material is very high; the magnet can therefore be used as part of the motor structure, and the air gap can be made very small. The magnets are injection-moulded. During injection, the magnetic particles in the binder are aligned in a magnetic field. The magnet is thus already magnetized when it leaves the mould; this process gives a low spread in the available flux. The magnetic field in the mould can be shaped in such a way that the distribution of the magnetization creates only weakly preferential positions. The flux obtained in the rotor is in fact nearly as high as that with segments of aligned ferroxdure, even though plastoferrite has a lower remanence.

Plastoferrite magnets are relatively cheap. Their only disadvantage is that they are relatively fragile; the construction of the motor must be compatible with this fragility.

**Rotor design**

The rotor design is based on the specification for the motor. The supply voltage and the output power will always be stated here, so that the current I will be more or less fixed. The slope of the torque-speed curve is also often specified. This is connected with the voltage IR across the rotor resistance: the slope increases with decreasing R. The copper losses $I^2R$ in the rotor are of importance for the efficiency and the heat dissipation in the motor, which again is generally laid down in the specification. It follows that most of the requirements placed on the motor amount to a specification of the maximum permissible value of the diametral rotor resistance R.

A simplified description will now be given [2] of a procedure that starts from this value of the diametral rotor resistance, and determines the rotor dimensions for minimum motor volume; these correspond approximately to the minimum iron losses. The first step is to express the diametral rotor resistance in terms of the rotor dimensions. The resistance R is the resultant of the parallel combination of two rotor paths, one consisting of one coil of resistance $R_1$ and the other of two coils in series with a total resistance of $2R_1$; it follows that $R = \frac{3}{2}R_1$. Each rotor coil has $N/3$ turns of average length $s$. If the resistivity of the copper is $\rho$ and the cross-sectional area of the wire $q$, it follows that

$$R = \frac{2\rho s N}{9q}.$$  \hspace{1cm} (22)

Of the total cross-sectional area of the rotor (see fig. 2), only the part $A$ is available for the coil windings. Of this, only a fraction $fA$ is available for the copper core of the wires $(2Nq$ for the rotor as a whole), since space is also required for the insulation, etc.; $f$ is the space factor. With the aid of these data, $q$ can be expressed in terms of the rotor dimensions if $N$ is known. The number of turns $N$ also depends on the specified supply voltage $V$, the reference speed $n_0$ mentioned earlier and the magnetic flux $\Phi$ through one tooth of the rotor:

$$V = 2n_0 N \Phi.$$  \hspace{1cm} (11)

$R$ can therefore be written:

$$R = \frac{\rho s V^2}{9fA n_0^2 \Phi^2}.$$  \hspace{1cm} (23)

It now remains to express $s$, $A$ and $\Phi$ in terms of the rotor dimensions, which requires a closer look at the shape of the rotor teeth. Each tooth has straight parallel edges, and if we call the width of a tooth $b$ and the length of the rotor $l$, then the iron cross-section of a tooth is $bl$; we may thus write for the flux:

$$\Phi = bl \hat{B},$$  \hspace{1cm} (24)

where $\hat{B}$ is the maximum flux density in the rotor tooth. The average length $s$ of a turn is $2b + 2l + 4c$; $b$ and $l$ are the lengths of the straight sections, and $c$ the length of a curved section. The area $A$ available for the windings in the total cross-sectional area of the rotor decreases as the tooth width $b$ increases. The total cross-sectional area of the rotor is $4\pi d^2$, where $d$ is the rotor diameter; $A$ is a fraction of this area which decreases with increasing $b$ as a function $\alpha$ of $b/d$:

$$A = \frac{\pi}{4} d^2 \alpha (b/d).$$  \hspace{1cm} (25)

Making use of the expressions for $s$, $A$ and $\Phi$, we can write for the resistance:

$$R = \frac{8}{9\pi} \frac{2b+l+2c}{\beta d^2 \Phi^2 \alpha (b/d) \ n_0^2} V^2.$$  \hspace{1cm} (26)

The third factor in this expression contains the rotor dimensions. It is these that we are interested in; we bring the most important dimension, the rotor diameter \(d\), to the left-hand side of the equation, and normalize the other rotor dimensions in terms of \(d\):

\[
\begin{align*}
 b &= \beta d, \\
 I &= \lambda d, \\
 c &= \gamma d.
\end{align*}
\]  

(27)

We then obtain:

\[
d^6 = \frac{8}{9\pi} \frac{e}{fB^2} \frac{\beta + \lambda + 2\gamma}{\lambda^2} \frac{1}{\beta^2 \alpha(\beta)} \frac{V^2}{n^2 R}.
\]  

(28)

This expression is grouped in such a way as to permit the effect of the various parameters to be easily distinguished. The first factor is a constant, the second contains material properties (\(e\) and \(B\)) and reflects the manufacturing method used (\(f\)). The third factor includes \(\beta + 2\gamma\). It is found that, owing to changes in the shape of the rotor, \(\gamma\) decreases as \(\beta\) increases, so that \(\beta + 2\gamma\) remains fairly constant. The third factor thus mainly reflects the effect of \(\lambda\). The fourth factor reflects the effect of \(\beta\), and the fifth factor indicates the performance required of the motor.

The variation of the required rotor volume with \(\beta\) and \(\lambda\) can easily be derived from (28). If \(\lambda\) is kept constant the rotor volume is proportional to \(d^6\). The third factor in expression (28) is then practically constant; the variation of the fourth factor with \(\beta\) is such that \(d^3\), and hence also \(d^6\), goes to a minimum at a value of \(\beta\) of about 0.45 (see fig. 8). This is the optimum value for small rotor volume; if the thickness of the insulation in the rotor slot is also taken into consideration, the optimum value of \(\beta\) is found to be a little smaller (about 0.40). In most existing small d.c. motors with three teeth, the value of \(\beta\) is less than 0.15, well away from the optimum.

If on the other hand \(\beta\) is kept constant and \(\lambda\) varied, the required rotor volume is proportional to \(d^3\lambda\). It follows from (28) that this quantity has a minimum at \(\lambda = (\beta + 2\gamma)/2\) (see fig. 9). The minimum becomes more pronounced as \(\beta + 2\gamma\) decreases.

For a rotor with three teeth, \(\beta + 2\gamma\) has a value of 0.4 to 0.6. The corresponding optimum value of \(\lambda\) is thus 0.2 to 0.3. If the rotor has more than three teeth, the length of the coil ends must be given by another quantity, since the coils are wound in a different way; the value of this quantity is about 1, and the optimum value of \(\lambda\) is then about 0.5.

With a three-toothed rotor, for which \(\beta + 2\gamma\) therefore has the lowest value, it is particularly important to choose the optimum value of \(\lambda\). In existing small d.c. motors, \(\lambda\) is generally between 0.5 and 2 — i.e. far above the optimum range of 0.2 to 0.3. Our optimum dimensioning method gives rotors that are shorter and have a larger diameter than is usual.

**Fig. 8.** The required rotor volume (proportional to the third power of the diameter \(d\)) has a minimum at a certain ratio \(\beta\) of tooth width to rotor diameter. The ratio of rotor length to rotor diameter is assumed to be constant.

**Fig. 9.** The required rotor volume (proportional to \(d^3\lambda\)) as a function of the ratio \(\lambda\) of length to diameter. There is a minimum at \(\lambda = (\beta + 2\gamma)/2\); \(\gamma\) is a measure of the length of the curved portions of a winding.

**Design limitations**

In practice, there may be limitations on the design that make it impossible to apply the optimum dimensioning described here. Certain dimensions are often limited by the nature of the application. For example, the external diameter of the motor shown in fig. 1 could not exceed 26 mm in connection with its application.
in toothbrushes and certain shavers. This diameter had to include a 1.5-mm steel outer sheath to complete the magnetic circuit, a plastoferrite ring which had to be 2.8 mm thick (partly for mechanical strength) and an air gap of 0.3 mm; this left no more than 16.8 mm for the rotor diameter.

Besides the dimensional limitations of this kind, there is also a general limitation connected with the available flux of the magnet. In general, it is desirable to magnetize the rotor teeth to saturation, i.e. to about 1.5 teslas. To produce this magnetic flux density in rotor teeth with optimum dimensions (β = 0.4 and λ = 0.25), the remanence of the magnet material must be at least 0.4 T, which is appreciably more than can now be obtained with plastoferrite (about 0.25 T).

As a result of the two limitations mentioned above, it is impossible to give the rotor the theoretical minimum volume. This is also the case with the motor of fig. 1, but a step in the right direction has been taken here by giving β the maximum value permitted by the magnet, which was 0.22 as compared with less than 0.15 for most comparable motors.

The rotor volume required could only be obtained by making the length-to-diameter ratio of the rotor greater than the optimum value, since the diameter was fixed. The length of the rotor was set at 10 mm. The stator magnet was also made longer than the rotor; it projected 6 mm at each end, so that an appreciable flux was also provided by the projections. In this motor, λ = 0.6 (twice the optimum value from fig. 9 for β + 2γ = 0.6).

In a version of this motor designed for a 4.8-V supply, G = 0.04; this means a maximum efficiency of 64% for a = 4 (see fig. 5); a power of more than 1 watt is delivered at 6500 rev/min. If the maximum permissible diameter and the available magnetic material had not set certain limitations, it would have been possible to develop a motor optimized to the theory described in this article. A number of characteristics of the actual and optimum motors are compared in Table 1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Actual motor</th>
<th>Optimum motor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor diameter</td>
<td>16.8 mm</td>
<td>18 mm</td>
</tr>
<tr>
<td>Stack height of rotor laminations</td>
<td>10 mm</td>
<td>5.4 mm</td>
</tr>
<tr>
<td>λ</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>β</td>
<td>0.22</td>
<td>0.4</td>
</tr>
<tr>
<td>Height of coil end</td>
<td>3 mm</td>
<td>1.5 mm</td>
</tr>
<tr>
<td>Rotor length, including coil ends</td>
<td>18 mm</td>
<td>10.4 mm</td>
</tr>
<tr>
<td>Remanence of magnet material</td>
<td>0.25 T</td>
<td>0.4 T</td>
</tr>
<tr>
<td>Projecting length of magnet ring</td>
<td>6 mm</td>
<td>6 mm</td>
</tr>
<tr>
<td>Magnet length</td>
<td>22 mm</td>
<td>16.4 mm</td>
</tr>
<tr>
<td>Total motor length</td>
<td>31 mm</td>
<td>23.4 mm</td>
</tr>
<tr>
<td>Total motor diameter</td>
<td>26 mm</td>
<td>27.2 mm</td>
</tr>
<tr>
<td>Rotor volume</td>
<td>16.5 cm³</td>
<td>13.6 cm³</td>
</tr>
</tbody>
</table>

Summary. More than a hundred million small d.c. commutator motors are produced every year throughout the world. The most important point in the design of such motors is often the efficiency, since they are generally battery-powered. The efficiency can be expressed by means of two dimensionless parameters, whose values depend on the motor characteristics and on the torque required by the load. The speed as a function of the torque is also given by these two parameters. Two important aspects of the design are the choice of the magnetic material for the stator and of the rotor dimensions. Optimum dimensioning can be obtained by making the motor as small as possible without adversely affecting the efficiency; the rotor is then shorter than usual for a given diameter, and has wider teeth.
Applications of stepping motors

A stepping motor responds to a current pulse with a small, well defined angular rotation [1]. In this way digital information — the number of pulses in a pulse train — is converted into a proportional mechanical displacement. A stepping motor is therefore a useful device for coupling digital data processing with machine tools. Since it accurately reproduces angular rotations, it can be used in open control systems, i.e. systems without feedback. The speed can be adjusted over a wide range.

Stepping motors have many and various applications. Three typical examples are given here, in which the motor speed is required to be accurately proportional to the number of pulses supplied per second. The first two examples relate to the controlled supply of liquids. The third relates to the slide movement for a numerically controlled machine tool; accurate positioning of the workpiece is also necessary in this application.

The ‘Precidor’ infusion pump made by Infors AG of Binningen, Switzerland (fig. 1) is used for the accurate dosing of prolonged infusions in medical treatment. The stepping motor (Philips ID 04) drives a lead-screw, which converts the rotary movement into a slow linear movement of the piston in a syringe. Syringes of different sizes can be fitted to the machine, including the sterile-packed disposable syringes now in common use.

The pulses for the stepping motor are produced by a stabilized oscillator with a unijunction transistor. The frequency of this oscillator, and hence the piston speed, is continuously variable over a decade. The frequency can also be divided twice by 10 in a divider, giving a

---

range of piston speeds from 0.01 mm to 10 mm per minute. The piston speed can be read off from a moving-coil meter controlled by a pulse counter.

The dose pump made by Bircher (Schaffhausen, Switzerland) has a similar function (fig. 2). A stepping motor (Philips ID 06) drives a star-section rotor with pressure rollers. When the rotor rotates, the rollers squeeze a silicone-rubber tube, forcing the liquid along it. As in the Infors infusion pump, there is no control feedback. The pump has a dosing accuracy of about 2% and a wide flow range (7 cm³ to 1000 cm³ an hour). The dose pump is used in laboratories, in the chemical and pharmaceutical industries and in hospital intensive-care units.

Fig. 3 shows a numerically controlled vertical milling machine made by Terco AB of Skärholmen (Sweden). Three stepping motors (Philips PD 20) displace the slide in three perpendicular directions. The drive unit, on the right, provides the stator coils with currents that correspond to the control input, and ensures that the motors deliver a constant torque. The control signals come from a punched-tape reader and a recording unit (not shown). The position of the stepping motors is monitored by optical sensors; their output signal is fed back to the input — in a closed-loop control system — and also supplies the data for a digital read-out of the position of the workpiece. Each stepping motor is coupled to a 50:1 reduction gear that drives a lead-screw for the slide displacement. The workpiece speed (the ‘feed’) can be adjusted in all directions in 10 steps between 0.5 mm/s and 0.05 mm/s. For a workpiece displacement of 50 mm the maximum position error is ± 0.02 mm. The whole system was specially designed for industrial training courses.
Steady-state performance of a class of electronically commutated d.c. machines

W. Radziwill

Introduction

In conventional d.c. machines the time during which the commutated armature windings are short-circuited is determined by the relative dimensions of the brushes and the commutator segments; it varies only with the rotor speed. With electronically commutated machines \(^{[1]}\), however, the short-circuit time can be varied by control of the semiconductor switches. In addition, the current can also be interrupted periodically in this way, so that new and interesting possibilities become available for controlling the speed and torque \(^{[2]} \)\(^{[3]}\). Such control methods are of course more easily applied if a theory is available that gives a satisfactory description of the behaviour of the machine in this kind of operation.

In the case of periodic interruption of the current the behaviour of the machine can only be treated numerically. If the current is not interrupted but only the short-circuit time is controlled, it is still possible to obtain expressions in closed form for the torque, the input power and the output power. Moreover, the efficiency can be determined by a simple graphical procedure.

These expressions and quantities will be derived for d.c. machines satisfying the following three conditions:

- The excitation flux is constant with time (e.g. permanent-magnet rotor) and the flux linkage with the armature winding varies sinusoidally with the angular position of the rotor.
- The stator winding is divided into \(m\) phases with an identical number of turns and each phase is connected to the supply voltage via four controlled switches, as shown in fig. 1.
- The switches are only allowed to take up the combinations shown in Table I. The time interval \(I_1\) is identical to \(I_3\) and \(I_2\) is identical to \(I_4\).

The theory derived for these machines can also be used to give a first approximation in the more general case with periodic interruption of the current \(^{[2]} \)\(^{[3]}\).

Considerable simplification is obtained by confining the investigation to steady-state operation — i.e. with only gradual changes of load and disregarding acceleration transients: the angular velocity can then be taken as constant over a switching period \(I_1-I_4\) and the machine always rotates at such a speed that the period of the voltage induced in the windings by the permanent magnet coincides exactly with the switching period mentioned above — a situation necessarily imposed by the conventional commutator but which need not be so with the more general control available with electronic commutation.

First of all, the differential equation describing the voltage equilibrium for one phase will be solved for the armature current. The resulting expression will then be used to describe the power balance of the machine and to derive its speed-torque characteristic.

It will be shown that higher harmonics of armature voltage and current do not contribute to the mechanical output power. The steady-state behaviour of this class of machines can therefore be represented by locus diagrams of the vector symbolizing the fundamental of the armature current in the complex plane. It will also be shown that losses due to higher harmonics are independent of special machine parameters, so that a general plot of these loss functions can be used in combination with the locus diagrams to provide a quick and simple evaluation of the motor efficiency.

Table I. Positions of the four switches \(S_{13}-S_{24}\) in fig. 1 during the four successive adjacent time intervals \(I_1-I_4\) of each rotation of the rotor over two pole-pitches.

<table>
<thead>
<tr>
<th></th>
<th>(I_1)</th>
<th>(I_2)</th>
<th>(I_3)</th>
<th>(I_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{13})</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>(S_{14})</td>
<td>on</td>
<td>off</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>(S_{23})</td>
<td>off</td>
<td>off</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>(S_{24})</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
</tr>
</tbody>
</table>
The armature current

To calculate the torque and the power as a function of the speed of rotation it is first necessary to know the armature current as a function of angular position over one pole pitch. In the derivation of this current we shall assume that the magnetic saturation can always be neglected. It is further assumed that the mutual inductance between the stator phases is zero (in two-phase machines) or negligibly small (the reluctance of the magnetic circuit is high because of the low permeability of the permanent-magnet rotor).

Under the conditions imposed earlier we then have the simple equivalent circuit shown in fig. 2. R and L are the resistance and the inductance per phase and \( e \), \( v_{ph} \) and \( i_{ph} \) are the instantaneous values of the induced voltage (or back e.m.f.), the applied voltage (via the switches) and the armature current, respectively (see fig. 1).

If \( N\Phi \) is the peak value of the flux of the permanent magnet linked by a phase winding, \( p \) the number of pole pairs and \( x \) the instantaneous electrical angular displacement of the rotor (\( x/p \) is the actual physical angular displacement), then we can write the sinusoidal change of the linked flux as

\[
N\Phi = -N\Phi \cos(x - b),
\]

where \( b \) is a phase displacement that will be defined later. Using the relation between the speed of rotation \( n \) and the electrical angular frequency

\[
\omega = \dot{x} = 2\pi pn,
\]

and applying the induction law, we can obtain the induced voltage

\[
e = \frac{dN\Phi}{dx} \dot{x} = \omega N\Phi \sin(x - b).
\]

The waveform of the armature voltage \( v_{ph} \) follows from Table I and fig. 1. The relationship between the induced voltage \( e \) and the armature voltage \( v_{ph} \) is shown in fig. 3. The phase displacement \( b \) is fixed by the adjustment of the electronic commutator and can in principle have any value. The angle \( \gamma \) during which the armature voltage remains 'on' must lie between 0 and \( \pi \); by varying \( \gamma \) within these limits the machine can be controlled.

To obtain an expression for the armature current \( i_{ph} \) we now solve the linear differential equation describing the circuit of fig. 2. Since \( L \frac{di_{ph}}{dt} + R i_{ph} = v_{ph} - \omega N\Phi \sin(x - b) \), the time \( t \) can be eliminated and the equation written in a form dependent only on the angular displacement \( x \):

\[
\omega L \frac{di_{ph}}{dx} + Ri_{ph} = v_{ph} - \omega N\Phi \sin(x - b).
\]

To bring this equation to the most general form we introduce the dimensionless quantities

\[
v = v_{ph}/V_b, \quad y = i_{ph}/(V_b/R)
\]

and the constant coefficients

\[
a = \omega L/R, \quad c = N\Phi/\omega V_b R.
\]

The equation then becomes:

\[
av' + y = v(x) - ac \sin(x - b).
\]

In accordance with fig. 3, \( v(x) \) is now defined as:

\[
v(x) = \begin{cases} 
0 & \text{for } 0 < x \leq \pi - \gamma \\
1 & \text{for } \pi - \gamma < x \leq \pi
\end{cases}
\]

with the symmetry condition:

\[
v(x) = -v(x + \pi).
\]

[1] The principle of these motors has been described in E. M. H. Kamerbeek, Electric motors, Philips tech. Rev. 33, 215-234, 1973. However, in the motors discussed in that article the current can only be switched on and off, not reversed.


Solving (7), e.g. by Laplace transforms, we obtain the normalized armature current per phase:

\[ y = -\frac{ac}{1 + a^2} \left\{ \sin(x - b) - a \cos(x - b) \right\} + \begin{cases} \frac{\exp(-\gamma/a) - 1}{1 + \exp(-\pi/a)} \exp(-x/a) & \text{for } 0 < x \leq \pi - \gamma, \\ \frac{1 - 1 + \exp\{-(-\pi - \gamma)/a\}}{1 + \exp(-\pi/a)} \exp\{-(x - \pi + \gamma)/a\} & \text{for } \pi - \gamma < x \leq \pi. \end{cases} \]

(10)

We are now in a position to derive expressions for the input power, the output power and the torque.

**Power balance**

If (4) is multiplied by \( i_{\text{ph}} \) the power balance per phase is obtained. The first term is evidently the reactive power, the second the losses, the third the input power and the fourth the output power. The total mean power is obtained by taking the mean over a half-period and multiplying this by the number of phases \( m \). The first term then vanishes and for the input power we find:

\[ P_1 = \frac{m}{\pi} \int_0^\pi v_{\text{ph}} i_{\text{ph}} dx = \frac{mV_b^2}{\pi} \int_0^\pi i_{\text{ph}} dx = \frac{mV_b^2}{R\pi} \int_0^\pi y dx, \]

and for the output power:

\[ P_o = \frac{m}{\pi} \int_0^\pi i_{\text{ph}} \omega N \Phi \sin(x - b) dx = \frac{mV_b^2}{R} \int_0^\pi \frac{ac}{1 + a^2} \sin(x - b) dx. \]

Substituting (10) for the normalized armature current \( y \) and putting

\[ \beta = \frac{\pi - \gamma}{2} - b \]

(11)

to simplify the expressions, we have finally:

\[ P_1 = \frac{mV_b^2}{R} \left\{ \frac{\gamma}{\pi} - \frac{a}{1 + \exp(-\pi/a)} \right\} \left\{ \frac{1 - \exp(-\gamma/a) + \exp\{-(-\pi - \gamma)/a\}}{1 + \exp(-\pi/a)} \right\} \left\{ \frac{2}{\pi} \sin(y/2) \frac{ac}{1 + a^2} \left( \cos \beta + a \sin \beta \right) \right\}, \]

(12)

\[ P_o = \frac{2}{\pi} \frac{mV_b^2}{R} \sin(y/2) \frac{ac}{1 + a^2} \left\{ \cos \beta - a (\sin \beta + \frac{\pi}{4} \sin(y/2)) \right\}. \]

(13)

Differentiating (13) with respect to the independent quantities \( c \) and \( \beta \) gives the maximum output:

\[ P_{\text{om}} = \frac{2mV_b^2}{\pi^2 R} \sin^2(y/2), \]

(14)

which can be obtained for \( a = -\tan \beta \) provided that the condition \( c = -(2/\pi)\sin(y/2)/\sin \beta \) is satisfied by suitable adjustment of the machine parameters. This is in general not to be recommended since as will appear later — the efficiency obtained in this case is not very high. Nevertheless it is advisable, to show the essential relations more clearly, to normalize all the powers with respect to \( P_{\text{om}} \). The normalized output power is then

\[ P_{\text{om}} = \frac{P_o}{P_{\text{om}}} = \frac{\pi c \cos \beta}{\sin(y/2)} \frac{a}{1 + a^2} \left( 1 - \frac{a}{a_0} \right), \]

(15)

with

\[ a_0 = \frac{\cos \beta}{\sin \beta + \frac{\pi c}{4 \sin(y/2)}}. \]

(16)

It will be useful before going further to comment on the significance of the various parameters. As can be seen from (11) and fig. 3, \( \beta \) is the phase difference between the induced voltage \( e \) and the fundamental of the pulse voltage \( v_{\text{ph}} \). Provided \( y \) is not varied, \( \beta \) has
a constant value given by the setting of the electronic commutator, equivalent to the brush displacement in a conventional commutator machine. (If the machine were to be used without a commutator as a synchronous machine, supplied by an a.c. voltage of fixed frequency, so that it ran at a fixed speed, then \( \beta \) would be variable, denoting the load angle between the a.c. supply voltage and the induced voltage.) When the motor is run as a d.c. machine the quantity \( a \) is the load-dependent variable. As can be seen immediately from (2) and (6), \( a \) can be regarded as a normalized speed of rotation:

\[
a = \frac{n}{R/2pL}.
\]

This may be positive or negative, depending on the direction of rotation. The important machine constant \( c \), as equation (6) shows, gives the ratio of the peak rotor flux linked by a phase winding to the flux produced in the phase winding by the current \( V_b/R \). It is always positive, since any reversal of the voltage \( V_b \) can be dealt with mathematically not by a negative sign for \( V \) but by substituting \( \beta \pm \pi \) for \( \beta \) instead.

A further study of the expression (15) for the normalized output power enables the speeds to be found at which the machine operates as a motor \( (P_{on} > 0) \) and at which it operates as a generator \( (P_{on} < 0) \).

If \( a_0 \neq 0 \), there are two values of \( a \) for which (15) is zero:

\[
a = a_0 \quad \text{and} \quad a = -a_0.
\]

The condition \( dP_{on}/da = 0 \) then yields two speeds at which the normalized power is at a turning point. These speeds are

\[
a_{pe1} = \tan\left[\frac{1}{2} \arctan a_0\right] \quad \text{and} \quad a_{pe2} = \tan\left[\frac{1}{2} \arctan a_0 - \frac{\pi}{2}\right].
\]

The turning point is

\[
P_{on,e} = \frac{\pi c}{2 \sin(y/2)} a_{pe}.
\]

Evidently \( a_{pe1} \) lies in the interval \( [0,a_0] \); \( a_{pe2} \) has the opposite sign and is only reached when the direction of rotation is reversed. At the value of \( a_{pe} \) for which \( (\cos \beta) a_{pe} > 0 \), \( P_{on,e} \) is a maximum. This follows from the negative sign of \( d^2P_{on}/da^2 \) at \( a = a_{pe} \). The behaviour of \( P_{on} \) as a function of speed is also characterized by three points of inflexion at

\[
a = -\tan(\frac{1}{2} \arccot a_0) \quad \text{and} \quad a = -\tan(\frac{1}{2} \arccot a_0 \pm \frac{\pi}{3}),
\]

where \( d^2P_{on}/da^2 = 0 \). Outside the region in which these speeds lie, the output power converges monotonically, for positive and negative \( a \), from different sides to the limiting value

\[
limit_{|a| \to \infty} P_{on} = -\frac{\pi c}{a_0} \frac{\cos \beta}{\sin(y/2)} = -\frac{\pi c}{\sin(y/2)} \left( \sin \beta + \frac{\pi}{4} \frac{c}{\sin(y/2)} \right).
\]

To illustrate this \( P_{on} \) is plotted in fig. 4 as a function of \( a \) for three cases.

The following conclusions can be drawn from the information already given. If the power has a maximum at \( a_{pe1} \), the machine operates as a motor in the interval \( [0,a_0] \); outside this interval it operates as a generator. In this case \( a_0 \) is the no-load speed (fig. 4a). If the power has a minimum at \( a_{pe1} \) the situation is reversed: in the interval \( [0,a_0] \) the machine acts as a generator and outside it as a motor. Of the two motor regions in this case, only the one adjacent to \( a = 0 \), where the direction of rotation is opposite to that in the range \( (0,a_0) \), is of any technical interest. Since the power has a maximum here at \( a_{pe2} \) but there is no speed at which the power is zero, there is no no-load speed and the motor 'runs away' if the load is removed (fig. 4b).

Finally, let us consider the special case \( a_0 = 0 \), for which equation (16) shows that \( \beta = \pm \pi/2 \). The normalized output power here is

\[
P_{on} = -\frac{\pi c}{4 \sin(y/2)} \left( \sin \beta + \frac{\pi}{4} \frac{c}{\sin(y/2)} \right).
\]

At \( \beta = +\pi/2 \), the machine evidently cannot operate as a motor since the two zero points and the maximum coincide at the origin and \( P_{on} \) is negative for all other values of \( a \). At \( \beta = -\pi/2 \), the machine again functions only as a generator unless also

\[
\frac{\pi}{4} \frac{c}{\sin(y/2)} < 1.
\]

Fig. 4. Curves showing the normalized output power \( P_{on} \) as a function of the normalized speed \( a \), for three different combinations of \( \beta \) and \( c \); in all cases \( y = 150^\circ \). The dashed line is the asymptote. a) The machine can function as a motor at speeds between zero and the no-load speed \( a_0 \). b) The machine functions as a motor at speeds \( a > 0 \) and can 'run away'. c) The special case \( \beta = -\pi/2 \). For the given values of \( c \) and \( y \) the machine functions as a motor at all speeds and in both directions; the starting torque, however, is zero.
In this case the two zero points coincide with the minimum (fig. 4c). The machine does indeed operate then as a motor at all values of \( \alpha \), but is of no real interest because the starting torque is zero, as will appear below.

Torque-speed characteristics

The torque \( T \) is found by taking the derivative of the mechanical work \( \int P_0 \, dt \) with respect to the angle of rotation \( x/p \):

\[
T = p \frac{P_0}{x} = \frac{P_0}{2\pi n}.
\]

Substituting from (13) and normalizing with respect to the maximum value that the expression could assume at the speed \( \alpha = 0 \), if \( \beta \) and \( \gamma \) were variable,

\[
T_{\text{om}} = \frac{2}{\pi} \frac{V_0}{R} \frac{N\Phi}{m},
\]

which is the maximum starting torque, we obtain the normalized torque

\[
T_n = \frac{T}{T_{\text{om}}} = \frac{\sin (\gamma/2) \cos \beta}{1 + a^2} \left( 1 - \frac{\alpha}{\alpha_0} \right). \tag{18}
\]

From (15) and (18) a simple relation between \( T_n \) and the normalized power can be obtained:

\[
P_{\text{on}} = \frac{n\pi c}{\sin^2(\gamma/2)} T_n a.
\]

The machine therefore operates as a motor if \( T_{\alpha 0} > 0 \). This means that the characteristic curves of \( T_n \) as a function of \( \alpha \) lie in the first and the third quadrants for operation as a motor, and in the second and fourth quadrants for operation as a generator.

Fig. 5 shows some typical examples of such curves; these examples all refer to motors developed and tested at PFA. It can be seen immediately that the characteristic of a shunt-wound machine ought not to be expected automatically, even though it would seem obvious in the case of a machine with a constant magnetic excitation \(^{[4]}\). Indeed, curve 4 would be typical for a series-wound motor; it represents the case mentioned earlier of a motor that can 'run away' and thus where \( \alpha_0 \) is not the no-load speed.

Expression (18) for the normalized torque is zero, in the case just referred to, only for the single value \( \alpha = \alpha_0 \). It has two turning points, at

\[
\alpha_{\text{rel}} = -\tan(\frac{\gamma}{2} \arccot \alpha_0)
\]

and

\[
\alpha_{\text{rel}} = -\tan(\frac{\gamma}{2} \arccot \alpha_0 - \pi/2).
\]

The turning point is a maximum if the following conditions are satisfied:

- \( \cos \beta > 0 \) and \( |\alpha_{\text{rel}}| < 1 \),
- or \( \cos \beta < 0 \) and \( |\alpha_{\text{rel}}| > 1 \),
- or \( \beta = -\pi/2 \) and \( \alpha_{\text{rel}} = 1 \),
- or \( \beta = \pi/2 \) and \( \alpha_{\text{rel}} = -1 \).

In addition there are generally three points of inflexion at \( \alpha = \tan(\frac{\gamma}{2} \arccot \alpha_0) \) and \( \alpha = \tan(\frac{\gamma}{2} \arccot \alpha_0 \pm \frac{\pi}{2}) \) and a limiting value \( \lim T_n = 0 \).

In practice it is chiefly the decreasing portions of the curves that are of importance, since stable steady-state operation is possible only at working points where \( dT_n/da \) is negative. This is because the demand for more power when the load suddenly increases slightly causes a drop in speed, since it has to be temporarily supplied from the kinetic energy of rotation, which implies that a new equilibrium can be set up only when the lower speed corresponds to an increased torque.

The stability condition \( dT_n/da < 0 \) must also be satisfied at the no-load speed \( \alpha_0 \). From this it follows that \( \alpha_0 \) is the no-load speed only when

\[
\sin \beta + \frac{\pi}{4} \frac{c}{\sin(\gamma/2)} > 0.
\]

In this case the maximum of the torque must lie in the second quadrant and the minimum in the fourth quadrant. If the condition is not satisfied, we have a machine that can 'run away', with the maximum lying in the first quadrant and the minimum in the third quadrant. Between the starting torque \( T_0 = \sin(\gamma/2) \cos \beta \) and the maximum there is a region of instability; this is however of little importance if the motor can be started with a load that is less than the starting torque.

![Fig. 5. Normalized torque-speed characteristics. Curve 1 refers to the motor in the horizon sensor of the Netherlands astronomical satellite ANS \(^{[4]}\). Curve 2 refers to the attitude-control motors in the ANS \(^{[5]}\). Curve 3 relates to an experimental motor for a tape recorder (\( V_0 = 9 \, \text{V}, \, N\Phi = 5.7 \, \text{mWb}, \, R = 10.2 \, \Omega, \, L = 15 \, \text{mH} \)), and curve 4 to a motor that can 'run away', for which the starting torque is less than the maximum torque.](image-url)
It can now be seen why the possibility mentioned above of motor operation at all speeds when \( \beta = -\pi/2 \) and \( \frac{\pi c}{\sin(y/2)} < 1 \) is of no interest. In this case, from (18) and (16): \( T_n = (\sin(y/2) - \pi c) a/(1 + a^2) \). This expression is zero for \( a = 0 \) and also has a positive slope in the neighbourhood of this point. Such a machine is thus initially unstable when starting from rest in either direction.

In addition, it has no finite no-load speed. On the other hand it is possible to think of practical applications for a machine working only as a generator at \( \beta = \pi/2 \), and producing a braking torque proportional to the speed in the neighbourhood of the zero.

### Losses due to higher harmonics

If the losses of the machine are simply taken as the difference \( P_1 - P_0 \) of (12) and (13) and the efficiency as the ratio \( P_d/P_1 \), the expressions obtained are very complicated and it is difficult to see how these important quantities depend on the parameters of interest. It is possible, however, to split the losses into those due entirely to the higher harmonics and independent of the machine parameters \( \beta \) and \( c \), and those due to the fundamental and dependent on the machine parameters. The r.m.s. value of the fundamental of \( v_{ph} \) is given by:

\[
V = \frac{\sqrt{2}}{\pi} V_b \sin(y/2).
\]

In the differential equation (4), we can now introduce the fundamental

\[
v_1 = \sqrt{2} V \sin(x - b - \beta)
\]

instead of \( v_{ph} \), and \( i_1 \) instead of \( i_{ph} \). We then find the solution for the fundamental component of the current:

\[
i_1 = \sqrt{2} V \left\{ \frac{\cos \alpha \sin(x - b - \beta - \alpha)}{\cos y} - \frac{c}{4 \sin(y/2)} \sin \alpha \sin(x - b - \alpha) \right\},
\]

where

\[
\alpha = \arctan a.
\]

The contribution to the input power from the fundamental components of voltage and current is then:

\[
P_{11} = \frac{m}{\pi} \int_0^n v_1 i_1 dx = \frac{4 P_{em}}{1 + a^2} \left\{ 1 - \frac{\pi a c}{4 \sin(y/2)} (\cos \beta + a \sin \beta) \right\}.
\]

If this is subtracted from the total input power (12) and the result is divided by the maximum output power (14), we obtain the normalized losses due to the higher harmonics:

\[
P_{hn} = \frac{P_1 - P_{11}}{P_{em}} = \frac{\pi}{2 \sin^2(y/2)} \left( y - a - \frac{\exp(-y/a) + \exp(-(-\pi - y)/a) - \exp(-\pi/a)}{1 + \exp(-\pi/a)} \right) - \frac{4}{1 + a^2}.
\]

This can also be expressed as a series:

\[
P_{hn} = \frac{4}{\sin^2(y/2)} \sum_{k=1}^\infty \frac{1}{(2n + 1)^2} \frac{\sin^2((2n + 1)y/2)}{1 + (2n + 1)^2a^2}.
\]

It is not immediately obvious that these two expressions are identical. The expression (24a) is obtained by expanding \( i_{ph} = (V_b/R)y \) as a Fourier series, where \( y \) is given by (10), and then solving

\[
1 \int_0^n \frac{1}{P_{em}} (i_{ph} - i_1)^2 R dx.
\]

**Fig. 6** shows \( P_{hn} \) plotted against the normalized speed \( a \) for various values of \( y \). The losses are a minimum at \( y_{opt} \), a quantity shown in fig. 7 as a function of \( a \). The curve of \( y_{opt} \) is obtained by computing the minimum of \( P_{hn} \) numerically from the relation \( dP_{hn}/dy = 0 \). Since \( y_{opt} \) only varies over a small range, a fixed value of \( y \) in this range gives an adequate approximation to the minimum losses from the higher harmonics for all speeds.

---

1. P. van Dijk, The optical sensors of the Netherlands astronomical satellite (ANS), II. The horizon sensor, Philips tech. Rev. 34, 213-217, 1974 (No. 8).
Locus diagram of the fundamental component of the current in the complex plane

If the contribution to the output power $P_0$ from the fundamental of the armature current is determined, the expression (13) is again obtained. This result indicates that the higher harmonics of the current $i_{ph}$ and of the voltage $v_{ph}$ make no contribution to the output power; it is not surprising, since the induced voltage is purely sinusoidal and only those harmonics of $i_{ph}$ and $e$ that are of the same frequency can make a contribution to the mean value

$$\frac{1}{\pi} \int_{0}^{\pi} e_{ph} \, dx.$$

Apart from the losses, therefore, the machine behaves as if it were driven by a purely sinusoidal a.c. voltage. For the description of its speed-dependent behaviour it is therefore convenient to use locus diagrams of the position vector representing the fundamental of the current in the complex plane. In this approach $v_1$ and $i_1$ are taken to be the imaginary parts of the complex quantities

$$v_1 = \text{Im}\{ \sqrt{2} V \exp j(x - b - \beta) \},$$

$$i_1 = \text{Im}\{ \sqrt{2} I \exp j(x - b - \beta) \}.$$ (26)

Here $V$ and $I$ are the complex r.m.s. values of the fundamentals of voltage and current:

$$V = V \exp j0,$$ (27)

which is real by definition, and

$$I = \frac{V}{R} \left\{ \cos \alpha \exp(-j\alpha) - \frac{\pi}{4 \sin(y/2)} \sin \alpha \exp j(\beta - \alpha) \right\}.$$ (28)

If $\cos \alpha$ and $\sin \alpha$ in (28) are expressed by means of complex conjugates and the expression is normalized with respect to $V/R$, we have the desired locus diagram of the complex current for varying $\alpha$:

$$Y = \frac{V}{V/R} = \frac{1}{2} \left( \frac{\pi}{8 \sin(y/2)} \sin(\beta + \frac{\pi}{2}) + \left( \frac{1}{2} + \frac{\pi}{8 \sin(y/2)} \exp j(\beta - \frac{\pi}{2}) \right) \exp(-j2\alpha) \right).$$ (29)

This is a circle with centre at

$$\left( \frac{1}{2} - \frac{\pi}{8 \sin(y/2)} \sin(\beta + \frac{\pi}{2}) - \frac{\pi}{8 \sin(y/2)} \cos(\beta) \right)$$

and of radius

$$\left( \left( \frac{1}{2} + \frac{\pi}{8 \sin(y/2)} \sin(\beta) \right) + \left( \frac{\pi}{8 \sin(y/2)} \cos(\beta) \right)^2 \right)^{1/2}.$$ (30)

Since, from (27), $V$ is real, the real part $Y_a$ of the normalized current ($Y = Y_a + jY_b$) is the active component, and the imaginary part the reactive component of the current. The curves of constant power in the complex plane can now be determined very simply from the well known relations:

$$P_{11} = mV I_a \quad \text{and} \quad P_0 = P_{11} - m(I_a^2 + \bar{I}_a^2)R.$$ (31)

If these expressions are normalized to $P_{om} = mV^2/4R$ (see (14) and (19)), so that

$$P_{11n} = \frac{P_{11}}{P_{om}} \quad \text{and} \quad P_{on} = \frac{P_0}{P_{om}},$$ (32)

then for the curves of constant normalized power:

$$Y_a = \frac{1}{4} P_{11n} \quad \text{and} \quad (Y_a - \frac{1}{4})^2 + Y_b^2 = \frac{1}{4}(1 - P_{on}).$$ (33)

The input power from the fundamental component is thus constant on lines running parallel to the imaginary axis; the curves of constant output power are concentric.
circles with the point \((\frac{1}{2},0)\) as centre. The circle representing the maximum power \(P_{on}=1\) coincides with this point since its radius is zero. The no-load power \(P_{on}=0\), and also the output power at rest \((a=0)\), both lie on the circle of radius \(\frac{3}{2}\).

Since the relations (32) contain no machine parameters their representation by straight lines and circles is universally applicable. For a given machine it is only necessary to draw the locus diagram (29). This circle diagram can be constructed very simply as follows. The centre \(M\) is found by measuring off a distance \((\pi/8)c/\sin(\gamma/2)\) along a line starting at \((\frac{1}{2},0)\) and at an angle \(\beta + \pi/2\) to the real axis. The radius of the circle is the distance from \(M\) to the point \((1,0)\), since in all cases this point represents locked-rotor operation \((a = \alpha = 0)\), as can easily be seen from (29). Since on the other hand, \(a = \tan \alpha\) becomes infinite for \(2\alpha = \pi\), the locus diagram for \(a > 0\) is a semicircle with the other end at \(Q\) (fig. 8).

To give a direct geometrical representation of the normalized speed \(a\), a unit length can be measured off along the straight line starting at \(Q\) and passing through the locked-rotor point \((1,0)\); the point at unit distance from \(Q\) then forms the zero of a scale for \(a\), constructed at right angles. Since the angle subtended at the centre by the chord between the locked-rotor point \((1,0)\) and the working point \(P\) is \(2\alpha\), from (29), the angle subtended at the circumference by the same chord must be \(\alpha\), by elementary geometry. From this it follows that a straight line through \(P\) and \(Q\) intersects the \(a\) scale at a distance \(\tan a = a\) from the zero.

If \(Q\) lies inside the circle \(P_{on}=0\), i.e. on a circle \(P_{on} > 0\), the machine can ‘run away’ (fig. 8). If \(Q\) lies outside this circle, i.e. at \(P_{on} < 0\), then the intersection of the locus of \(Y\) with the circle \(P_{on} = 0\) is the no-load point and the corresponding speed is the no-load speed \(a_0\) (fig. 9).

In this case it is frequently sufficient to measure the unit distance not from the point \(Q\) but from a closer point on the circumference. This is done in fig. 10. The speeds can then be read off for all working points up to the chosen reference point \(A\), but not for the points between \(A\) and \(Q\).

Efficiency

The equations derived above can now be used to give a simple calculation of the efficiency of the machine at any working point of the motor region \(P_{on} > 0\). From equations (32), the radius of a power circle is given by:

\[
r = \frac{3}{4} \sqrt{1 - P_{on}}.
\]

The normalized output power is therefore \(P_{on} = 1 - 4r^2\).

\[\text{[7] An essentially similar method has also been used by H. Schemmann for motors with the special characteristics } p = 1, m = 1, y = \pi. \text{ See H. Schemmann, Wirkungsgrad von kleinen zweipoligen Gleichstrommotoren mit dauer-
}\]

\[\text{magnetischem Läufer, Elektrotechn. Z. A 88, 225-229, 1967.}\]
For the efficiency we then have immediately:

\[ \eta = \frac{P_{on}}{P_{11n} + P_{hn}} = \frac{1 - 4r^2}{4Y_a + P_{hn}}. \]  

(33)

It is therefore only necessary to measure the distance \( r \) from the working point \( P \) to the point \((4, 0)\) and the perpendicular distance \( Y_a \) to the imaginary axis, and to read off in fig. 5 the losses \( P_{hn} \) due to the higher harmonics at the corresponding normalized speed \( a \). For example, for the working point \( P \) in fig. 10, we find the values \( a = 0.248, P_{hn} = 0.091, r = 0.387, Y_a = 0.114 \). The efficiency is \( \eta = 73.7\% \).

In fig. 9 the point \( P \) corresponds to a speed \( a = 0.343 \) and an efficiency of 13.6\%. Although such a low efficiency is hardly liable to produce overheating in small electric motors with losses of a few watts, this is of course not a very good working point to choose. The same output power \( P_{on} = 0.44 \) can also be achieved at a higher speed \( a = 1.64 \) at the point \( P' \), with a much higher efficiency (72.7\%). By choosing appropriate design dimensions or by introducing gearing it is always possible to save energy by operating the motor at \( P' \) instead of \( P \).

**A design criterion**

From the shape of the curves \( P_{11n} = \) constant and \( P_{on} = \) constant it can be seen that the minimum of \( P_{11n} \) lies on the real axis between 0 and \( \frac{1}{2} \) for all powers \( P_{on} > 0 \):

\[ P_{11n, \text{min}} = 2 - 2 \sqrt{1 - P_{on}}. \]  

(34)

It can also be seen from fig. 6 that \( P_{hn} \) falls off exponentially with increasing \( a \). These two facts are important in choosing a suitable working point. In the process of optimizing the design, however, they must always be considered in combination with other important conditions. These can differ considerably, depending on the application. Besides a high power-to-volume ratio it could for example be necessary to have a torque-speed characteristic with a particular slope at the working point. Such design problems can be solved with the theory presented here.

**Variation of the short-circuit interval**

So far \( \gamma \) has been taken as a constant quantity. But if, as mentioned in the introduction, the short-circuit interval is to be varied to control the speed or the torque of such a motor then \( \gamma \) would have to be a variable. Nevertheless, the theory developed so far remains valid in this case since the treatment has been confined to steady-state performance: the dynamic transient effects can then be ignored and it can be assumed that \( \gamma \) does not change within a half-period.

Curve (29) is of course no longer a circle but assumes a more complicated shape depending on the relation between \( \gamma \) and \( a \). If this relation is introduced into (17) and (29), the torque and the locus diagram for \( Y \) can be computed point by point; it is also possible to derive the curves by interpolation between a number of curves for fixed values of \( \gamma \).

It is necessary to bear in mind that \( \beta \) in this case is a function of \( \gamma \) (see 11). Since \( b \) remains constant, however, \( \beta \) can be eliminated from the equations of interest, (18) and (29). We then get:

\[ T_a = \frac{1}{1 + a^2} \left[ \cos b - \cos (\gamma + b) - a \left( \frac{\pi}{2} c - \sin b + \sin (\gamma + b) \right) \right], \]  

(35)

\[ Y = \frac{1}{8 \sin(\gamma/2)} \exp(-j(\gamma/2 + b)) + \left[ \frac{1}{8 \sin(\gamma/2)} \exp(-j(\gamma/2 + b)) \right] \exp(-j2a). \]  

(36)
In the previous treatment the powers and currents have been normalized to the quantities \( P_{om} \) and \( V \). When \( \gamma \) varies, these also vary. This does not affect the determination of the efficiency, but must be taken into account when calculating the actual power or current.

The control of the switching angle \( \gamma \) can be effected most simply by electronic delay of the control signal for the switching intervals \( I_2 \) and \( I_4 \) (see Table I), for example by using a monostable circuit.

Summary. In electronically commutated d.c. machines the periodic reversal of the armature current can be controlled electronically, e.g. by varying the short-circuit time or by interrupting the current. In this article a theory applicable to an important class of such machines is outlined; some characteristic features of this class are that the excitation flux in the stator coils is sinusoidal and that the electronic control is limited to a variation of the short-circuit time. For this case the behaviour of the machine can be set out in expressions in closed form. The torque-speed characteristics and expressions for the power are derived; in particular, a very simple graphical procedure is described for determining the efficiency from the position of the current vector in the complex plane and a general plot of the losses due to higher harmonics.
Scaling laws for electric motors

E. M. H. Kamerbeek

Economic comparison of different types of motor

In deciding which type of motor to use in a particular application the economics may be as important as the engineering. The operating costs, which normally have to be kept as low as possible, are mainly determined by the depreciation and the cost of energy. The first requires a low price per kilowatt of rating and a long life, the second requires a high efficiency.

The relative standing of a given motor type in such a cost comparison is strongly dependent on the (mechanical) output power required. Scaling-up is an advantage for all types, but for some types more than for others; moreover, each type has its own limitations on the range of scaling. One fairly general limitation is the magnetic saturation; this has its greatest effect in reluctance and hysteresis motors [1], in which it determines the limit beyond which scaling up is no longer beneficial. In motors with windings on the stator and rotor the magnetic saturation is also of significance, but effective cooling of the windings is a major problem. In motors with permanent magnets, the demagnetization effect comes into play when the scale is increased. If the permanent magnets are replaced by superconducting magnets the range of possibilities is considerably extended, but the high costs only permit an acceptable price per kilowatt of converted power in very large systems.

This article will present a very general comparison of the various types of motor [2], based on two figures of merit. When certain simplifications are introduced, the relation between these figures of merit and the various motor parameters can be expressed in simple formulae. These formulae also indicate the dependence of the figures of merit on the dimensions of the motor, and can therefore be regarded as scaling laws for the various types of motor.

Two figures of merit

As stated earlier, the user's main costs in the operation of a motor are the depreciation and the energy costs. The annual depreciation is equal to the initial price \( K \) divided by the number of years \( T \) over which the motor is written off. The annual energy costs can be written in the form \( \beta t P_d \), where \( \beta \) is the energy cost per kilowatt hour, \( t \) is the number of operating hours per annum and \( P_d \) is the power loss in kilowatts (this part of the electrical input power is dissipated in the motor; the rest is converted into mechanical power, and is made available at the shaft). The annual costs of using the motor are therefore:

\[
G = \frac{K}{T} + \beta t P_d.
\]

For simplicity we assume that the initial price of a motor is proportional to its volume \( V \):

\[
K = \alpha V.
\]

The value of the constant \( \alpha \) is not the same for all types of motor. To compare motors of different power ratings, it is necessary to determine the costs per kilowatt of output power:

\[
\frac{G}{P} = \frac{\alpha V}{T} + \beta t \frac{P_d}{P},
\]

where \( P \) is the mechanical output power. The factors \( \alpha T \) and \( \beta t \) are independent of the dimensions; the scale dependence is contained in the factors \( V/P \) and \( P_d/P \). Now let us introduce two figures of merit equal to the reciprocal of these factors:

\[
q_1 = \frac{P}{V} \quad \text{and} \quad q_2 = \frac{P}{P_d}.
\]

The larger these figures of merit, the lower the motor costs per kilowatt of converted power. The figure of merit \( q_1 \) is equal to the power-to-volume ratio; \( q_2 \) is related to the efficiency \( \eta \) of the motor by the equation \( q_2 = \eta(1 - \eta) \).

Instead of \( q_1 \) and \( q_2 \), we can also use the product \( q = q_1 q_2 \) and the ratio \( \lambda = q_1/q_2 \) as figures of merit. The product \( q \) is a (sometimes notional) maximum electromechanical power per unit volume, as determined by the electrical, magnetic and mechanical characteristics of the motor, since from the above

\[
q = \frac{P}{VP_d}.
\]

Let us consider a d.c. motor with permanent-magnet

excitation as an example. If we neglect the frictional and iron losses, the output power is given by

\[ P = I_r E_r \]

where \( I_r \) is the rotor current and \( E_r \) is the speed voltage or back e.m.f. Dissipation occurs only in the resistance \( R_t \) of the rotor circuit, so

\[ P_d = I_r^2 R_t. \]

It follows that

\[ q = \frac{I_r^2 E_r^2}{V I_r^2 R_t} = \frac{E_r^2}{VR_t}. \]

The figure of merit \( q \) is thus equal to the short-circuit power \( E_r^2/R_t \) per unit volume; the short-circuit power is the power dissipated in a motor when its terminals are short-circuited and it is driven externally, and is a characteristic quantity of the motor. If we write \( E_r \propto \omega_t \Phi_{rs} \), then \( q \) contains the speed of the motor (which is proportional to \( \omega_t \)) and the magnetic flux \( \Phi_{rs} \) that is produced by the permanent magnet and penetrates the rotor. The figure of merit

\[ \lambda = \frac{P_d}{V}, \]

which represents the power dissipated per unit volume, includes the thermal characteristics of the motor; \( \lambda \) depends on the permissible temperature rise and the cooling.

For a given value of \( q \), there is a certain value of \( \lambda \) corresponding to a minimum in the cost of operating the motor, since the expression for \( G/P \) given above, which can also be written in the form

\[ G = q^{-4} \left( \frac{\alpha}{T} \lambda^{-4} + \beta t^4 \right), \]

has a minimum at

\[ \lambda = \frac{\alpha}{\beta t T}. \]

The annual depreciation and the energy costs are exactly equal at this minimum. The quantity \( q \) determines the magnitude of the costs per kilowatt at this minimum, given the values of the external parameters \( \alpha, T, \beta \) and \( t \).

The figures of merit \( q_1 \) and \( q_2 \) depend on a number of parameters:
- the properties of the magnetic materials and the conductors,
- the angular velocity \( \omega_t \) of the motor shaft,
- the permissible increase in conductor temperature above ambient \( \Delta T \),
- the cooling coefficient \( c_k \) and
- the linear dimension \( L \).

In this article the relations between the figures of merit and these parameters will be given in the form of proportionality. For \( L \), these relations can be regarded as scaling laws. A linear increase in scale, with no change in the relative proportions, is assumed here; this is not completely in accordance with reality, but the changes in the relative proportions during scaling may be regarded as a second-order effect. The areas are therefore proportional to \( L^2 \), and the volumes to \( L^3 \).

This is of significance for the cooling. The simplified thermal balance applies here:

\[ P_d = c_k \Delta T \cdot A_k, \]

where \( A_k \) is the area of the cooling surface. If the power dissipated per unit volume \( \lambda \) is kept constant as the scale is increased, the requirement

\[ c_k \Delta T \propto L \]

follows. In practice, this requirement is at least partly met. The cooling coefficient \( c_k \) depends strongly on the cooling method used (radiation, natural or forced air cooling, water cooling). For small air-cooled motors \( c_k \) could be 20 W/m² °C, while for large turbo-generators with conductors with internal water cooling it could be 300 W/m² °C.

The two figures of merit \( q_1 \) and \( q_2 \), and their product \( \lambda \), do not vary in the same way with the material properties and the dimensions for all motor types. Motors are therefore divided into five classes according to construction and materials used, and the relation between the figure of merit and the parameters presented separately for each class.

For simplicity it is assumed here that the frictional and iron losses can be neglected in comparison with the losses in the conductors.

**Motors with a superconducting winding (class S)**

Although motors with a superconducting winding are still largely at the development stage, they should be mentioned first because their figures of merit are far superior to those of any other type of motor. The superconducting winding generates a constant magnetic field, in which a magnetic flux density of from 2 to 5 teslas can be reached; in non-superconducting machines, the effective flux density in the air gap is at most 0.8 to 1 tesla. The absence of iron in the superconducting magnet also makes the machines smaller and lighter; this is one of the reasons why they are being considered for marine applications. A type of motor that is very suitable for the application of superconductivity is the homopolar d.c. motor (see fig. 1). As mentioned earlier, only large units can be considered here, because of the expense of the construction and
the cooling system. Superconducting generators for a.c. current are being considered for powers exceeding 2 GVA, which could not be supplied from a conventional generator [3].

In the derivation of the relations for $q_1$ and $q_2$, the superconducting magnet can be simply characterized by the flux density $B_0$ at the active conductors. The energy taken by the cooling system is not taken into account. The active, uncooled conductors are characterized by the conductivity $\sigma$ of the metal from which they are made. The following proportionalities are found [4]:

\[
q_1 \propto \omega_0 B_0^2 (c_k \Delta T)^2 L^4, \\
q_2 \propto \omega_0^2 B_0^2 (c_k \Delta T)^{-1} L^4, \\
q \propto \omega_0^2 B_0^2 \Delta T L^2.
\]

If the dissipation per unit volume $\lambda$, which is equal to $q_1/q_2$, as we saw earlier, is assumed to be constant, then $c_k \Delta T \propto L$ and the following simplified relations are obtained:

![Fig. 1. Superconducting motor for marine use, supplied from a superconducting generator (in background). Both machines are of the homopolar type; the power is 1 MW. In this test arrangement the load is a water brake (in foreground). The cooling unit is in the white cabinet on the right. (Photo: International Research & Development Co. Ltd., Newcastle upon Tyne, England.)](image-url)
These relations show how important it is to have a high circumferential velocity ($\approx \omega_0 L$). A limit is set to this velocity by the strength of the material. The high value of $B_0$ obtainable with a superconducting magnet is also seen to be important.

Motors with permanent magnets (class P)

Motors with permanent magnets (which include synchronous motors and d.c. commutator motors) are excited by a constant magnetic field, like motors of class S. The same expressions can therefore be used for the $q$'s, with the difference that $B_0$ is now replaced by $B_p$, the flux density produced at the active conductors by the permanent magnet.

It is found in practice that there is a limitation with the larger permanent-magnet motors because the magnets are demagnetized when too-large reverse fields are generated by the active winding. For this reason, large d.c. machines are provided with compensating windings that oppose the rotor field. The limit to the increase in scale in the absence of a compensating winding is denoted by $L_{\text{max}}$.

The magnetic material is characterized by the second quadrant of the hysteresis curve, the 'demagnetization curve' (fig. 2). As a result of the demagnetizing effect of the ends of the magnet, the magnetic field $H$ in the magnet in the absence of an externally applied field is negative; the magnet therefore has its operating point $(H, B)$ in the second quadrant and it can be shown that:

$$B_0 \propto (-HB)^\frac{1}{2}.$$  

In static situations, as with loudspeaker magnets, the ideal operating point is one for which the product $-HB$ (the magnetic energy per unit volume) has a maximum value, so that the amount of magnetic material required can be minimized.

With motors, however, this is not the optimum situation, because the external fields are appreciable here. This is illustrated in fig. 3 with reference to a schematic developed view of a d.c. motor with a permanent-magnet stator. An external field $H_{\text{ext}}$ is superimposed on the field $H$ in the magnet, and this reinforces the demagnetizing field at some points. If the demagnetizing field exceeds the limiting field-strength $H_{\text{rev}}$, the magnetic polarization $J$ is reduced (see fig. 2, dashed line). When the external field is removed, the polarization does not return to its original value, and the original flux density is no longer obtained.

This can be prevented if the condition

$$|H_{\text{ext}}| \leq H - H_{\text{rev}}$$

is satisfied. Now $H_{\text{ext}} \propto J_I \tau$, where $J_I$ is the current

\[q_1 \propto \omega_0 B_0 \alpha \delta_1 L, \quad q_2 \propto \omega_0 B_0 \alpha \delta_2 L, \quad q \propto \omega_0^2 B_0 \alpha \delta_2 L^2.\]

Fig. 2. Solid curve: demagnetization curve for a permanent magnet. $B_I$ remanence. $H_c$ coercive force. Dashed curve: corresponding variation of the magnetic polarization $J$. $H_{\text{rev}}$ field-strength at which the polarization $J$ becomes zero. $H_{\text{rev}}$ limiting field-strength for reversible demagnetization.

Fig. 3. Schematic developed view of a d.c. motor with permanent-magnet stator. $N$ north pole. $S$ south pole. The magnetic field $H_{\text{ext}}$ excited by the rotor is added to the magnet's own demagnetizing field $H$ in the magnet. In the shaded region, the sum of these two fields exceeds the limiting field-strength $H_{\text{rev}}$.
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density in the conductors and \( \tau \) is the pole pitch. \( H_{\text{ext}} \) can therefore be limited by reducing the current density in the rotor or by choosing a larger number of poles.

This is related to the question of the optimum operating point \((H,B)\) for motors. Various opinions have been expressed in the literature \([6]\), but the problem has not yet been completely solved. The important point is the criterion chosen for the optimization, e.g. a maximum for \( q_1 \) or a minimum for \( \sigma \). If a maximum for \( q_1 \) is taken as the objective, then the basic relations are:

\[
q_1 \propto J_r L B_p \propto (H - H_{\text{rev}}) (-HB) L / \tau,
\]

from which it follows that for a given \( L \) and \( \tau \), the maximum value of \( q_1 \) is found at an operating point to the right of \((-HB)_{\text{max}}\).

The maximum linear dimension for uncompensated d.c. motors then follows from the restriction on \( J_r T \propto H - H_{\text{rev}} \):

\[
L_{\text{max}} \propto p^2 H_{\text{rev}}^2 / \sigma_0 \Delta T,
\]

where the number of pole pairs \( p \) has been used instead of the pole pitch. With given material properties and cooling, the dimensions or torque of the machine can therefore only be increased by increasing the number of pole pairs. However, there is a limit to this increase, since on reducing the pole pitch more lines of force will pass directly from pole to pole without going through the air gap twice.

Conventional motors with wound stator and rotor (class C)

The conventional motors with current-carrying conductors on both sides of the air gap include induction motors and most large synchronous and commutator motors. They all contain soft iron. The radial flux density in the air gap is limited by the magnetic saturation there. As long as the flux density has a value lower than the saturation value \( B_{\text{sat}} \), the following relations hold for the \( q \)'s \([6]\):

\[
q_1 \propto \omega_0 \sigma (c_k \Delta T)^{\tau / \delta} L,
q_2 \propto \omega_0 \sigma L^2,
q \propto \omega_0^2 \sigma^2 (c_k \Delta T)^{\tau / \delta^2} L^3.
\]

Here the ratio of pole pitch \( \tau \) to air gap \( \delta \) is an important quantity.

The saturation flux density is reached when the linear dimension exceeds the critical value:

\[
L_c \propto B_{\text{sat}}^2 / \sigma (c_k \Delta T)^{\tau^2 / \delta^2}.
\]

At saturation, other proportionalities hold for the \( q \)'s:

\[
q_1 \propto \omega_0 B_{\text{sat}} \sigma^4 (c_k \Delta T)^{2 L^4},
q_2 \propto \omega_0 B_{\text{sat}} \sigma^2 (c_k \Delta T)^{-3 L^4},
q \propto \omega_0^2 B_{\text{sat}}^3 \sigma L^3.
\]

These expressions are surprisingly similar to those for motors of classes S and P. Even when the saturation flux density is reached it is found that the figures of merit still increase with the dimensions so that scaling-up is still worth while.

Reluctance motors (class R)

Reluctance motors have soft magnetic material on both sides of the air gap, but a winding only on one side. The part without a winding (generally the rotor) has projecting poles on which the field in the air gap exerts forces that combine to give a torque. Reluctance motors are synchronous; they are often used as stepping motors.

Fig. 4 shows part of a developed view of a reluctance motor. It is assumed that the pole width is equal to half the pole pitch, and that all stator poles are simultaneously excited and form an alternating series of north and south poles. Reluctance motors — stepping motors in particular — generally have a large number of poles; the torque is at a maximum when \( \tau/2\delta \approx 4 \), and it is therefore assumed below that the ratio \( \tau/\delta \) is constant.

If the system is not magnetically saturated, the following proportionalities can be derived:

\[
q_1 \propto \omega_0 \sigma (c_k \Delta T) L,
q_2 \propto \omega_0 \sigma L^2,
q \propto \omega_0^2 \sigma^2 (c_k \Delta T) L^3.
\]

These are the same relations as for class C if \( \tau/\delta \) is assumed to be constant.
Magnetic saturation occurs above the critical dimension
\[ L_c \propto B_{sat}^2 / \alpha c_0 \Delta T. \]
This proportionality is derived in the same way as for conventional motors, with the reservation mentioned above. At magnetic saturation:
\[ q_1 \propto \omega r B_{sat}^2, \]
\[ q_2 \propto \omega r B_{sat} L^2, \]
\[ q \propto \omega r^2 B_{sat}^2 / \alpha L^2. \]
It can be seen that the power-to-weight ratio \( q_1 \) is independent of the size of the motor; scaling-up therefore gives no improvement in \( q_1 \). It is in fact easy to see that the torque \( T_{e0} \) of a reluctance motor is proportional to \( B^2 L^3 \) for a constant value of the geometrical parameter \( r \delta \), since the force acting on the rotor is proportional to the Maxwell stress \(^7\) and hence to \( B^2 \). The force is also proportional to the surface area of the rotor and since the torque is proportional to the radius of the rotor as well, it must be proportional to \( L^3 \). If the constant value \( B_{sat} \) is now taken for \( B \), then the power delivered \( \omega r T_{e} \) is proportional to the volume.

**Hysteresis motors (class H)**

Hysteresis motors do not usually have a winding on the rotor either. In this case, the rotor is made of material with a high magnetic hysteresis; the shape of the hysteresis loop has a great effect on the characteristics of the motor. The hysteresis motor is generally used as a synchronous motor, but it also develops a torque at speeds below the synchronous speed; it is self-starting.

The magnetic-hysteresis effects in a hysteresis motor are rather complicated: the magnetization vector not only alternates, but also rotates. Under these conditions, the hysteresis cannot be exactly calculated. In general, however, the rotor consists of a ring of hysteresis material surrounding a core. If the core is of a non-ferromagnetic material, then the lines of force in the ring are mainly parallel to the surface, so that the direction of the field is fixed and only its strength and polarity can vary; the magnetization is almost entirely alternating. If on the other hand the core is made of a material with a much higher permeability than the hysteresis material, the lines of force are largely perpendicular to the surface of the ring; here again the direction of the field is fixed, and the magnetization alternates. Both constructions are found in practice; their common characteristic is that the magnetization produced is mainly alternating, and we shall assume in the following that this is the case.

The losses in the rotor will then be proportional to the area enclosed by the hysteresis loop. If the material is saturated this area is \( A_{h_{\text{max}}} \). If not, the hysteresis describes a smaller loop; if the magnetic field-strength has a peak value \( \tilde{H} \), the area of the loop will be given approximately by \( A_s \approx A_{h_{\text{max}}} \tilde{H}^2 / H_{\text{max}}^2 \). The area \( A_{h_{\text{max}}} \), which is characteristic of the material, may be assumed to be proportional to the product \( B_{r} H_{e} \), and \( H_{\text{max}} \) proportional to \( H_{e} \) (see fig. 5).

![Hysteresis loop](image)

**Fig. 5. Hysteresis loop, with the quantities \( B_{max}, B_{r}, H_{\text{max}} \) and \( H_{e} \).**

If the stator field is sinusoidal, as we assume here, then the torque of the hysteresis motor is proportional to the hysteresis losses in the rotor \(^6\). It follows that if magnetic saturation does not occur, the following relations apply for the figures of merit of a two-pole motor:
\[ q_1 \propto \omega r \sigma (c_h \Delta T) \frac{B_{r}}{H_{e}} L, \]
\[ q_2 \propto \omega r \sigma \frac{B_{r}}{H_{e}} L^2, \]
\[ q \propto \omega r^2 \sigma^2 (c_h \Delta T) \left( \frac{B_{r}}{H_{e}} \right)^2 L^3. \]

---


\(^{[8]}\) E. M. H. Kamerbeek, Torque measurements on induction motors using Hall generators or measuring windings, Philips tech. Rev. 34, 153-162, 1974 (No. 7).
If the material is saturated, these relations become:

\[ q_1 \propto \omega I B_0 H_e, \]
\[ q_2 \propto \omega I (B_0/H_e) L^2, \]
\[ q \propto \omega I B_0^2 L^2. \]

This happens when a critical dimension

\[ L_c \propto H_e^2 / \delta_0 K \delta T \]

is exceeded. As in the case of the reluctance motor, the power-to-weight ratio \( q_1 \) of the hysteresis motor does not increase with the volume. This is easy to understand, since the hysteresis losses, and hence the torque, are proportional to the volume of the rotor. However, the power-to-weight ratio does increase with the area of the hysteresis loop. To obtain a large value of \( q_2 \), it is found to be advantageous to use a material with a large value of \( B_0/H_e \), i.e. with a tall and thin hysteresis loop.

Conclusions

To provide a good overall picture of the situation, the scaling laws for the three \( q \)'s are plotted in fig. 6a, b and c, on the assumption that \( \delta_0 K \delta T \propto L (\lambda \text{ constant}) \); the scales are logarithmic. This figure is idealized, and is only intended to give a qualitative picture. The discontinuities in some of the curves occur at the critical dimension \( L_c \) above which magnetic saturation occurs; in practice, this will happen at an external motor diameter of between 5 and 15 cm. The discontinuity in the curves for class C is situated more to the right than for class R, because the critical dimension is proportional to \( (\delta_0)^2 \), and conventional motors often have a larger air gap than reluctance motors. The discontinuity in the curves for hysteresis motors is even further to the right, because the hysteresis material has a much lower permeability than soft iron, so that the flux density does not reach saturation so quickly. However, it should be pointed out that these are general considerations; there are exceptions. The initial and final points of the curves give an approximate idea of the power ranges for which the different types of motor are best suited.

A number of conclusions can be drawn:

- For all classes of motor, \( q_1 \propto \omega I \), \( q_2 \propto \omega I \), and \( q \propto \omega I^2 \). Increasing the speed is thus an important way of reducing the costs of the energy conversion. The circumferential speed is limited in practice to about 200 m/s; this limit is only approached in turbogenerators, but then the rotor has to be forged in a single piece to make it strong enough. As might be expected, bearing problems arise at these high speeds.

- Classes S and C are superior for very large motors. The \( q \)-values for class S are higher than for class C, because of the high flux density \( B_0 \) (2 to 5 T).

- All classes except S are of interest for small motors. For small and very small motors, the power-to-weight ratio and efficiency are better in class P than in classes C, R and H.

The scaling laws for class P resemble those for class S. This is not really surprising, since a permanent magnet can be regarded as a superconducting magnet.

![Fig. 6. Variation of the figures of merit with the linear dimension L. The discontinuity in some of the curves occurs at the critical dimension \( L_c \) at which magnetic saturation starts. a) The power-to-weight ratio \( q_1 \), b) the figure of merit \( q_2 \), which is related to the efficiency, c) \( q \), the product of \( q_1 \) and \( q_2 \).]
at room temperature. However, class P motors are subject to magnetic limitations: it would be desirable to have higher values of $B_r$, $H_0$ and $H_{\text{max}}$ without too great an increase in the cost of manufacture. If this were possible, uncompensated class-P motors could be made even larger. It is true that some of the compounds of cobalt with the rare-earth metals do have excellent magnetic properties, but these compounds are still so expensive that they can only be considered for miniature motors.

- Class R motors have a high power-to-weight ratio $q_1$ at only moderately large dimensions. If they are given a large number of pole pairs for optimum design, they require high-frequency a.c. current for normal speeds. The savings arising from the high power-to-weight ratio are completely or partly absorbed by this requirement. These motors are widely used as stepping motors, where a more complicated power supply is necessary anyway.

- The hysteresis motor has a reasonably high efficiency, but its power-to-weight ratio is always lower than that of a permanent-magnet motor. While a hysteresis rotor does behave like a permanent magnet at the synchronous speed, it is a permanent magnet with a lower $H_0$ than that of hard magnetic material. This means that more magnetic material is necessary for a given output power.

- In motors of classes R and H, but not in the other types, the power-to-weight ratio $q_1$ does not increase above the critical dimension $L_0$. This is because these motors only have a winding on one side of the air gap. The forces on the part without a winding depend only on the flux density in the rotor material, which reaches a limit at the saturation flux density. On scaling up beyond $L_0$, the ratio $q_1/q_2$ becomes steadily worse; the motors become very heavy compared with those of other types. This makes the purchase price high, so that these motors are uneconomical, despite their high efficiency.

Summary. Besides the technical requirements, costs are also important in determining the best type of motor for a given application. The costs can be divided into two groups, one relating to purchase, the other to consumption of energy. Two figures of merit corresponding to the two groups are defined. The motors are divided into five classes, and the variation of these two figures of merit with a number of parameters, in particular the dimensions of the motor, is shown for each class. The scaling laws derived in this way are different for the different classes of motor: some motors give optimum performance at large dimensions, others at small ones. In some classes, magnetic saturation of the iron or demagnetization of permanent magnets sets a limit to the scaling range.
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Boron filament: a light, stiff and strong material

A. C. van Maaren, O. Schob and W. Westerveld

Philips produce tungsten wire in large quantities for their incandescent lamps. Tungsten wire is also ideally suited as a core for boron filament, which has attracted increasing attention in recent years as a basis for strong, stiff and light structural materials. It is therefore not surprising that Philips have also given serious thought to the production of boron filament. Research carried out at the Central Laboratories of the Lighting Division has created knowledge that makes it possible to produce boron filament of very high quality. Boron filament is approximately as strong as the strongest steel wire, twice as stiff and three times as light. By embedding it with the appropriate orientation in an epoxy resin, a structural material is obtained which combines high strength and stiffness with low weight. The boron wire made by Philips has been used in an experimental section for the cargo-hold door of a future space shuttle.

Introduction

Houses, cranes, gears and innumerable other large and small structures have to be not just strong but also stiff. The suspension bridge built over the Menai Strait in Wales between 1819 and 1826 is strong but was originally not stiff enough: it swayed so much in gales that the horses pulling the mail-coach could not keep their feet. It was later stiffened and is still in use, carrying modern traffic[1].

Strong and stiff structures require strong and stiff materials such as steel. In the last twenty or thirty years engineers have been concerned with discovering or devising materials that are also light. The importance of this last property becomes obvious when we consider that in many bridges, cranes and vehicles the main load carried is the actual weight of the structure itself; they are in fact much heavier than their useful load. The need for light and strong materials is even more vital in aircraft and spacecraft.

It is now possible to make materials that are just as strong and stiff as steel but considerably lighter. These are the modern reinforced materials sometimes referred to as fibre or filament composites. They consist of oriented strong and stiff filaments of one material in a matrix of another tougher and more flexible material. The situation is thus the reverse of that in traditional reinforced materials such as reinforced concrete and

glass-fibre-reinforced polyester, where the bars and fibres are in fact tougher than the matrix.

Only a few types of fibre or filament are suitable for modern composites, and boron filament is one of these. In its single-crystal form boron is, after carbon (diamond), the element with the highest strength and stiffness. Like diamond, however, it is also brittle and cannot be drawn into filaments. Boron filament is therefore a composite (a 'clad wire'), formed by depositing boron on a wire core. Because of the high temperature necessary for this process, the choice of core material is very limited; as a rule, tungsten is used.

Philips are interested in boron filament, partly because the company itself produces large quantities of tungsten wire and partly because of the importance that Philips also attach to materials that are strong, stiff and light. Some of the components in production machinery, for example, are subjected to large forces and accelerations. To acquire experience in this field we undertook an investigation into the making of boron filament with a tungsten core. The knowledge gained has enabled us to produce boron filament of previously unequalled quality quickly and reproducibly on a laboratory scale.

This investigation forms the chief topic of the present article. It is preceded by an introduction dealing with the concepts of strength and stiffness, the effect of faults in the material on strength, and strong filaments and filament composites. The article ends with a description of how boron filament is made into a structural material and some examples of its application.

Strength and stiffness

Strength and stiffness are easily defined in the case of a test bar in tension. If the bar is subjected to a steadily increasing tensile load, strain first occurs, followed eventually by fracture (fig. 1). To begin with, the deformation is elastic: the bar returns to its original state when the load is removed. The strain $e$, i.e. the relative extension $\Delta l/l$ of the rod, and the tensile stress $\sigma$ are proportional to each other (Hooke's law):

$$\sigma = Ee.$$  (1)

The proportionality constant $E$ is the 'stiffness' or 'Young's modulus' of the material. Beyond a certain extension the deformation becomes plastic: the bar no longer returns to its original state when the load is removed. The tensile strength of the material ($\sigma_0$) is the tensile force at which the bar finally breaks, divided by the original cross-sectional area.

A material can also be subjected to a shear stress, and a stiffness constant and a strength can likewise be defined for that situation.

The important point about the new materials, just as for steel, is that they can be loaded heavily in tension. Materials that can accept compressive stress — such as stone or concrete, which are strong in compression but weak in tension — have been freely available since ancient times. We shall therefore confine the rest of our discussion to tensile-load situations.

Strength of materials in theory and practice

The strength found in a perfect single-crystal bar subjected to a homogeneously distributed tensile stress ought to depend entirely on the strength of the chemical bond between the atoms. A measure of this bond strength is the surface tension $\gamma$ (surface energy per unit area). It can be shown that the 'theoretical tensile strength' $\sigma_{th}$ is given approximately by:

$$\sigma_{th} = \sqrt{E\gamma/a},$$  (2)

where $a$ is the distance between two adjacent crystal planes, at right angles to the direction of tension, which will be separated when the bar breaks.

The surface tension — a familiar concept and an easily measured quantity for liquids — is a quantity that can also be estimated reasonably well for solid substances [3].

In the simple theory from which (2) was derived $\gamma$ is proportional to $E$, so that $\sigma_{th}$ is proportional to $E/\sqrt{a}$. Materials that are both stiff and light ($E$ large, $a$ small) should therefore also be strong — an interesting conclusion in view of the need for strong and stiff mat-
erials that are also light. There are a number of elements in the second and third periods of the periodic table, or compounds of these elements, e.g. B, C, B₁₂C, SiC, Si₃N₄, BN, AlN and Al₂O₃, which are light and very stiff. The strength of the chemical bond in these substances is also apparent from their high melting points.

Equation (2) can be derived from some very simple arguments[3] based on principles put forward by A. A. Griffith in about 1920. If a bar is stretched, we add to it a strain energy of $\frac{J}{\alpha d}$ per unit volume. Since we are only concerned with an order-of-magnitude calculation here, we shall assume for simplicity that Hooke's law continues to apply until the bar breaks. We then have: $\frac{J}{\alpha d} = \frac{1}{2} \sigma^2 = \frac{1}{4} \sigma_0^2 E$. The strain energy between two crystal planes is thus $\frac{J}{\alpha d} \frac{E}{\alpha}$ per unit area. As soon as this energy starts to exceed the surface energy $2\gamma$ of two fracture planes the bar will break. From this we obtain equation (2) but with a factor of 2 before the root sign. Closer examination shows that the correct factor in front of the root sign also depends on the type of bond in the material[4].

In spite of the theoretical predictions, the light and stiff materials B, C, B₁₂C, etc., in their normal forms are practically incapable of withstanding tensile loads. The strengths of other materials measured in practice also remain far below the theoretical values given by equation (2). The theoretical strength $\sigma_0$ for steel is about 30 000 N/mm². The strength of ordinary commercial steels is only 500 N/mm², and that of very strong steels (piano wires) 3000 N/mm².

In about 1920 A. A. Griffith[5] showed from an experiment on thin glass fibres that the theoretical strength is not simply a fictitious quantity. For the theoretical strength of glass he obtained a value of about 15 000 N/mm². That of ordinary glass is about 200 N/mm². Thin, newly drawn glass fibres, however, are far stronger, and Griffith found that as his fibres got thinner they also got stronger. Extrapolation to zero thickness gave a value of 12 000 N/mm², which is not so very far below the theoretical value.

The weakness of brittle materials such as glass, boron and sapphire in their usual form must be ascribed to the notch effect from scratches on the surface, cracks on the inside or, more generally, any irregularity in the material. If a bar in tension contains a notch (fig. 2), the stress is not homogeneously distributed but is much greater at the edge of the notch than the average stress (stress concentration). Once the theoretical strength is reached at this edge, the material breaks there, the stress concentrates at the new edge, the material breaks there again, and so the process continues. Griffith calculated that a brittle bar with internal disc-shaped cracks at right angles to the direction of tension has a strength $\sigma_0$ given by:

$$\sigma_0 = \sqrt{\frac{E\gamma}{c}},$$

(3)

where $c$ is the radius of the largest disc[6]. If $c$ is one atomic spacing, $\sigma_0$ is equal to the theoretical strength $\sigma_{th}$. Cracks of only 100 atomic spacings in Griffith's model will decrease the strength by a factor of 10.

In glass the sensitive place is its surface: if the surface is carefully protected from damage, glass can be stronger than the strongest steel. Extreme strengths are found in whiskers. These are thin, needle-like single crystals (e.g. of Al₂O₃, SiC or graphite) in which, because of the reduced volume, the probability of irregularities is extremely small.

In metals an entirely different mechanism is responsible for failure to attain the theoretical strengths. Since the metal bond is relatively omnidirectional in nature, atomic surfaces can slide relatively easily in relation to each other through the movement of dislocations. Under load, metals therefore often exhibit marked plastic deformation (flow) before they break: they are to a greater or lesser degree ductile. Metal whiskers are also relatively strong owing to the absence of dislocations. In boron, graphite and the other light, stiff, non-metallic materials mentioned, dislocations cannot move.

because of the covalent and hence markedly directional nature of the atom bonds.

However, while ductility is the weak feature of a metal, it is also its great advantage, since the cracking process is halted as soon as it occurs because plastic deformation evens out the stress concentrations at the edge of the crack before local fracture occurs.

Plastic deformation (flow) and brittle fracture (propagation of cracks) are theoretically possible in any material. Which of the two processes occurs in a particular case will largely depend on the temperature and the nature of the deformation.

Strong filaments and filament composites

The glass fibres and whiskers referred to above furnish striking examples of the fact that materials attain their greatest strength in the form of thin filaments. In a nutshell, this is because it is only in this form that the perfect state can be very closely approached. This more or less perfect state may be monocristalline (whiskers), polycristalline (graphite filament) or amorphous (glass, boron filament).

The production of very strong materials must therefore be based on filaments and boron filament is one of the types now under investigation. To illustrate the properties of boron filament we have compared its strength $\sigma$ and stiffness $E$ with those of some other strong filaments and fibres in Table I. The specific strengths $\sigma/\rho$ and specific Young's moduli $E/\rho$ are also shown ($\rho$ is the density). These are appropriate figures of merit for assessing the quality of strong, light and stiff materials.

Steel is a good, if not the best, representative of metal filaments. It is strong and stiff but heavy. Tungsten and molybdenum are just as strong, considerably stiffer but also much heavier. Of the metal filaments, beryllium [7]

![Fig. 3. Fracture surface of a boron-epoxy composite. The fracture clearly started at the filaments. It can also be seen that the adhesion between the filaments and the matrix is very good.](image)

<table>
<thead>
<tr>
<th></th>
<th>$\sigma$ $10^3$ N/mm²</th>
<th>$E$ $10^3$ N/mm²</th>
<th>$\rho$ $10^3$ kg/m³</th>
<th>$\sigma/\rho$ Nm/kg</th>
<th>$E/\rho$ $10^3$ Nm/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>4.2</td>
<td>2.1</td>
<td>7.8</td>
<td>5.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Beryllium</td>
<td>1.3</td>
<td>2.4</td>
<td>1.8</td>
<td>7.0</td>
<td>13</td>
</tr>
<tr>
<td>Quartz glass</td>
<td>6.6</td>
<td>0.73</td>
<td>2.2</td>
<td>30</td>
<td>3.3</td>
</tr>
<tr>
<td>Graphite</td>
<td>2.5</td>
<td>2.1</td>
<td>2.0</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>Boron</td>
<td>3.0</td>
<td>3.8</td>
<td>2.6</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>SiC whiskers</td>
<td>21</td>
<td>4.9</td>
<td>3.2</td>
<td>66</td>
<td>15</td>
</tr>
</tbody>
</table>
also merits some attention because it is so light; unfortunately it is toxic and very expensive. Glass fibres are strong and light but not stiff. The quartz-glass fibre included in the Table is the strongest of the glass fibres.

Of the filaments that are strong, stiff and light, graphite filament and boron filament are the only ones now being tested on a wide scale for various aeronautical and aerospacial purposes. Like boron, graphite cannot be drawn into filament. Graphite filaments are obtained by heating filaments of organic material in an inert atmosphere under a tensile load and thus carbonizing them \(^8\).

Whiskers are by far the strongest form of any material. However, unlike steel or boron filament, they cannot be made in lengths exceeding several centimetres; this means that special processing is required, which will not be discussed here.

Construction with individual filaments is difficult. Structural elements — strips, sheets, struts, tubes — can be produced by embedding the filaments in another material, the carrier or matrix. In the resultant 'composite' the matrix protects the filaments or fibres from damage and also ensures that forces are distributed evenly over the filaments. The maximum advantage can be derived from the filaments if they are kept parallel and as close as possible to each other over the entire length of the structural element by a strongly adhesive matrix. The resultant elements are strong and stiff in one direction and can be combined to form units that are strong and stiff in a number of directions. Epoxy resin is a suitable matrix for boron filament, largely because the adhesion is so good (fig. 3).

The similarity between modern composites and the older ones such as reinforced concrete or glass-fibre-reinforced polyester is only superficial. The now generally accepted designation of 'reinforced materials' for the modern composites is not in fact a very appropriate one, since these are not really materials that are reinforced by filaments — like reinforced concrete — but very strong filaments embedded in a matrix. Moreover, the wires or bars in older materials often act as 'crack-stoppers': cracks in the matrix stop short at the filaments. The original rather brittle materials thus acquire a certain toughness. In modern composites, on the other hand, the matrix is usually tougher than the filaments which are not intended to stop cracks. This difference can clearly be seen if we attempt to break glass-fibre-reinforced polyester and a boron-filament/epoxy composite. Since glass has a relatively large strain and boron filament relatively little strain, the fracturing process starts from the matrix in the first material and from the filaments in the second (see fig. 3).

The manufacture of boron filament

Boron filament is made by heating a tungsten wire electrically in a gas mixture containing a boron compound. The gas reacts at the wire and deposits boron on it. In our investigations we used wire temperatures ranging from 950 °C to 1320 °C and a gas mixture of H\(_2\) and BC\(_3\). The reaction at the wire produces both solid boron and gaseous HCl. Only about 10% of the expensive BC\(_3\) is converted to boron in this reaction. Efficient recovery of the unused BC\(_3\) lowers the cost of boron filament considerably.

Our best results were obtained with a continuous production process in which the tungsten wire first passes through a reduction chamber and then through two boron-deposition chambers. The wire is electrically heated; the mercury traps (M) also provide contact with the wire. The wire is cleaned in the reduction chamber and boron is deposited on it in the subsequent two chambers. B the finished boron filament.

\[\text{H}_2 + \text{BC}_3 \rightarrow \text{B} + \text{HCl}\]

\(\text{H}_2 + \text{BC}_3 \rightarrow \text{HCl}\)

\(\text{B} + \text{HCl}\)

---

\[^7\] N. P. Pinto and J. P. Denny, Metal Progress 91, No. 6, 107, June 1967.

\[^8\] M. M. Tang and R. Bacon, Carbon 2, 211 and 221, 1964.

Fig. 5. A battery of boron-deposition reactors in which boron filament was produced continuously for several months.
surface of the tungsten wire. The chambers are sealed to the gas mixtures by mercury traps through which the tungsten wire passes. These traps also act as the electrical connections for the heating current. The current, and hence the temperature of the wire, can thus be adjusted separately for each chamber. The diameter of the incoming tungsten wire is usually 12.5 µm and that of the outgoing boron filament 100 µm.

There are three vital factors involved in this process: the variety of the boron modifications, the manner in which the boron coating begins to form and grows, and the formation of tungsten borides in the core. We shall now refer to these factors in explaining how to obtain the best boron filament.

Boron modifications

The surface of a strong boron filament has a 'corn-on-the-cob' structure (see the photograph on the title page). Examination of the boron wire by X-ray diffraction shows that the boron is practically amorphous, with no diffraction lines. This modification is metastable, tending to change to a crystalline modification with poor mechanical properties (fig. 6). Below 300 °C the rate of change is completely negligible, so that there is no danger of recrystallization if the finished filament is not used above that temperature. However, at a temperature of 1000 °C the filament would recrystallize within a minute.

Our investigations revealed that in the production of boron filament there is a critical temperature for the wire. Below this temperature only the desired amorphous form occurs, while above it the unwanted crystalline modification also occurs. With the wire stationary the critical temperature is 1000 °C. In a system in which the wire moves the critical temperature is higher and increases with the speed of the wire. Fig. 7 shows the combinations of wire temperature and processing rate that were necessary to produce filament of a particular diameter in one of our experimental boron-deposition chambers. Filaments formed in the region above the dashed line are relatively weak and include patches of an abnormal structure (fig. 8) where the material has recrystallized. The explanation for this connection between critical temperature and wire speed is evident: the boron is obviously deposited in the amorphous condition and the faster it is removed from the chamber, the higher the permissible temperature.

**Fig. 8.** The surface of a filament formed at a temperature above the critical temperature (the grey region in fig. 7). The boron in the patches of different structure is crystalline (β-rhombohedral).
In our tests with various boron-deposition chambers we found no conditions in which strong amorphous boron could be obtained at a wire temperature exceeding 1320 °C.

The fact that the critical temperature increases with increasing wire speed is of great importance in practice, because the strongest wires are obtained at the highest temperature (below the critical temperature, of course), and the temperature may clearly be high if the wire speed is high enough. Running the wire faster will also speed up the production and hence reduce costs.

Nucleation and growth of nodules

The creation of a corn-on-the-cob structure like that shown in the title page, with large nodules, probably takes place in the following way. When a particular part of the wire enters the boron-deposition chamber, boron nuclei form at its surface. These grow in all directions until they cover the entire surface of the wire, and then they all grow in a radial direction until that part of the wire leaves the chamber. Every nodule is derived from a single nucleus.

Impurities in the surface of the wire or in the gas mixture lead to irregular formation of nuclei and hence to 'activated' growth of nodules (fig. 9). Appreciably larger smooth nodules then form at the surface (fig. 10). Filaments in which this development is observed are always relatively weak (σ1 less than 1500 N/mm²). Flaws of this kind can be avoided by carefully cleaning the wire and the gas mixture beforehand.

In general, a higher formation temperature produces a stronger filament. The filament in fig. 11a was made at 1230 °C and has a tensile strength of 4000 N/mm². The one in fig. 11b was made at 970 °C and its tensile strength is 1500 N/mm². The weaker of these two nodules does not have the large perfect nodules of those seen on the title page, but a finer structure. The explanation is simple. It can be seen in fig. 7 that for the same processing time thicker filaments are formed at higher temperatures, i.e. the growth rate increases with temperature. If the number of nuclei formed per second is approximately constant, the growth of nodules at a low temperature will not keep pace with the formation of nuclei and growth will therefore keep starting again from new nuclei. If the gas mixture contains too much BCl₃, filaments of the type illustrated in fig. 11b are also formed at high temperatures; the rate at which nuclei form is evidently faster in that case.

The filament temperature must therefore be as high as possible provided it does not exceed the critical temperature; in other words, it should be just below the critical temperature. If for example a boron filament of diameter 100 µm is to be made from a tungsten wire of diameter 12.5 µm, it is impossible to achieve this, even approximately, for all parts of the growing filament if the process is limited to a single boron-deposition chamber. This is because boron is a conductor at the high temperatures necessary here, so that the current density and hence the temperature in the thick filament at the lower end of the chamber would be much lower than in the thin filament at the top. It would therefore be impossible to deposit good-quality filament at the top and bottom of the chamber simultaneously. This is why the process is split up between two boron-deposition chambers (see fig. 4); the layer typically grows in diameter from 12.5 to 40 µm in the first and from 40 to 100 µm in the second.

Formation of tungsten borides in the core

The strength of a filament in which these various defects (figs. 8, 9, 10 and 11b) have been successfully avoided is determined by the core. During the production of the filament a transition area of tungsten borides is formed between the tungsten core and the boron layer, and in a broken boron filament it...
is often possible to distinguish radial cracks that have obviously been initiated in this region (fig. 12).

The negative influence of the core has been clearly demonstrated by tests in which extremely high tensile strengths (7000-11 000 N/mm²) have been attained by etching the core away [9].

By etching layer after layer from filaments and carrying out X-ray-diffraction analyses after every etching, we have found that the transition zone contains the entire range of tungsten borides — W₂B, WB, W₂B₅, and WB₄. As would be expected, the W₂B occurs close to the tungsten core, the WB₄ close to the boron layer.

The boride W₂B behaves rather differently from the others. If 2W is made to react with B to form W₂B, the atomic volume increases by no less than 50% [10]. Thus when W₂B forms, the core expands and easily causes cracks in the boron coating. When the other borides are formed, the atomic volume decreases by about 20% or less. Here the contraction of the core tends to pull the boron coating more tightly together, until it separates: this improves the strength of the filament. The absence of W₂B in the cores of very strong filaments confirms this.

As long as there is some tungsten remaining in the core the whole series of borides will continue to be formed during the production of the filament. Consequently, to eliminate the W₂B, the formation of borides must be allowed to continue until first the tungsten and then the W₂B have completely disappeared. This means that the process temperature must be made as high as possible and the processing time as long as possible within the range permitted by the conditions discussed above.

In principle, the elimination of the W₂B can be made more effective by starting with a very small quantity of tungsten, i.e. with a very thin wire. We made boron filaments starting from tungsten wires of various diameters and tested the resultant tensile strengths. The thickness of the finished boron filament was chosen in each case to give a density of 2.6 g/cm³. The results are shown in Table II. The filaments are indeed stronger with thinner substrate wire. Unfortunately, 6-μm diameter tungsten wire is so much more expensive than the usual 12.5-μm wire that the increased strength can only be obtained at appreciably higher cost.

Table II. Tensile strength σₖ of boron fibre as a function of the diameter of the tungsten substrate wire (Øₜ). The diameter of the boron filament (Ø₉) is selected in each case to make the density of the finished filament equal to 2.60 x 10³ kg/m³.

<table>
<thead>
<tr>
<th>Øₜ (μm)</th>
<th>Ø₉ (μm)</th>
<th>σₖ (10⁸ N/mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>50</td>
<td>4.75</td>
</tr>
<tr>
<td>8.9</td>
<td>70</td>
<td>4.09</td>
</tr>
<tr>
<td>12.5</td>
<td>100</td>
<td>3.75</td>
</tr>
<tr>
<td>18</td>
<td>150</td>
<td>2.90</td>
</tr>
</tbody>
</table>

We also approached the boride problem in quite a different way — by depositing a layer of SiC on the tungsten wire ahead of the boron, thus forming a diffusion barrier between the tungsten and the boron. We did indeed manage to eliminate boride formation completely, but we were unable to deposit a layer of good-quality boron on the SiC.

The strength of boron filament

The tensile strengths that we find in the filaments we have produced can be divided into three ranges clearly associated with the factors discussed above. The very weak filaments containing crystalline boron (fig. 8) will not be considered here.

We find tensile strengths of less than about 1500 N/mm² mainly in filaments in which activated, irregular growth has occurred (fig. 9). This appears as large smooth nodules at the surface (fig. 10), and can be attributed to irregularities such as thickness variations in the substrate wire or contamination on the substrate or in the gas.

We find tensile strengths between about 1500 and 3200 N/mm² mainly in filaments of the type illustrated in fig. 11b, in which, for some reason or other, nodule growth has lagged behind the formation of the nuclei, so that a perfect corn-on-the-cob structure is not obtained.

Finally, in filaments that are stronger than 3200 N/mm² the strength is limited principally by crack formation starting from the core as a result of the formation of tungsten borides. In the strongest filaments there is no W₂B in the core, as we saw earlier.

To summarize, we have successfully produced strong boron filament of homogeneous quality, on a laboratory scale, in a continuous process in reactors with two boron-deposition chambers. Flaws of the kinds illustrated in figs. 8, 9, 10 and 11b were avoided in the process by starting from tungsten wire with a thoroughly clean and smooth surface, and by a correct choice of the temperature, speed of the wire and composition of the reaction gas. The strength of the filament then obtained is at least some 3200 N/mm². We can also make filaments of appreciably greater strength (about 5000 N/mm²) reproducibly, but only at much greater cost because of the much more expensive 6-µm tungsten wire that then has to be used.

Incorporating boron filament in composites

As stated earlier, epoxy resin is a suitable matrix for boron filament. A composite can be made from these two component materials in two stages. The first consists in making strips one filament thick, known as 'pre-pregs'. These are formed by passing the filament through a resin solution and winding it round a drum with a spacing of about 20 µm between turns (fig. 13). When the desired number of turns have been formed on the drum, a thin piece of woven glass-fibre is applied to provide the necessary lateral adhesion and make the pre-pregs into strips that can be handled easily. The resin is then cured by gently heating the drum. Finally, the pre-preg is cut through at right angles to the filaments and removed from the drum.

The next stage is to combine pre-pregs to form laminates. They are stacked in the desired fashion and the resin fully cured under pressure. If the pre-pregs are stacked with the filaments all in the same direction,
a laminate is obtained that is extremely strong and rigid in one direction. The strength and stiffness can be ‘spread’ over a range of directions by stacking the successive pre-pregs with their filaments at an angle, usually a right angle. Since the pre-pregs are very flexible, laminates of a great variety of shapes can be made from them (fig. 14).

If it is desired to make objects with circular symmetry such as pressure cylinders, rods or shafts from composite materials, the resin-impregnated filament is sometimes wound directly in a number of successive layers on a jig of the desired shape (filament winding).

Examples of application

We will now briefly describe a few applications of our boron filament.

Interest in modern filament composites is almost entirely confined to the aerospace industry, because of their high cost. Most of our filament has also been made for that application. The international space-research programme includes the construction of a space laboratory or ‘sky lab’. Its link with Earth will be maintained by a space shuttle. This vehicle will land like an aeroplane on return to Earth and will therefore be able to make the two-way trip many times. Each time it re-enters the atmosphere it will be subjected to very large forces. Under a contract with ELDO (the European Space Vehicle Launcher Development Organization), Fokker-VFW have been engaged in a study for the construction of the cargo door for the space shuttle. The door is to be about 20 m long and 5 m wide. An experimental model of a representative piece of the door, measuring about 55 by 75 cm, has been built and tested. It consisted of boron-filament composite coated with titanium on both sides. In view of our experience in this field Fokker delegated the development and production of the required composite to Philips. We have been able to meet the specification in full. Because of the frictional heat developed on re-entry the material has to be able to withstand a temperature of 350 °C for a total of 100 hours. For this reason the material chosen for the matrix was not the usual epoxy resin but polyimide resin, which is resistant to higher temperatures.

An entirely different type of application is in the wire-tension meters used in winding coils of copper wire. In automatic winding machines the wire feed has to be adjusted to make the tension in the wire almost constant. This is usually not difficult for cylindrical coils but for other shapes of coil — e.g. square ones — the wire speed varies so greatly that the feed is difficult to control. Wire-tension meters were made by Philips for determining just how the wire tension does in fact vary. In these meters the wire travels over the end of a leaf spring, whose deflection is converted into an electrical signal by strain gauges. To enable wire-tension changes to be transmitted almost instantaneously the spring has to be extremely stiff and light. In effect this means that its resonant frequency must
be much higher than the frequencies of the variations in the wire-tension, which are often of the order of 1000 Hz. The resonant frequency is inversely proportional to the square root of the specific stiffness. By making the spring of boron-filament composite the resonant frequency was raised to 6000 Hz. This case is characteristic of the many problems in which mechanical changes have to be transmitted very quickly. Such problems are encountered in computer peripherals.

A final example is that of a long thin support arm that had to be stiffened. In the Philips Industrial Equipment Division the field of a cyclotron magnet had to be measured accurately with a Hall element in the course of some experiments. Because the area to be covered was large and there was limited vertical clearance, the Hall element had to be supported by a long thin non-magnetic arm with a minimum of deflection. These conditions were satisfied by employing a square aluminium tube 4 m long and with a cross-section of only $25 \times 25$ mm, stiffened with boron-epoxy laminates. Before stiffening, the arm deflected by about 35 mm under its own weight; the stiffening reduced this to about 3 mm.

Summary. Boron is a light and very stiff element and should theoretically also be very strong. Like other brittle substances, however, it will not take an appreciable tensile load in its normal form. This weakness is due to the notch effect of scratches, cracks or other imperfections. It most nearly approaches the perfect condition in the form of thin filaments. The strength of filaments is employed in modern composite materials, by embedding the filaments in a matrix such as epoxy resin. Of the known strong, stiff and light filaments — whose properties make them specially attractive for aeronautical and space applications — only boron and graphite filament have been widely tested.

In the investigation reported here on boron filament an electrically heated tungsten wire is fed continuously through a number of reaction chambers containing a gas mixture that reacts with the hot wire, depositing boron on it. In strong filaments the boron is practically amorphous and its surface shows a regular pattern of nodules, the 'corn-on-the-cob' structure. If the temperature is too high, crystalline boron is formed. Impurities on the tungsten substrate or in the reaction gas lead to activated growth and hence to large nodules at the surface. If the temperature is too low or the gas composition incorrect, nuclei form too quickly for the growth and the nodules at the surface exhibit a substructure. In the absence of these defects the strength is determined by the core, which generally also contains tungsten borides in addition to the tungsten. The borides include $W_2B$, which has a relatively large atomic volume and consequently has an adverse effect on the strength. Tungsten and $W_4B$ can be avoided in the finished filament by starting from a very thin tungsten wire.

Some of the boron filament has been used in the construction of an experimental test-piece for the cargo door of a space shuttle.
Spiral-groove bearing systems with grease

J. G. G. Bos

If bearings are filled with grease, it is almost inevitable that a certain amount of air will become entrapped. In combinations of two or more spiral-groove (+) bearings, which should be considered as a single grease-circulation system, this can have very serious consequences when air accumulates at a place where it cannot escape. By analysing the pressure distribution in the grease of such a bearing system, a design can be produced in which this difficulty is avoided.

Lubrication 'for life'

Spiral-groove journal and thrust bearings have a number of attractive features. These include great rigidity, a pumping action that permits self-sealing, and a long-term performance better than that of porous bearings made of sintered and oil-impregnated metal[1][2][3]. Moreover, a journal bearing with grooves is more stable in operation than one with no grooves in the bearing surfaces[4]. For smooth journal bearings, it is known that when the load is zero or almost zero, the notorious (half-speed) whirl appears, unless special precautions are taken, such as the addition of two eccentric cylindrical surfaces. Preventive measures of this type are expensive or technically difficult.

The promising results with spiral-groove patterns encouraged us to apply them in a variety of complicated bearings developed at Philips Research Laboratories in recent years, and built up from combinations of simple bearings with different functions. Grease was chosen as the lubricant because greases leak away much less than oils, especially when the bearing is stationary. In some recent applications it is particularly important to prevent leakage of the lubricant. The addition of lubricant afterwards is sometimes completely impossible, for example in unmanned spacecraft, or is inconvenient and expensive — as in domestic equipment. The rate of leakage may then determine the appliance's useful life.

A grease may be considered as a Bingham fluid, i.e. a medium that has a yield point. When the shear stresses are below this limit, it behaves as a solid, and if they are higher, it flows and behaves more or less like an oil (i.e. a Newtonian fluid). For these values of the shear stress, there is an approximately linear relation with the shear rate; the magnitude of the viscosity need not then differ very greatly from that of an oil.

While investigating these compound bearings we encountered a particular difficulty not found in single spiral- or helical-groove bearings: the local accumulation of air in the grease. This forms the subject of this article. When the bearing is filled with grease during assembly it is almost impossible to prevent some air from being trapped. Also, air can sometimes enter the bearing while it is running. Generally the air in a single spiral- or helical-groove bearing can be readily eliminated by the pumping action and will not cause difficulties. However, in compound bearings, trapped air can easily accumulate somewhere inside the bearing, for example at places where there is a local minimum in the pressure of the grease. The air cannot escape from such a 'pressure dip'. If the pressure outside the system falls — as in a spacecraft directly after launching — or the temperature of the grease increases, the expansion of the air can force grease out of the bearing, with all the consequences for the life. In designing a system of grooved bearings it is therefore important to ensure — while taking the other requirements into account, of course — that any pressure dips occur at places that incoming air can escape from.


[†] In this article the term 'spiral' also refers to three-dimensional curves such as the helix.
There are further reasons why the presence of air bubbles must be considered undesirable. Air in the grease will diminish the load-bearing capacity of the compound bearing. It has also been found that a spiral-groove bearing becomes unstable rather easily when the grease does not fill the grooves right to the outer edge of the bearing surface. A compound bearing could thus become unstable due to the presence of air/grease interfaces, and start whirling. The bearing surfaces then come into direct contact and rapid wear will occur.

A pressure dip of the type described above arises because the effect of the system of bearings on the grease flow and pressure is that of a system of interconnected pumps and flow resistances. We have now been able to produce equivalent circuits for such systems. Once such a circuit has been set up, it can be analysed in the same way as an electrical network by applying Kirchhoff's first and second laws. Fig. 1 shows the elements needed to represent a groove pattern in such an equivalent circuit; further details will be considered in the example which follows.

This method of analysis can be applied during the design phase to predict approximately where the trapped air will collect. Systematic modification of the design based on the circuit and on practical experience will then give an arrangement in which the air can escape and no grease need be lost.

Air bubbles in grease

Before dealing with the example just mentioned, a little more should be said about the behaviour of air bubbles in the grease of a bearing. We have investigated this effect with transparent models of bearings. Sometimes very many small air bubbles appear in the grease; these bubbles are so small that they are carried along by the flows in the system. To eliminate these bubbles, it is sufficient to design the bearing in such a way that the flow — or some of it — crosses a point where the system is open. These very small air bubbles can then escape there without much leakage of the grease, provided that there is a physical mechanism for separating the air from the grease, such as a centrifugal force.

The grease can also contain air bubbles that are sufficiently large that they 'roll down' a pressure gradient (like the rising bubbles in a glass of beer) while the flow itself has little effect. These air bubbles are the ones most likely to accumulate at the pressure dip and cause the difficulties previously mentioned.

Apart from these two extremes there are of course many different types of air-bubble behaviour. Nevertheless grease leakage from a compound bearing can be almost totally eliminated by taking care that no pressure minima can occur in the system.

Bearing systems for 'flywheel' for attitude stabilization of space vehicles

A spiral-groove bearing for a stabilizing 'flywheel' (or momentum wheel) for space vehicles has been one of the cases to which we have applied our pressure-analysis method. Fig. 2 is a photograph of the flywheel and fig. 3 gives a simplified cross-section. The wheel is connected to the bearing bush while the shaft remains fixed. One end of the shaft can be connected to the vehicle by a flange; the other end of the bearing is closed.

The bearing had to meet the following requirements:
- it must have a long life (7-10 years), and continuous operation without re-lubrication;
- the friction should be virtually constant;
- the positioning of the bearing bush should be accurate and invariable;
- it must take up, without wear, the extra load due to the slewing of the space vehicle;
- there should always be a continuous grease layer (before launching, too, for testing);
- it must be 'spaceworthy'.

Fig. 4 shows a cross-section of the first design of spiral-groove bearing for the flywheel. On testing this design a very small leakage of grease was found, which would have decreased the life of the bearing. Fig. 5 shows the equivalent circuit of the design. It differs from an electrical network in that the mass flow represents the current and that there are three types of resistance: moreover, there are two different sources of pressure. The characteristic parameters and notation are summarized in Table 1. From fig. 5 the mass flow $S$ may be calculated from the equation

$$S = \frac{\mu_2 - \mu_5}{\left(\mu_2 + \mu_3 + \mu_4 + \mu_5\right)w^2 + (\mu_3 - \mu_5)w}.$$
Fig. 2. A 'flywheel' for attitude stabilization of a space vehicle. The shaft is fixed to the vehicle and the bearing bush supports the wheel. The drive motor is not illustrated.

Fig. 3. A simplified transverse cross-section of the flywheel illustrated in fig. 2. H housing. W wheel, with bearing bush B. The stator Sr of the driving motor is concentric with the bearing bush.

Fig. 4. A longitudinal cross-section of the first design for a spiral-groove bearing for the flywheel. A is the shaft, B the bearing bush. The lubricant is indicated by the dotted area. In addition to the two spiral-groove journal bearings indicated by the heavy stripes, there are also two spiral-groove thrust bearings (indicated by broken arrows in the pumping direction) and, on the extreme left, a radial-groove pattern that functions as the seal (broken arrows). The boundaries of the regions that function as pumps or restrictions have been denoted by a number (see text).

In this equation \( \omega \) is the angular velocity of the bearing bush with respect to the shaft (fig. 4): the parameters \( \mu \), \( \mu^* \), \( \varphi \) and \( \phi \) are the pump coefficients — the asterisk indicates a centrifugal pump — the resistance coefficients for groove patterns and the coefficients for ‘smooth’ resistances respectively; the yield-stress resistance of the lubricant is expressed by the parameter \( \lambda \). The

---


[7] The investigations of this bearing have been carried out as part of a contract for the European Space Research Organization (ESRO) in Paris and are described in J. G. G. Bos, Qualification tests on reaction flywheels supported on grease-lubricated bearings, ESRO-Contractor Report CR-87, July 1972, and J. A. C. Bollen, Further testing and design improvement of grease-lubricated spiral groove bearing momentum wheel, Final Report ESTEC-contract 1798/72 AA. An earlier version of the flywheel, with smooth journal bearings with eccentric cylindrical surfaces, has been described in J. P. Reinhoudt: A flywheel for the stabilization of spacecraft, Philips tech. Rev. 30, 2, 1969. A detailed description of these bearings has been given in J. P. Reinhoudt: A grease-lubricated hydrodynamic bearing system for a satellite flywheel, Lubr. Eng. 26, 95-100, 1970.
double indices give the positions (fig. 4) between which the elements may be localized for the computation of the parameters. Once the resulting mass flow is known at a given shaft speed, it is easy to determine the pressure as a function of position in the system. The mass flow is zero in the branch between positions 3 and 14 and the resulting static pressure distribution there should be considered as the analogue of the potential levels of a number of batteries in series but not delivering a current. The pressure distribution determined in this way for the system is shown in fig. 6. This pressure distribution indicates directly why the compound bearing of fig. 4 presented problems. Large air bubbles that have formed in the region 9-12 during assembly are quite likely to 'roll down' the right-hand side of the graph and arrive at the blind end of the bearing.

This fault has been corrected by the construction of a return channel that runs from 13-14 back to the vicinity of 5, so that the air can escape from the blind end. A new analysis of the pressure distribution, with the return channel now taken into account, gave the dimensions of the channel.

![Diagram](image)

Fig. 5. The network of pressure sources and flow resistances forming the equivalent circuit of the bearing system shown in fig. 4; the numbers 0-14 in the squares correspond to the equivalent positions in fig. 4. Further details of the notation are given in Table 1. In the branch between 3 and 14, no yield-stress resistance has been included; this is permissible because its value is negligible compared with the flow resistance present there. Lubricant only flows in the ring part of the network, with a mass flow $S$; in the branch between 3 and 14 a static pressure distribution is established with zero mass flow. In the branches 3-5 and 3-8 there is some centrifugal pumping action besides the pumping action of the spiral grooves. The circuit has been modified to take account of this by including an extra pump in the branches 4-5 and 7-8.

![Diagram](image)

Fig. 6. The distribution of the pressure $p$ in the bearing system of fig. 4, calculated with the aid of the equivalent circuit of fig. 5. The figures in squares correspond to the same locations (kw) in fig. 5. The pressure at position 0 is set equal to zero. In the regions where the air can accumulate from the grease, the pressure distribution is indicated by a dashed line. Separation of air and grease in the pump regions 8-9 and 12-13 can lead to the development of free edges (i.e., strips with no grease), with the risk that the 'half-speed whirl' will appear. In particular, the pressure drop at the closed end of the bearing (region 13-14) is extremely undesirable.

### Table 1. The active and passive components that can appear in a grease-lubricated spiral-groove bearing; the active components cause a pressure (pressure sources) and the passive ones a restriction (flow resistance). The arrow in the pressure source gives the direction in which the sources pump. $S$ mass flow, $\omega$ the relative angular velocity of the bearing surfaces. The pump coefficients $\mu$ and $\mu^*$ and the resistance coefficients $\Phi$ and $\Phi$ can be calculated for all components as a function of their dimensions and the viscosity of the grease. (These calculations, which were performed in part by G. Remmers, of these laboratories, were mainly based on the theoretical treatment in E. A. Mulderman, Spiral groove bearings, Philips Technical Library, Eindhoven, 1966.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Equation</th>
<th>Bearing component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>hydrodynamic pump</td>
<td>$\Delta p = \mu \omega$</td>
<td>groove pattern</td>
</tr>
<tr>
<td>$\mu^*$</td>
<td>centrifugal pump</td>
<td>$\Delta p = \mu^* \omega^*$</td>
<td>centrifugal seal</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>groove resistance</td>
<td>$\Delta p = -S \Phi$</td>
<td>groove pattern</td>
</tr>
<tr>
<td>$\Phi^*$</td>
<td>'smooth' resistance</td>
<td>$\Delta p = -\Phi^*$</td>
<td>'smooth' part of bearing</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>flow-point resistance</td>
<td>$\Delta p = \frac{S}{\lambda}$</td>
<td>grease</td>
</tr>
</tbody>
</table>

[a] the pressure difference $\Delta p = p_{right} - p_{left}$

A number of other necessary modifications were also made: point 8 was connected to the return channel just described, the pump region 1-5 was replaced by a
gradient should occur not only at the nominal speed, but also at much lower speeds. If this is not the case, then eventually after each start and before each stop a situation will arise for some time in which the grease will behave locally as a solid; there will be no flow, and the consequences can be disastrous.

Fig. 7 shows a cross-section of the modified bearing and its equivalent circuit is given in fig. 8. The three mass flows $S_1$, $S_2$ and $S_3$ can be calculated using known methods with the aid of a $3 \times 3$ matrix \cite{6}. The pressure distribution can again be determined from the flows in a straightforward way. This pressure distribution, which is given in fig. 9, approximates to the ideal situation. The only feature that might be questioned is the weak dip at point 3. The flows there are so strong, however, that an accumulation of air at that point seems most unlikely.

To recapitulate the essentials briefly, the pumping action of a spiral-groove bearing in a properly designed compound bearing can simultaneously deliver the required load-bearing ability, rigidity and stability, with minimal wear (owing to the presence of the continuous lubricant layer), and provide an effective seal for the lubricant.

Summary. A method of analysis has been developed that enables the pressure distribution — and consequently the air-removing characteristics — of a system of coupled, grease-lubricated spiral-groove bearings to be predicted. The system is considered as a number of pressure sources, connected by flow resistances. The mass flow and the pressure distribution may be calculated in the same way as the currents and potential differences in an electrical network. Even at the design stage, successive applications of the method yield improvements that ensure that any air in the lubricant can escape during operation without much loss of grease. Compound bearings designed in this way have a very long life and require no maintenance. As an example, a hydrodynamic bearing for a flywheel in a space vehicle (a project for ESRO) is described.
A fast refractometer for evaporated thin films

The measuring instrument shown above, which we have been using for several years, can be used to determine the refractive index of a non-absorbing material in the form of a thin film on a substrate at ten wavelengths between 0.2 and 2 μm. It takes less than five minutes to perform all ten measurements, and the uncertainty in each measurement is only a few units in the third decimal place of the measured value.

The method followed is a modified version of that due to F. Abeles; the particular advantage of the new instrument is that it gives a short measurement time for the same accuracy. The method depends on the change in polarization obtained when light is reflected. If the film under investigation is illuminated with light incident at the Brewster angle, the reflected light only contains the component $s$ for which the direction of polarization is parallel to the reflecting surface. The other component ($p$), polarized at right angles to $s$, then behaves as though the non-absorbing film was not present, and is reflected only by the surface of the substrate. The desired refractive index is equal to the tangent of the Brewster angle, as the theory of reflection and refraction shows. The measurement therefore amounts to a measurement of the Brewster angle. Just how we do this in our refractometer — by a null method — will now be explained with the aid of fig. 1.

A substrate $S$, usually of glass, is partly coated with a film of the material under investigation. The part of the glass substrate that must remain uncoated is treated beforehand with magnesium oxide to prevent the film from adhering. This method was proposed by J. L. H. M. Wijgergangs of Philips Research Laboratories, Eindhoven.

---

3. The part of the glass substrate that must remain uncoated is treated beforehand with magnesium oxide to prevent the film from adhering. This method was proposed by J. L. H. M. Wijgergangs of Philips Research Laboratories, Eindhoven.
The refractometer in a kind of slide, which is moved slowly back and forth by the motor Mo and an eccentric. The light therefore falls alternately and regularly on the thin film or on the adjacent uncoated substrate, so that the photomultiplier D "sees" alternately the coated and uncoated parts of the substrate. In the path of the reflected light there is an analyser A, adjusted to transmit only the component p. When the angle of incidence is made equal to the Brewster angle of the film material — by adjusting the set-screw E — the p-component of the reflected light will have the same intensity whether the incident light beam has been reflected by the film or the uncoated substrate. The pointer of the d.c. voltmeter M connected to the photomultiplier then remains stationary.

The p-component appears after reflection by the uncoated substrate because the beam is incident at an angle different from the Brewster angle of the substrate material.

If the angle of incidence differs from the Brewster angle, the thin film also contributes to the intensity of the p-component and the voltmeter pointer is set into oscillation by the intensity difference. Since the natural frequency of the pointer (about 1 Hz) is equal to the frequency at which the slide moves back and forth, there is a clear observable indication even at very small intensity differences. The method is most sensitive when the film thickness is $\frac{1}{4}\lambda$.

The Brewster angle can usually be found in less than 30 seconds with our refractometer. The refractive index is read off directly from the scale L. This can be done because the distance QR is one side of the right-angled triangle PQR, in which PQ has a constant length (100 mm). The scale can be read accurately to 0.1 mm, giving an uncertainty of a few tenths of one percent for the value of the refractive index. The reproducibility is equally good. This accuracy is amply sufficient, since the variations that can occur in the refractive index because of variation in the evaporation conditions are generally larger.

The rotary mount F with interference filter permits the refractive index to be measured at ten different wavelengths in succession. Sufficient data can be obtained in this way for the complete dispersion curve of an evaporated film. This is important in making design calculations for ADI (All-Dielectric Interference) reflectors and filters, which are produced by stacking transparent films.

J. van der Wal

J. van der Wal is with Philips Research Laboratories, Eindhoven.
Thick-film technology

W. Funk

The well established screen process, used in the printing industry for more than half a century, has been found to be particularly suitable for making the interconnection patterns and components for hybrid electronic circuits. In the application of this process to mass production in the electronics industry, there were however certain special problems. Successful solutions to these problems have been found at Philips Forschungslaboratorium Hamburg.

The optimum application of fast digital integrated circuits requires an interconnection technique that will enable transit times and impedances to be obtained that are compatible with the switching frequency. Further requirements, such as those necessary in a multiple ECL-RAM with a switching time of 2 μs, are high reliability, low weight, small size, and adequate heat transfer. All these requirements can be met by applying thick-film technology.

In fast line-printers for input and output of computer data, mechanical moving parts cannot be used if full advantage is to be taken of the speed of the actual computer. Both non-eroding spark electrodes and thermal-contact high-speed printing heads can be made with thick-film technology, giving an up-to-date answer to the problem.

Electronic equipment for home use now contains disposable plug-in units, to simplify maintenance. With thick-film technology the manufacture of these modules can be fully automated, thus improving reliability and reducing costs.

What exactly is thick-film technology? It can perhaps be described as a process in which all the electrical components — including conductors, crossovers, resistors, capacitors and inductors — can be produced on the same substrate by screen printing and firing. Active and passive elements that cannot be printed are mounted on the passive circuit thus obtained, making it a hybrid circuit. With its encapsulation and connecting leads it then forms an electronic functional unit. Even though the process may appear simple, its success or failure depends on a large number of details.

The process

The various stages of the process are summarized in the diagram of fig. 1. The starting point in the manufacture of a hybrid circuit by the thick-film technology is an electrical circuit that is fully specified, tested and proven in operation. A scaled-up layout for the circuit is next made, either by graphic techniques or perhaps by computer techniques. Masks are then made from these enlargements, as in the production of printed-circuit boards.

The screens used in the printing are usually of stainless steel or nylon, with between 85 and 400 strands per inch (mesh width between 180 and 36 μm), depending on the application. Nylon screens are also used. The screen material is stretched across a rigid metal frame of about 200×200 mm, and then evenly coated with a light-sensitive emulsion such as gelatine with potassium dichromate. The prepared screen is then placed underneath the mask and illuminated from above. All the holes in the parts of the screen to be printed, e.g. at the places where interconnections are required, are then cleared by washing. At all the other places the screen remains sealed by the hardened emulsion.

For very accurate printing or for printing very long production runs, metal stencils attached to a stainless-steel screen by solder or adhesive may be used. For printing conductors with widths between 0.2 and 0.05 mm we have developed directly etched screens. The limit of reproducibility of printing by the thick-film method is 0.05 mm, both for the width and the spacing of the conductors. A number of screens are necessary for printing the complete circuit, each suited to the paste required for that particular part of the circuit. The substrate is then printed with these pastes in the correct sequence, using a screen-printer. The correct mask must of course be fitted to the screen at each printing operation.

Sintered alumina (Al₂O₃) with an impurity content smaller than 4% has been found to be the most suitable substrate material for thick-film circuits. Beryllium oxide (BeO) and soda-lime glass have also been used for special applications. In the present state of the
technology substrates are available with dimensions of up to 50 × 50 mm, thicknesses of 0.5 to 1 mm and a surface roughness of 0.3 µm for the untreated ceramic. The first essential for success is to be found in the quality of the substrate material and the tolerances, particularly those relating to the flatness, thickness and other dimensions where deviations of as little as 1% can cause an appreciable reduction in the yield.

The pastes used in the printing consist of metals in powder form, usually noble metals, and a sintering agent, composed of glass frit, organic binders (resins) and organic solvents. The choice of metals and of the relative quantities depends on the application: e.g. conductors, capacitor electrodes, inductors or resistors. Gold is used for wiring if high conductivity is required, platinum/gold and palladium/gold if good adhesion and solderability are of greatest importance, and palladium/silver if costs are to be kept to a minimum. Materials used for resistor pastes include the oxides of ruthenium, iridium, thallium, palladium, indium and silver, mixed with other metal compounds and various percentages of glass. These resistor pastes are defined by the sheet resistance (ohms per square) obtained at a nominal film thickness (25 µm after drying); the value of the resistance is determined by the length-to-width ratio. Designs are based on a typical dissipation limit of 40 mW/mm², but in fact this is a conservative value. The printed resistors are bonded to the conductors and the substrate when they are fired: they are called cermet resistors [**]. Various manufacturers can now supply pastes for resistors, with resistivity values in decade steps. Much has been said and written about these cermet resistors. Today the state of the art is such that resistors with resistance values from 1 Ω to 500 MΩ and temperature coefficients between 50 and 150 ppm/°C, depending on the composition and firing temperature, can be reproducibly produced from commercially available pastes.

Besides the pastes mentioned above there is also a range of glass/ceramic pastes for printing capacitor dielectrics and crossover insulation films.

For good reproducibility of the printing it is necessary to use a screen-printer that is highly stable, very accurate, and easy to operate. The speed of operation should be adjustable between 100 and 2000 prints per hour. All movements should be made by electronically controlled pneumatic-hydraulic systems. Such a machine operates in the following sequence:

...
- The substrate is placed on a suction-operated holder;
- The screen is lowered on to the substrate;
- The paste is forced through the screen with a squeegee so that it makes contact with the substrate;
- The screen is raised;
- The substrate is transferred to the dryer.

This apparently simple process nevertheless has its problems; for example the screen only has to be raised through a distance of about a micron (the "snap-off"). Moreover, the hardness of the squeegee, its angle of attack, the pressure and speed of the squeegee blade are all dictated by the viscosity of the paste, the method of preparing the screen, and the lineweight in the pattern to be printed. Even when all the parameters can readily be measured and pre-adjusted, the result still depends appreciably on the skill and experience of the operator.

The next process, drying for about 15 minutes at 125 °C, is not so critical; it can be carried out either in a drying box or a conveyor oven. After drying, the procedure can be repeated for another printed film. In this way the resistors can be printed and dried in successive decade steps on the substrate, and then fired simultaneously. The printed substrates are fired in a conveyor oven; the firing (temperature) profile is adjustable, with maxima between 600 and 1000 °C. The profile should of course always be selected to correspond to the recommendations for the resistor paste being used. The firing time is usually 1 hour. To obtain consistently reproducible results, it is necessary to stabilize the furnace temperature to within ± 2 °C at all temperatures. The production rate of the furnace is determined by the width and length of its conveyor belt; furnaces are available with belt widths of 100 to 1000 mm, lengths of 2 to 20 m, and three to fifteen hot zones.

After all the printing operations have been carried out — usually up to eight, each with the appropriate screen and paste and in the correct sequence — firing gives a passive circuit with conductors, resistors, capacitors and inductors.

Under ideal conditions the process will give resistance values that are accurate to within 10 %. Since it is impossible to avoid small irregularities during ordinary production; and since tolerances of less than 10 % are often required, the resistors must be "trimmed" in practice. A resistance value can be increased by reducing the width of the resistor or by a local constriction of the current path. When the geometry is being designed the resistances are set at 75 % of the desired value, so that in the worst case the value may have to be trimmed by 50 %.

A few years ago the only method of trimming was to use a fine abrasive jet. Nowadays this method is gradually being replaced by laser-beam trimming. Computerized equipment is available for this, which can be programmed to work at a typical rate of 20 resistors per second and an accuracy of better than 1 %, thus giving a large production of trimmed circuits. Printed capacitors can also be laser trimmed, although not so easily. The laser can also be used for scribing the ceramic substrate. A number of circuits can then be printed on a large substrate and later separated by breaking. Since the printed components are measured before trimming, test measurements and adjustment are combined, so that the values in the passive circuit are known before the active components are added.

To provide connections to other electrical components the circuit is printed at the appropriate locations with solder paste or conducting adhesive. Components can either be attached by hand, or by automatic pre-programmed machines, which can mount up to 20 components of different types on the substrate. Sometimes automated attachment is the more economic, sometimes attachment by hand; it depends on the rate of production and the availability of components suitable for attachment to hybrid circuits.

The multilayer capacitor with metallized ends is now an important passive component, since its suitability for automated component attachment — which is usually cheaper — outweighs the higher manufacturing costs. The small dimensions and the high reliability, compared with those of capacitors with wire leads, form another aspect of the economics of hybrid circuits; tantalum capacitors and fixed inductors in the form of chips and trimmable inductors are all available with minimum dimensions of 2 × 2 × 1 mm.

The situation for active components suitable for attachment to hybrid circuits is far less satisfactory. Since there is a shortage of small encapsulated components the usual practice, particularly in the United States, is to use unencapsulated chips, connected to the hybrid circuit by separate leads (wire bonding). The unencapsulated chips are cheap, which keeps the costs down, but there are problems with yield and reproducibility. This is why semiconductors in the conventional packages such as TO 5, TO 18 and TO 92, and integrated circuits in the TO 8 or DIL packages are still used in hybrid circuits. However, it does not seem consistent with the principles of microelectronics to attach a 1.2 × 2 mm component inside a 6 × 17 mm package merely for the convenience of using long-established bonding methods. This is why the discrete semiconductors in the SOT 23 and NO 149 packages are finding such success in Europe; they are available in increasing numbers and modifications. The same cannot be said of the SOT 43 package for integrated circuits. A method has recently been described for connecting an IC to its surroundings by means of a flexible plastic tape carrying a pattern of copper conductors.[8] In the United States 'flip chips' with solder bumps are being increasingly used as components for mounting in thick-film circuits. 'Beam-lead' devices (i.e. with short gold connector strips) are also available for special applications. The various versions mentioned meet the requirements for use in hybrid thick-film circuits: small dimensions, test measurement before mounting, and compatibility with soldering and automated attachment.
At a later stage of the manufacture the circuits are provided with the leads for the external connections, unless the circuit is a plug-in module, in which case the contacts will have already been printed. The circuits with leads then go through a soldering process in which time and temperature are accurately controlled. A continuous process is very useful at this stage. If the various components are attached together by a conductive epoxy-resin adhesive, the component-attachment stage is followed by a heat treatment ('baking').

Next, the circuit is tested for electrical operation. During the test faults may be rectified or a dynamic-trimming process applied, based on input and output parameters. The laser method is very suitable for dynamic trimming. Circuits at this stage of the process are shown in figs. 2-5.

The device is completed by encapsulating it. The range of methods extends from coating with epoxy resin (e.g. in a fluid bed) for consumer electronics, through mounting in nylon or moulded plastic packages for industrial applications, to hermetically sealed metal packages for 'professional' applications. These methods are well known in the electronics industry and are easily modified. The range of application of the circuits and the price determine the sort of encapsulation to be used.

Mass production for the electronics industry has its own special requirements

The processes briefly described here are the result of a more comprehensive study of film technology, carried out over a period of several years at Philips Forschungslaboratorium Hamburg. In seeking suitable technologies for interconnection in the electronics industry it was necessary to collect information about the thick-film process: this had in fact been known since the beginning of the thirties, but descriptions of the details of this process were rather vague. The information was necessary because an economic application of any production process requires an accurate knowledge of the physical, chemical and mechanical basis of the process. Much of the time was spent on a comparative study of the various ranges of pastes. In one part of these investigations alone, on equivalent resistor pastes made by three manufacturers, 64 000 resistors were printed and fired. The measurement programme

and the evaluations of the results included the reproducibility, the size of the area, the temperature coefficient and the noise, and also the long-term stability. The correlation between all these quantities and the printing and firing conditions was closely investigated. Measurements were made with both trimmed and untrimmed resistors and with various conductor materials. The results were discussed with the manufacturers of material and equipment, to enable us to optimize our methods [3]. We found that the desired long-term stability could only be obtained for laser-trimmed resistors (which determine the norm) when these were fired with glass-frit pastes between 950 and 1000 °C. The same is true for the (long-term) adhesion and the conductivity of the materials for the conductors, and also for obtaining as large a dielectric constant as possible for the capacitor films. The important factor here is that the expansion coefficients of glass frit and that of the Al₂O₃ are almost equal.

Another question that has been the subject of a thorough investigation was the degree of compatibility of the pastes with the commercially available ceramic substrates. It was found that although high-purity Al₂O₃ ceramic had acceptable mechanical properties and was accurately dimensioned, its poor adhesion and high price made it unacceptable. In Al₂O₃ ceramic of purity less than 90% the additives were often found to be inhomogeneously distributed. Since these additives react with the paste material, the inhomogeneities introduce considerable spread in the resistance values. The material that most closely approaches the requirements for thick-film technology is Al₂O₃ ceramic of 96% purity, fired twice.

In many of the production methods used in the electronic industry the materials and equipment used were originally developed for other purposes. This is very much the case with the screens used in thick-film technology. The commercially available materials for preparing screens were in fact originally intended for use in the colour printing of posters and similar graphic...
work. In that sort of application the numbers of copies required are small compared with the production required in the electronic industry. For our application the life of these screens was completely inadequate. It would be quite unacceptable to have to change a screen after only 2000 printings merely on account of the desired reproducibility. We therefore started by developing a screen for the production of fine lines and other details, which is suitable for the manufacture of prototypes. Screens of this type were necessary when thick-film technology was adopted for the manufacture of microwave integrated circuits [4]. A metal foil, tensioned on a screen frame, is etched by photochemical and electrochemical techniques in a fine grid pattern on one side and in the print pattern on the other. This produces a 'direct screen', which has the screen structure only on the parts to be printed (fig. 6). Care is taken to ensure a good wire-to-holes ratio and an even distribution of the holes, in particular at configurations that are curved or taper to a point. Linewidths and spacings of 50 μm can be obtained with such screens. We have also developed methods for the production of screens that can be used for 50,000 printings. This method is based on the combination of materials with suitable properties. Nylon screens, for example, have high elasticity and do not show fatigue effects as quickly as stainless-steel screens. However, the stainless-steel screens are more easily bonded with the normal process materials than the nylon screens. Calendered stainless-steel screens have the advantage that the structure does not change under tension, i.e. the holes remain of the same size everywhere. Metal foils have sharper edges and have a longer life than the ordinary screens prepared with gelatine and dichromate. In addition, they are not attacked by solvents and are more resistant to the abrasive effect of the pastes.

These various factors provided the basis for the design of a screen in which a metal foil of the desired thickness is firmly bonded to a stainless-steel screen and the print pattern is then formed on it by photochemical processes. A nylon screen is attached to the foil, which is a little larger than the substrate, and the compound screen thus produced is tensioned in the screen frame. These compound screens can be used to print very large production runs.

Why thick-film technology?

No technology is used purely for its own sake, of course; it is the nature of the products to be made, and the economics of the process, that determine its use and possible wider acceptance. After one or two spasmodic attempts at the process in the years before 1950, hybrid circuits made by thick-film technology have been manufactured in numbers that have grown exponentially since 1960, when stable cermets became available.

Starting with passive resistive circuits — to avoid having to connect individual resistors separately in printed circuits — the range of known applications grew apace, to include switching amplifiers in computers and electronic modules in communication equipment, and more recently, devices such as the heart pacemaker and modules for space vehicles. The applications are legion, and the future limits not yet in sight. Work on microwave circuits, disc triodes, travelling-wave tubes, large-scale displays and circuits for other optoelectronic equipment shows that thick-film technology is continuing to penetrate into other fields, and to their advantage.

If the incentives for applying thick-film technology are considered, the following general points arise:

- The reduction of the number of soldered joints, the sintering with a stable substrate material, and the use of noble metals make the circuit very reliable.
- The uncomplicated additive process, not tied to special requirements for purity, the wide range of resistance values that can be produced by printing, the ability to make capacitors, and the multilayer technique put the method in a very favourable position with regard to other methods for making hybrid circuits.
- Relatively little investment in machines is required and the equipment is adaptable.

Fig. 6. Scanning-electron-microscope image of a directly etched metal screen. The holes are 30 x 30 μm.

— The process can be almost completely automated. Reliable calculations indicate that labour charges amount to only 3 to 9% of the costs.
— The increasing scarcity of materials forces manufacturers towards the use of additive methods for making connections, i.e. only the strictly necessary amounts of material are used in making conductor tracks; they are not made by starting with much too large a quantity of material, most of which goes to waste. (The use of noble metals makes it essential to be economical with materials and to collect the waste.)
— The small volume and low weight also lead to savings, particularly in material.
— The process does not endanger the environment. No harmful waste products are produced.
— It is relatively inexpensive to hold stocks of modules, and for resistors the manufacturer is to some extent independent of the market. If the storage costs for 50 000 resistors from the E22 1/10 to 5.5 W ranges are compared with those for the 50 grams of resistor paste that could be used to produce 50 000 resistors, the cermet resistor is cheaper, even compared with carbon resistors.
— The good electrical properties of the ceramic material and the short connections, even for the active components used in hybrid circuits, give very good high-frequency properties, which permit thick-film technology to be used at frequencies up to 12 GHz.

Even with all these good features, thick-film technology is not yet as widely used in the manufacture of electronic circuits as printed-circuit boards. If screen-printing pastes based on non-noble metals can be perfected — and this seems likely in the near future — then thick-film applications will undoubtedly increase. This will coincide with coming changes that will compel the electronic industry to replace mechanical equipment and modules now in use by electronic versions. From the nature and number of the prototypes that have been produced by the laboratories for thick-film technology, it looks as though this will be the case in wired communication networks, and in the automobile and watchmaking industries. Changes like the move away from assembly-line working, the rediscovery of quality, the protection of the environment and the increasing scarcity of raw materials will force new production methods upon us. When that day comes, thick-film technology will be ready for use in the electronic industry as a connection method for monolithic integrated circuits.

Summary. Thick-film technology is a modification of the screen-printing process — used increasingly in the printing industry for some fifty years — combined with a ceramic firing process. The method meets the requirements placed on the interconnections in fast digital hybrid circuits. After a general description of the process the problems associated with application to mass production are discussed, with the solutions found. The most success have been obtained with ceramic Al2O3 substrates (96% purity), glass-frit pastes fired at 950-1000 °C, and specially developed screens. The many indications pointing to a rapid growth in the use of the method are summarized at the end of the article.

ERRATUM
In the article 'Electron resists for the manufacture of integrated circuits', by E. D. Roberts, Philips tech. Rev. 35, 1975 (No. 2/3), fig. 6 (page 46) was unfortunately shown upside down.
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The Philips PSEM 500 scanning electron microscope

W. Kuypers and J. C. Tiemeijer

The scanning electron microscope (or SEM) is based upon the same principle as the electron microprobe, which was described in the previous volume of this journal. Strictly speaking, the electron microprobe is a special version of the scanning electron microscope. A scanning electron microscope for investigating the secondary electron emission of solids was described by M. Knoll [1] as early as 1935, and in 1938 M. von Ardenne [2] gave details of a scanning electron microscope of high resolving power that he had constructed. The present high quality of this type of microscope has been achieved through progress in electron optics and video techniques.

In designing the Philips PSEM 500 scanning electron microscope, described in this article, the main aim was to produce a compact instrument in which extensive automation and a number of appropriate safeguards provide the greatest possible ease of operation. A special feature that sets the PSEM 500 into the measuring-instrument class is the precision specimen stage for orientation and translation of the specimen in the microscope. The resulting equipment gives very satisfactory operation in the hands of a wide range of users, without the need for special training. A computer can also be connected, to give automatic operation and for processing the image information.

Scanning electron microscopy

Recent years have seen a steady increase in the numbers of photomicrographs, particularly in biological and metallurgical journals, that give a strikingly realistic picture of the specimen surface. This realism is the result of a large depth of field combined with very realistic shadow effects. These pictures, like the example in fig. 1, have been made with the scanning electron microscope, often referred to as the SEM.

The specimen in a scanning electron microscope is scanned with a narrow electron beam that traces out a line-raster pattern. One of the many types of radiation produced at the specimen as a result of the electron bombardment (the specimen responses) is then detected, and the intensity of the signal is shown on a monitor screen as a brightness modulation of a line raster swept in synchronism with the specimen raster. The ratio of the dimensions of the two rasters gives the magnification of the microscope. The magnification can

Fig. 1. Scanning-microscope picture of plastic foam, coated with an extremely thin gold film for this picture. The depth of field is clearly much greater than the resolving power. This is different from optical microscopy, where the two quantities are approximately equal. Magnification 75 x.

therefore be varied merely by varying the amplitude of
the scanning movements of the beam over the speci-
men; the dimensions of the raster on the monitor screen
are usually kept constant.

Images can be made not only by detecting electrons,
either secondary, reflected or transmitted, but also with
X-radiation or cathodoluminescence.

Fig. 2 is a schematic diagram of a scanning electron
microscope. The specimen is shown at the bottom; it
is usually mounted on a specimen stage that allows it
to be rotated, tilted, or displaced in any direction. This
specimen stage will be referred to as a 'goniometer'
from now on, although it is not limited to the measure-
ment of angles. Detectors for the specimen responses
are located around the specimen. Above the specimen
is the electron-optical column. This consists of an elec-
tron gun and a number of lenses, which produce a
reduced image of the electron source on the specimen.
Two sets of deflection coils make the beam scan the
specimen surface in the desired raster pattern. The saw-
tooth currents in these coils are synchronous with the
deflections that produce the raster on the monitor
screen. The electron trajectories are of course described
in a vacuum, which includes the specimen and the elec-
tron detectors.

The contrast in the images obtained with the scan-
ing electron microscope can arise in various ways. The
output of both secondary and reflected electrons de-
"pends on the angle from which the detector sees the
surface (fig. 3). It also depends on the atomic number
of the material encountered by the electrons and on the
crystallographic orientation of the specimen surface
(fig. 4). The absorbed electrons give a signal that in
many cases is exactly the complement of the reflected
electrons, at any rate for a thick specimen, as fig. 5
shows.

The characteristic X-radiation from the different ele-
ments in the specimen gives a picture of the distribution
of these elements, as in the electron microprobe [1].
Finally, it is also possible to detect the Auger electron
peaks of the elements in the sample, by selecting the
secondary electrons according to energy. This provides
information about the chemical composition of the outer
atomic layers of the specimen [2]. Energy selec-
tion also enables a picture to be obtained of the poten-
tial differences at the surface of the specimen, which
can be very useful in investigations on integrated cir-
cuits (fig. 6).

It can therefore be seen that there are many possible
ways of obtaining contrast in an image, so that special
preparation techniques to improve contrast are usually
unnecessary. However, it is necessary to deposit a thin
conducting film on specimens that are electrical insula-
tors, to prevent charge build-up on the surface. Charg-
ing effects can also be avoided by setting the energy
of the primary electrons at a value for which the
secondary-emission factor is exactly unity; the primary-
electron energy necessary for this depends on the com-
position of the specimen; it is usually about 1.5 keV.

The images obtained with a scanning electron micro-
scope reproduce the specimen as it would appear from
the direction of the incident beam, while being illum-
inated from the detector. It is therefore the same view
as that obtained through an optical microscope with

---

[1] A description of the electron microprobe is given in M. Klerk,
Philips tech. Rev. 34, 370, 1974 (No. 11/12).

Werner, Philips tech. Rev. 34, 357, 1974 (No. 11/12).
Fig. 3. SEM picture of an anatomical specimen that has been coated with a thin gold film. The contrast is entirely determined by the shape and structure of the surface. Magnification 95 ×.

Fig. 4. SEM picture of a polished and etched tungsten surface. The grain boundaries are accentuated by shadows resulting from differences in height arising during the etching. The differences in the shade of grey are due to differences in crystal orientation between the grains. Magnification 575 ×.

Fig. 5. Two SEM pictures of the same specimen. a) Picture obtained by detection of the back-scattered electrons. b) Picture obtained by detection of the absorbed electrons (specimen current). The two pictures in this case are almost exactly complementary. The specimen is the cross-section of a rod of a Co-Cr-Fe alloy that has been in contact for a long time with glass containing antimony. Antimony (the white areas on the left, the black ones on the right) has diffused into the metal. Magnification 830 ×.
light incident from one side. The production of this image is explained in more detail in fig. 7.

Since the aperture angle of the beam is small, the depth of field is large. This depth of field is a considerable advantage here, as in the examination of replicas with a transmission electron microscope: sharp images can be obtained for the complete depth of a relatively rough surface. However, in transmission microscopy this large depth of field can be a nuisance when fairly deep sections are examined. It is then necessary to resort to special techniques (tilting, stereo images) to establish the spatial relationship of the observed details.

The resolving power of a scanning electron microscope of the type to be described here is not entirely determined by the optics (lens defects, lens aperture and the smallest spot diameter). The diffusion length of the electrons in the specimen also has an effect; this length decreases with the energy of the incident electrons. No simple relation can therefore be given for the resolving power. A limit can however be quoted: at an electron energy of 25 keV and with a normal thermionic cathode the resolving power is about 7 nm in the most favourable case. For special transmission scanning microscopes much smaller values (about 0.3 nm) have been quoted in the literature [3].

Image quality is also affected by the signal-to-noise ratio. At high magnification a small spot is necessary to obtain a sufficiently high resolving power. The current density in the scanning beam is fixed, however, by the brightness of the cathode in the electron gun, the aperture angle of the beam, the accelerating voltage and the transmittance of the optical elements. At constant aperture angle and accelerating voltage the current in a small spot will be small, and the detector signal will also be small, so that the signal-to-noise ratio will be poor. There are three sources of noise: the current noise in the scanning beam, the current noise in the secondary-electron current and the inherent noise of the detector. The noise from all three of these sources can be reduced by integrating the electron signal over a time interval, which means that a low scanning rate should be used. Fig. 8 gives an impression of the improvement.
The objective Obj produces an image of the specimen surface; each point of the surface corresponds uniquely to a point of the image.

The condenser Cond concentrates the light from a light source onto the specimen surface, illuminating the whole surface.

The topography of the surface produces shadows.

The brightness at which a point is reproduced in the image depends upon:
- the illumination level at this point
- the reflection characteristics of the surface at this point.

The beam B scans the specimen surface; there is a unique correspondence between the scanned points on the surface and the points in the image.

The detector D receives electrons leaving the surface.

The topography prevents electrons originating at some points of the surface from reaching the detector.

The brightness at which a point is reproduced in the image depends upon:
- the number of electrons from this point that reach the detector
- the electron-emission characteristics of the surface at this point.

Fig. 7. Production of an image in an optical microscope with oblique illumination (left) and with an SEM (right). Although the information for producing the image is collected in one case by the lens (Obj) and in the other by the detector (Det), the function performed by the condenser (Cond) and lens is closely similar to that performed by the beam (B) and the detector. Lens and beam are each responsible for a one-to-one correspondence between object and image, while condenser and detector each cover the complete specimen surface. This close correspondence accounts for the formation of analogous images in the two cases: a view of the specimen from the direction of the optical axis of the lens (axis of the beam), illuminated from the direction of the condenser (detector).

In signal-to-noise ratio that can be obtained in this way.

At this point we can summarize by saying that a scanning electron microscope can give magnifications that may lie in the range from a few times to 100,000, that the depth of field is large and that only the simplest preparation techniques are required — and often none at all. Finally, there is another advantage that has not so far been mentioned: the image information is obtained as a time-variant electrical signal. This permits the image quality to be improved by signal processing. The image signal can also be stored, e.g., on magnetic tape, and the signal is then accessible for automatic data processing.

After this general introduction we shall now describe the PSEM 500, and we shall then look more closely at two features that have received particular attention during the development. These are the goniometer and the various circuits and accessories provided to increase both the ease of operation and the general applicability of the instrument.

Description of the instrument

The PSEM 500, whose control panel is shown in fig. 9, is a very compact instrument (fig. 10). At all stages of the design we made every effort to ensure the greatest ease of operation and the widest range of applications.
Fig. 9. The control panel of the PSEM 500. The standard range of control units has been extended by the addition of a number of optional units. The units at the extreme right of the panel are (from top to bottom) the control units for solid-state detectors (as used for the detection of back-scattered electrons), for the secondary-electron detector, which is part of the standard equipment, and for the detector for absorbed electrons (specimen current). A control unit for a cathodoluminescence detector and the circuit for electronic contrast enhancement are included as separate units on top of the panel, at the left. Finally, an extra cathode-ray tube has been included, used here to display a picture with 'y modulation'. In this kind of presentation the detector signal gives a vertical deflection of the electron beam producing the picture, rather than an intensity modulation.

Applications. The microscope as shown in fig. 9 includes a number of optical control panels for special applications; these units are available separately. Automation and special safeguards ensure that the number of operations required in use is as small as possible and that it is impossible to carry out incorrect operations that might have disastrous consequences. This means that the technical operation of the equipment takes up very little of the microscopist's attention and that very little technical training is required. Various numerical data for the PSEM 500 are summarized in Table I.

The specimen is introduced into the specimen chamber via the airlock in a predetermined sequence of operations; the goniometer takes up the correct position automatically and the airlock doors cannot be opened in the wrong order.

A point that requires special attention in the design of an electron microscope is the contamination of the

<table>
<thead>
<tr>
<th>Table I. Some numerical data relating to performance and characteristics of the PSEM 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnification</td>
</tr>
<tr>
<td>Resolving power</td>
</tr>
<tr>
<td>Electron energy</td>
</tr>
<tr>
<td>Beam current</td>
</tr>
<tr>
<td>Electron energy</td>
</tr>
<tr>
<td>Electron current</td>
</tr>
<tr>
<td>Electrically operated eucentric goniometer</td>
</tr>
<tr>
<td>Fine z-movement</td>
</tr>
<tr>
<td>Rotation</td>
</tr>
<tr>
<td>Tilt</td>
</tr>
<tr>
<td>Max. specimen dimensions</td>
</tr>
<tr>
<td>diameter</td>
</tr>
<tr>
<td>Manual goniometer</td>
</tr>
<tr>
<td>X-translation</td>
</tr>
<tr>
<td>Y-translation</td>
</tr>
<tr>
<td>Max. specimen dimensions (with full X and Y)</td>
</tr>
<tr>
<td>Amplitude of scan</td>
</tr>
<tr>
<td>Time for 1 line scan</td>
</tr>
<tr>
<td>Number of lines per picture</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
specimen and instrument by hydrocarbons present in the residual gas. All the surfaces gradually become coated with a film of these hydrocarbons, which are then ‘cracked’ by electron bombardment and converted into a film of carbon. This gives a local reduction in the secondary emission from the specimen surface and a corresponding black raster in the secondary-electron image. The diaphragm of the objective lens can also be affected by the carbon deposit, which may collect in such a way that the aperture is then no longer perfectly circular and the astigmatism increases to a level at which it cannot be corrected.

The residual gas in the PSEM 500 is almost completely free of hydrocarbons: the partial pressure of hydrocarbons is less than $10^{-9}$ Pa ($10^{-11}$ torr). This low level has been achieved by using only high-grade plastics, and even then only sparingly. The number of seals has also been kept to a minimum and sliding or rotating components that have to be sealed in the wall of the system are avoided where possible. Because of these precautions, specimen contamination is negligible. The demountable inner lining of the electron-optical column never has to be cleaned more than once in six months, and usually much less frequently.

A number of detectors can be connected simultaneously to the various ports of the specimen chamber (fig. 11). Reflected and transmitted electrons are detected by solid-state detectors placed above and below the specimen. The detector for transmitted electrons is made in two parts: a disc-shaped detector with an annular detector around it. With this arrangement images of the specimen seen in transmitted ‘light’ can be ob-
tained, for either bright-field or dark-field illumination. The amplifier associated with these detectors can give either negative or positive images (black-white reversal).

The secondary electrons are detected by a scintillator and a photomultiplier. A specially doped yttrium silicate is used here as the scintillator material. This material, known in the literature as P-47, has a much better sensitivity and longer life than the conventional plastic scintillators. The surface of the scintillator is enclosed by a wire-mesh grid. A voltage applied between the grid and the specimen gives an energy selection of the secondary electrons; a voltage between the grid and the metallized scintillator surface ensures that the electrons strike the scintillator at a sufficiently high velocity.

The characteristic X-radiation emitted by the specimen when the electrons in the incident primary beam have a sufficiently high energy can be analysed by an energy-dispersive solid-state detector. This detector covers the greater part of the X-ray spectrum. For the lighter elements (such as C, N and O), a crystal spectrometer can be used to obtain a better resolution in this range.

The signals from the various detectors are processed in separate amplifiers and can readily be displayed in turn on the monitor. Auxiliary monitors can also be used for a good comparison of the various signals.

Fig. 12 gives an impression of the different images that can be obtained in this way from the same specimen. Signals directly suitable for computer input are
also available from the various amplifiers, to facilitate automatic data processing.

The PSEM 500 is provided with two monitors, one of which has a long-persistence screen for easy visual observation. The other monitor, for photographic recording, has a short-persistence screen with a high resolution.

A horizontal dashed line can be written in the image as a measurement aid. The lengths of the dashes and the spaces between them are 100, 10 or 1 µm, depending on the magnification selected. The position of the first dash in relation to the others indicates the length of the dashes in any particular case (fig. 13). This method of coding has the advantage that it is not affected by enlargement or reduction of photographs produced from the image.

In selecting the raster to be used for scanning a specimen, it is not only necessary to choose the scanning amplitudes (which determine the magnification), it is also necessary to select the line time and the number of lines per picture. If another line time is selected, the brightness on the photo-monitor screen is altered automatically to keep the photographic conditions the same.

Two aids are available for setting to the optimum photographic conditions. A built-in generator provides a scale of shades of grey, either varying linearly from black to white, or in ten steps. This can be used to find the best brightness and contrast settings for the photographic material being used. The second aid is an oscilloscope screen that can display the video signal. It is used in setting the gain and black level of the detector in such a way that the limits of the output signal exactly match the limits in the grey scale. For reference the black and white levels are indicated by two horizontal lines on the screen (fig. 14). This oscilloscope screen will also indicate video-chain overloading.

Adjustment of the electron optics (focusing and astigmatism correction) can be carried out by switching in a raster that only occupies 1/16 of the normal area. The speed of the scanning beam at the surface and hence the signal-to-noise ratio remain unchanged. The reduced raster is scanned in 1/16 of the time and at a correspondingly higher repetition rate. This means that variations in the setting of the electron optics can be followed closely, even at low line-scan rates.

Other kinds of special scan that can be used are: scanning along an arbitrary horizontal or vertical line, or just at a particular point. Such scans are used primarily for an elemental analysis of the specimen from its X-radiation. The positions of the point and


Fig. 13. Dashed line in the image to indicate the magnification. The relative position of the first dash indicates the length of the dashes. a) First dash above the line: dashes and spaces 100 µm. b) First dash on the line: dashes and spaces 10 µm. c) First dash below the line: dashes and spaces 1 µm.

Fig. 14. The oscilloscope screen displaying the video signal as an aid in setting the contrast range on the photo screen. Black and white levels are indicated by the horizontal lines.
the two lines can be chosen anywhere in the image field. A cross can be recorded with the image to indicate the location where X-ray analysis was made in the spot mode (fig. 15).

Finally, it is also possible to scan the specimen surface at television rates; appropriate synchronizing signals are then added to the video signals. The image information can then be recorded on a video recorder and reproduced on a television monitor.

The goniometer

The goniometer of a scanning electron microscope should permit the greatest possible free movement of the specimen in all directions. This can be achieved from three translation movements in combination with two rotations. For the PSEM 500 we have designed a 'eucentric' goniometer — i.e. a goniometer in which the point of intersection of the two axes of rotation, the 'eucentric point', always remains on the optical axis of the instrument. If the surface of the specimen coincides with this point the centre of the image will always portray the same point of the specimen surface whatever tilt or rotation is applied.

The sequence of the various rotation and translation movements is as follows (fig. 16). Starting from the specimen stage we first have two translations parallel to its surface. These are the X- and Y-movements. Next there is a rotation about an axis perpendicular to the XY-plane, followed by a translation in the direction of the rotation axis, the fine z-movement. The complete mechanism so far described is supported on a tilt movement that rotates about a horizontal axis passing through the intersection point of the rotation axis and the optical axis. Finally, there is the coarse Z-movement, a translation in the direction of the optical axis. The fine z-movement allows the specimen surface to be brought to the best possible coincidence with the intersection point of the tilting axis, rotation axis and optical axis of the microscope.

All the goniometer movements except the coarse Z-movement are driven by stepping motors, which are mounted in such a way that they can drive the various goniometer mechanisms with the minimum of gearing. With this arrangement there is hardly any backlash in the drive systems, and no external forces are applied to the goniometer. The moving parts cannot be lubricated with oil or other organic substances, since these would contaminate the vacuum. To avoid cold welding at metal-to-metal contacts, and to ensure smooth operation of the various rotating and sliding movements, optimum combinations of different materials are used where parts are in sliding contact. In the very few cases where such combinations could not be used, the surfaces are lightly coated with 'dry' lubricants [5].

The use of stepping motors for the goniometer drives facilitates digital control and read-out of the goniometer position. This is important in measurement work, particularly when automated routine measurements are made in conjunction with a directly connected computer.

Fig. 16 is a photograph of the precision goniometer described here. The maximum specimen height it will accept for eucentric motion is 25 mm; the maximum diameter should be less than 45 mm. A manually operated goniometer that will take much larger specimens (see Table I) is also available. The manual goniometer can also be used for investigations made inside the microscope — such as tensile tests — where some of the apparatus has to be included in the specimen chamber.

Fig. 16. Diagram indicating the combination of the various goniometer movements. The X- and Y-translation mechanisms must be mounted on the rotation and tilt movement, since the rotation and tilt axes must always intersect. There would be no essential difficulty in exchanging the fine z-movement, which operates along the rotation axis, with the rotation movement. If the rotation movement is required to operate about an axis perpendicular to the specimen surface, this movement must be mounted on the tilt movement.
Special circuits and accessories

As we said at the beginning, the electron-optical system consists of an electron source and three electromagnetic lenses that produce an image of this source on the specimen surface. The control that sets the current in the first two lenses is calibrated in terms of "spot size" at the specimen. Coupling between the circuit and the high-voltage supply that determines the electron energy ensures that the spot-size setting is independent of the electron energy.

The focus (i.e. the current in the coil of the third lens) is adjusted by means of a single knob, with three push-buttons that can be used to select the steps in focal-spot size for a particular rotation of the knob. In normal use this focusing knob will be rotated many times. Therefore, to ensure a long life, the knob is arranged as a pulse source, with the aid of a light-emitting diode and a light-sensitive diode. These control a digital circuit that sets the current in the final lens via a digital-to-analog converter and a control amplifier (see fig. 18).

The focus control includes a reset circuit, which will return the setting to a particular position. The reset setting corresponds to the eucentric point for a spot of 125 nm and an accelerating voltage of 25 kV. The lens current is always switched in such a way that the set point is approached in the same direction, so that hysteresis in the pole pieces always produces the same effect. In this way the current in the lens coil and also the corresponding magnetic field-strength both arrive at the same final values on reset.

The filament forming the cathode of the electron gun has a limited life because of the high temperature necessary to produce a sufficiently high beam-current density. This means that the filament will have to be replaced

The method used is described in J. Crucq, Philips tech. Rev. 34, 106, 1974 (No. 4).
Fig. 18. Block diagram of the circuit for focusing with one knob and three push-buttons. The 100-kHz pulse generator 1 supplies the clock signals for the digital circuit. The decoder 2 transmits a number of clock pulses corresponding to the rotation of the knob K and to the size of step selected with the push-buttons. The counter 3, which counts the number of pulses transmitted by the decoder, can count both forwards and backwards, depending on the information provided by the decoder about the direction of rotation of the knob K. Finally, the state of the counter controls the current in the objective-lens coil L, via the digital-to-analog converter 4 and the control amplifier 5. A resistance R is included in series with the coil to provide feedback from the coil current to the control amplifier.

occasionally and the gun readjusted. Accurate realignment of the gun, after changing the filament, is not however necessary if instead the beam from the gun is deflected so that it travels along the optical axis. A built-in electromagnetic deflection has been included for this purpose. This system consists of two sets of coils, one compensating for a tilt of the electron beam, the other for a sideways displacement (fig. 19). For accurate alignment the two corrections are applied successively to obtain a maximum of the specimen current.

Fig. 19. Principle of the deflection system for aligning the electron beam. One coil set has to give a rotation of the beam through an angle α about the point A, the other then has to rotate the beam through an angle β about the point B to make the beam coincide with the axis of the electron-optical column.

The raster pattern on the specimen surface is obtained by applying a sawtooth voltage to the beam-deflection coils. A d.c. bias current can also be passed through these coils, to give an electrically produced displacement of the image field over a small distance. This displacement cannot be too large, since it is in fact obtained by deflection of the optical axis of the system so that this axis no longer passes through the eucentric point and the eucentric operation of the goniometer is impaired.

Fig. 20. Demonstration of the effect of the aperture angle of the scanning electron beam on the depth of field. As in fig. 1, the object is a plastic foam coated with a gold film. The three pictures were made with a distance of 23 mm between the diaphragm of the objective and the specimen. The aperture diameters were, downwards, 400 μm, 200 μm and 100 μm. An aperture of 100 μm was also used in making the photograph for fig. 1, but the distance between diaphragm and specimen was 43.5 mm. The depth of field was also correspondingly greater. Magnification 75 x.
The amplitude of the 'raster deflection' determines the magnification of the microscope, given the specimen distance. The value of the magnification is indicated, for both the upper and lower positions of the coarse Z-control of the goniometer, on a set of numerical-indicator tubes on the control panel.

The aperture of the objective lens can easily be changed. Any of the three available final-lens diaphragms can be aligned with the optical axis of the column via a bellows attachment in the wall of the evacuated enclosure. The effect of this choice on the depth of field is shown in fig. 20. If a small diaphragm is chosen, to obtain a large depth of field, the beam current becomes smaller, and the scanning rate therefore has to be made correspondingly slower to prevent a degradation of the signal-to-noise ratio.

As mentioned earlier, electronic processing of the detector signals can be used to improve the quality of the image. An example of this is electronic contrast enhancement. Fig. 21 gives an impression of the improvement that this will give. The contrast enhancement is obtained by separately amplifying the deviations of the detector signal with respect to a continuously averaged signal, and then adding them to the original signal. Low contrast can be improved in this way and large differences in brightness between the different parts of the image can be reduced.

It is also possible to modify the sawtooth deflection currents as well as the detector signals. This can for example be done to correct the distortion of the rectangular raster that occurs when the specimen surface is not perpendicular to the optical axis of the microscope.

Many options are open to the user. Those relating to the detectors and the signal processing have already been described, but there are others, as yet unmentioned, more concerned with the treatment of the specimen. For example, the specimen can be heated or cooled during the observations. Many voltages and currents can also be applied to the specimen; this is a particularly valuable facility in studying semiconductor devices and integrated circuits. Much of the equipment required for this can be supplied as separate units, which means that the PSEM 500 can readily be adapted to the individual needs of a wide range of users.

Summary. In a scanning electron microscope the specimen surface is scanned in a raster pattern by a fine electron beam. One of the responses of the specimen to the incident beam is detected, and an image is produced by displaying the detector signal on a cathode-ray tube scanned in synchronism with the microscope beam. An image can be obtained from reflected, secondary, absorbed or transmitted electrons, or from cathodoluminescence or characteristic X-radiation, as desired. Contrast in the image can be obtained from surface geometry, variation in crystal orientation, differences in elemental composition, or from potential differences.

In designing the PSEM 500 particular attention was paid to ease of operation, and provision was made for automatic operation and for processing the measured data. One such facility is the precision digitally controlled goniometer. Operation of the electron optics and the vacuum equipment has been automated as far as possible, and operational safeguards have been included where necessary. The detector signals are processed and presented on the monitor screen in such a way as to give reproducible and trouble-free photographic recording of results.
An experimental endoscope with miniature television camera

J. Périlhou

Very fast synchronous motors with a diameter of only a few millimetres have been developed at L.E.P., Limeil-Brévannes. These motors have been used in a mechanically scanning miniature television camera. The simplicity and high resolution make the camera an excellent head piece for an experimental endoscope that outperforms the conventional types. A significant advantage which present endoscopes do not have is that the image appears in colour on a television monitor.

Endoscopy: internal viewing

An endoscope is an instrument used mainly in medicine, but also in technical applications, for viewing the interior surface of small cavities. It consists of a fairly flexible tube with built-in optics for illumination and imaging. In older types the optical system consists of a series of tiny lenses — there may be as many as forty or fifty — one behind the other; in the newer types, however, the image is transferred by a bundle of thousands of extremely thin optical fibres. The use of a bundle of fibres instead of lenses makes the tube more flexible, but a drawback is that the resolution of the image is not then as good. The endoscope is pushed into the body, possibly turning corners on the way, until the distal end (the far end) reaches the place to be examined. The length of the tube is about one metre and the diameter 8 to 10 mm.

In medicine endoscopy is a valuable method for internal investigation of the patient. It can be used in examining internal organs such as the larynx and gullet, the intestines, and in certain gynaecological examinations. Endoscopy also has its uses in technology and science, where it is particularly useful in investigations, maintenance and repairs in industry. A typical example is the in situ inspection of turbine blades in certain types of aircraft engine. The endoscope could also be a useful tool in many processing techniques, for monitoring purposes and even for process control. In most applications the introduction or presence of an endoscope does not significantly affect an existing situation. Endoscopy is often the means of obtaining a maximum of internal information with a minimum of discomfort and trouble.

The new endoscope (fig. 1) contains an extremely small television camera in the distal end of the flexible tube. The camera is 25 mm long and its diameter is less than 5 mm. The actual camera is therefore located at the place to be examined; it views the major part (200 °) of a strip of the cavity wall situated around the end of the tube. The image transmitted back appears on a colour-television monitor. Images can thus be viewed by several people at the same time, which is very useful in instructional applications. Existing endoscopes do not have this feature.

The flexible tube contains only three optical fibres. Two of these supply light to the camera and provide the local illumination. The returning light is transmitted by the third fibre to three photomultiplier tubes in the camera-control unit. Each photomultiplier tube has a filter — one green, one red and one blue. The control unit processes the three video signals to produce an approximately rectangular colour display on the monitor screen (fig. 2).

Even with the first experimental camera the resolution is more than 160 lines over the complete field of view, i.e. 80 white lines alternated with 80 black ones. With this resolution objects no bigger than about 0.1 mm can be distinguished on the monitor screen, provided they are no further than 1 cm from the centre-line of the camera.

The new endoscope has been used for experimental studies of blood-vessel walls in a live dog. The tube was inserted through a front-paw vein until the camera almost reached the auricle of the heart. The camera was contained in an extremely thin and transparent rubber sheath. This sheath was inflated to press against the blood-vessel wall and force the blood away from the area under examination, giving a good view of the blood-vessel wall. The inspection proceeded successfully almost to the auricle, where the heart beats made further observation difficult.

In a later phase the endoscope has been used in certain neurosurgical operations, for example during brain...
Fig. 1. The endoscope. It consists of a flexible tube (length 2 m, diameter 4 mm) with an extremely small television camera mounted at the end. A rotating optical system in the camera scans a cylindrical observation surface around the longitudinal axis. The multiway connector at the other end of the tube connects the camera to a colour-television control unit and monitor. The enlarged view of the actual camera shows the cylindrical window and some of the components of the optical system.

operations to monitor the brain cavities or 'ventricles' (fig. 2).

In examinations of pregnant women the endoscope has provided what is believed to be the first direct observation of cases in which the umbilical cord was wound around the neck of the foetus.

These particular cases [1] are only a small sample of the many in which the new endoscope could prove of value to the medical practitioner.

The prospects of the instrument in industry seem even better, not only because the range of applications is so much wider but also because increasing familiarity with the instrument will undoubtedly lead to new applications.

In the next section the construction and operation of the miniature camera will be described. Details of the mechanical, electronic and optical components of the instrument are given in the final section.

Construction and operation of the camera

To make a television camera that is no bigger than a few millimetres it seems impossible to proceed from the principle used in modern studio cameras. We there-

[1] These applications of the endoscope were made as part of the work at three medical centres in Paris: the Marie Lannelong Hospital (Prof. Binet), the Salpetrière Hospital (Prof. Lebeau) and the Marignan Clinic (Dr Henry).
fore chose a mechanical scanning system, but one that differed completely from the Nipkow system. This was made possible by the use of synchronous motors with a diameter of only 3.5 mm, developed in our laboratories.

Fig. 3 shows a cross-section of the miniature camera, and illustrates schematically the way in which it is connected to the control unit and the monitor.

The control unit contains the electronic circuits required for camera and monitor, such as power-supply circuits, video amplifiers, and also the power supply for the motor, the three photomultiplier tubes, and a light source with a condenser lens. This lens transmits an image of the light source—a high-pressure mercury-vapour lamp—to the two fibres F111, which transmit the light to the immediate surroundings of the camera.

The camera consists essentially of a piece of transparent plastic tube L, with a synchronous motor at each end. Fixed to the rotor of M1 is a mirror R, inclined at 45°, which rotates at a speed of 3037.5 revolutions per second. Fixed to the rotor of M2 is a prism-lens system PL, which rotates at 37.5 revolutions per second, i.e. about 80 times slower. For every combination of the positions of R and PL the end of the read fibre F1 receives light from a small element of the wall W of the cavity under examination. If PL were fixed in position the rotation of R would cause this element to describe a trochoid-like line on the wall—because the front surface of PL is oblique to the axis. Owing to the rotation of PL, however, the position of this trochoid is gradually displaced. The camera thus scans the entire surrounding wall; the field of view in the longitudinal axis of the tube is approximately 55°. Each complete rotation of PL therefore corresponds to a complete scan, which will take about 25 ms. The permissible distance between the wall surface and the centre of the camera is between 10 and 30 mm. At distances greater than 30 mm the signal-to-noise ratio in the image is unacceptable, since the illumination is then too weak.

The image on the monitor is produced electronically in the conventional way from two interlaced fields, one with the ‘odd’ lines, one with the ‘even’ ones. The interlacing reduces flicker, as in television.

The resolution has been determined by means of line patterns applied to the inside surface of a tube that can be fitted around the end of the endoscope.

Motors, electronics and optical system

The motors

In motor M2 (fig. 3) the shaft is stationary. The rotor turns in two jewelled bearings. The great advantage of a stationary shaft is that it enables the read fibre to be firmly fixed. Attached to the rotor is a piece of heavy metal (gold); this keeps the motor running very smoothly, so that a good steady picture appears on the monitor screen during a brain operation. The camera was inserted into one of the ventricles (brain cavities). The approximately rectangular image is a plane projection of the cylindrical field of view.
Fig. 3. Cross-section of the camera (below) and a schematic representation of the control unit (above). M monitor; the screen shows a rectangular colour picture of a cylindrical strip of the wall W surrounding the camera. The flexible tube T, which connects the camera to the control unit, contains only three optical fibres. Two of them, FI, transmit light from a mercury-vapour lamp ILL to the location of the camera, and the third fibre transmits light from the wall in the other direction. L plastic window. R fast-rotating mirror (3037.5 rev/s). PL slowly rotating prism-lens system (37.5 rev/s). In each position of R and PL the end of the read fibre Fr can only be reached by light originating from a small element of the wall (beam B). M1,2 synchronous motors (length about 10 mm, diameter 3.5 mm) with ferroxdure rotor Fe, stator S and windings E. The control unit contains the power-supply circuits P1,2 for the two motors, three photomultiplier tubes PM with colour filters and high-voltage source, and power-supply circuits PS. VA video amplifiers. The aperture angle 55° of the field of view corresponds to the height of the image on the screen.

monitor. The motor dissipates 70 mW, which is easily removed by natural convection.

The other motor (M1 in fig. 3), which runs much faster, was not so easy to develop. The rotor shaft is solid; it runs in two miniature oil-lubricated ball bearings and has a jewelled bearing at one end. At the other end sufficient axial thrust is provided magnetically by the oblique air gap between the rotor and the stator. The mirror is cemented to the rotor, and consists of a piece of glass 0.5 mm thick; in shape it is a perfect ellipse. The motor runs at a very uniform speed and can be operated continuously for hundreds of hours. Very little heat is generated (60 mW) and cooling presents no problems. The motor delivers a power of 0.8 W from a two-phase a.c. supply at 3037.5 Hz.

The electronic circuits

The a.c. signal for the fast motor is generated by an electronic clock (966 kHz) connected to a divider circuit. The scaling factor, 2 x 159, is obtained in the usual way with a number of decade scalers and a binary scaler; the binary scaler also gives the signal the correct shape. The supply for the slow motor is obtained as a beat signal by combining the 3037.5-Hz signal with a signal whose frequency is 3000 Hz, obtained by division from the clock signal (scaling factor 2 x 161). The supply system adopted has the advantage of keeping the motors automatically synchronized.

The a.c. currents that drive the motors are also used for energizing the deflection coils of the television tube in the monitor, in combination with a sawtooth voltage, which functions in the usual way as a trigger signal. In this way fixed picture synchronization is ensured.

The optical system

The light source (100 W) has an area of about 0.1 mm² and gives a luminance of about 1.9 x 10⁶ cd/m². Its spectrum is such that the light can be considered as white. The light-transmission fibres (Fr in fig. 3) consist of a plastic material ('Crofon', DuPont), and are therefore easy to mount. The intensity in such a fibre decreases by a factor of two per metre. The read fibre (Fr in fig. 3) is made of glass, and the loss of intensity is therefore smaller: a factor of two per two metres. The lens of the combination PL (fig. 3) has a focal length of 1.5 mm; a diaphragm with an aperture of 0.7 mm ensures that the image spot produced on the read fibre is sufficiently sharp.

The use of better optical fibres, which are already becoming available, will no doubt make it possible to make tubes several tens of metres long. The applications of the endoscope could then easily assume the nature of closed-circuit television.

Summary. A type of endoscope is described that picks up internal images for observation in colour on a television monitor. The inserted end contains a television camera (diameter 4.5 mm, length 25 mm); the flexible tube (length 2 m, diameter 4 mm) contains two fibres for illuminating the cylindrical field of observation and one 'read fibre' for transmitting the light to the camera-control unit. Scanning is performed sequentially and mechanically with the aid of an oblique rotating mirror (3037.5 rev/s) and a rotating combination prism lens (37.5 rev/s). The resolution is 80 line pairs. Two miniature electric motors (130 mW total) rotate the mirror and prism lens; the power is supplied by a clock circuit, which also supplies the signal for the deflection coils of the television tube, thus ensuring synchronization. The new endoscope has applications in medicine and in industry.
The automatic measurement of medical X-ray photographs

W. Spiesberger and M. Tasto

The medical profession would readily agree that the preventive sector of public health care does not always work in the most efficient way. The checks required are comparatively straightforward, but unfortunately the scale on which they should be carried out annually is not usually compatible with available resources in staff and time. In X-ray diagnostics, which plays an increasingly important part in preventive medicine, the introduction of the computer has resulted in the solution of some of the problems.

The quantitative element

Between 60,000 and 500,000 X-ray records are examined annually in a modern hospital, depending on its size. These figures indicate that doctors must spend very many working hours in the interpretation of all this information. Nowadays, moreover, the records are usually not only visually examined, but attempts are made to derive more information by measuring particular objects on the image [1]. The number of working hours required for the measurement and processing of such numerical results is even greater, which rather limits the popularity of the measurement procedures. This explains the need for a partially or completely automatic data-processing package, which could be used both for the measurement of the X-ray photographs and for the processing of the resultant data.

Some examples of interesting problems include the measurement of the cardiothoracic ratio, the heart volume and other cardiac quantities [1] [2]; the determination of the volumes of the heart ventricles as a function of time, from film or television pictures of the X-ray image — by the technique of cineangiography, in which the ventricles are filled with a contrast medium—; the determination of the thickness of the cardiac wall and the motion of the wall [3]; the measurement of the flow in blood vessels containing a contrast medium, using film or television recording methods [8]; the measurement of the shape and size of the carpus (wrist bones) in children in order to ascertain the extent of skeletal development [4]. In particular, the measurement of dynamic quantities by cine techniques is extremely time-consuming, because between fifty and one hundred separate images (frames) often have to be measured for each patient.

Investigation of all these kinds of measurement has demonstrated that the viewing and ‘normal’ analysis of the images — such as marking the contours of an object to be measured — are not the most labour-intensive.

Fig. 1. Television monitor with light pen, constituting part of the equipment for semi-automatic image processing. The doctor only has to trace the outline of the object (a left cardiac ventricle in the case shown) on the image screen with the light pen. The resulting coordinates appear on the screen as illuminated dots (see lower photograph) and are processed directly by a computer.
steps and do not produce the largest number of errors. On the contrary, the computation of surfaces and volumes, the processing of various kinds of data and the accurate numerical weighting of measured values for the determination of diagnostic index values are examples of operations that tend to be the most time-consuming and most frequently contain errors. Various groups, including our own, have therefore developed a number of image-processing methods that depend on the use of computers, but leave to the doctor the task of locating and marking objects of interest. A typical example is the measurement of an object from a picture on a television monitor (fig. 1). The specialist traces the outline of the object with a light pen, and the coordinates of the contour traced are simultaneously and automatically fed into the computer, which then performs all further calculations — extremely accurately and without errors. Similar processing of results can often lead to a reduction of working time by a factor of ten or more.

A further step in the direction of automation, and therefore in the reduction in man-hours, is taken by utilizing the brightness information contained in the electronic video signal. If for example the selected object is uniformly brighter than its surroundings, it is easy to provide an electronic threshold circuit to ensure that only the parts in the image above threshold are shown. Quantities such as the area can then be measured directly \(^5\). A similar threshold can easily be adjusted by means of a single knob for the individual patient. Fig. 2 demonstrates this method of operation.

The method is not applicable where the information comprising the image is rather more complex, and the chosen object can no longer be distinguished from its surroundings by the adjustment of a single knob, or perhaps two or three at the very most. A less straightforward procedure is then necessary, and the use of a computer with a larger memory is an obvious requirement. The program is arranged so that the brightness of the image, whose shape is irrelevant, is defined at a large number of points forming a square array. The ‘brightness matrix’ thus obtained is stored in the computer memory for further processing.

In the following sections two types of procedures are described that enable the X-ray photograph to be processed completely automatically for certain measurement applications. One type is used to determine the shape of the heart and to measure the cardiothoracic ratio, both of which are of primary importance in preventive medicine. The other procedure is used for the recognition of contours of cardiac ventricles, which are of value in a refined diagnosis of the cardiac function.

### Cardiothoracic measurements

The early detection of heart and vascular diseases has an important place in preventive medicine. In general X-ray photographs, electrocardiograms (ECG) and cardiophonograms are used \(^6\) \(^7\). The serious nature of these diseases has led to an increase in the work required for preliminary investigations. Computer methods for the acquisition and processing of data obtained from the diagnostic procedures mentioned above are therefore of particular interest for mass screening of the general public.

---

[Fig. 2. Area measurement of a left ventricle (V) from a video signal (Lu). The threshold T and the window W can be adjusted manually. SL scan line. D diaphragm. A aorta. The logic signal II indicates whether the object sought is present (yes) or not (no). x space coordinate. The signal from the aorta does not cause an error since it appears outside the window.]

---


\(^2\) H. Reindell, Funktionsdiagnostik des gesunden und kranken Herzens, Thieme Verlag, Stuttgart 1967.

\(^3\) P. H. Heintzen (ed.), Röntgen-, cine- and videodensitometry, Thieme Verlag, Stuttgart 1971.


The aim of computer measurements on X-ray images of the heart is to provide an objective, reproducible and quantitative description of the image. In mass X-ray screening the images obtained are in the AP projection (anterio-posterior, i.e. from the front and perpendicular to the chest). The earlier work in our laboratories and elsewhere has been on automating the determination of the cardiothoracic ratio (i.e. of the sizes of the heart and thorax) and on the determination of the shape of the heart — both comparatively straightforward measurements. In clinical practice the cardiothoracic ratio is taken as a basic quantity; deviations from the 'normal' ratio indicate changes in the heart. Congenital heart defects in children, for example, can be inferred from the shape of the heart [1].

The cardiothoracic ratio

Several methods for the determination of the cardiothoracic ratio, as defined in fig. 3, are known, but the equipment and procedures required differ somewhat. H. C. Becker et al. [8] determine the width of the heart and the thorax from a 'signature' curve. The computer determines the signature curve by an integration of the brightness values along a strip, without considering other details of the image. The signature curve of an n x m image is represented by the function

$$S(k) = \sum_{i=1}^{m} I(k, i), \quad \text{with} \quad 1 \leq k \leq n,$$

where $I(x,y)$ is the brightness at the point $(x,y)$. The width of the heart and thorax can be determined from the profile of the signature curve. The method does not of course yield exceptionally accurate values but the inherent error does not amount to more than a few per cent.

The methods that we have developed for the measurement of the cardiothoracic ratio and for the description of the shape of the heart originate in principle from a contour image. Processing this contour informa-

![Fig. 3. The cardiothoracic ratio (CTR). This is a basic quantity in clinical practice. MM artificial axis of symmetry, determined by the computer. The width of the heart is defined, as usual, as the sum of the maximum distances between the axis of symmetry and the two half-contours. The width of the thorax is the value just above the diaphragm.](image)

![Fig. 4. The choice of an adaptive brightness threshold (AT) using the individual brightness distribution determined by the computer. The computer processes an X-ray image of the thorax and calculates a histogram of the resulting grey values ($D$, with $d$ = dark and $b$ = bright). The frequency of appearance $n$ is plotted vertically. $H$ heart. $T$ tissue. $L$ lungs.](image)

![Fig. 5. The determination of the cardiac contour from a binary image field by searching for at least three successive '0' points (crosses). $U$ '0' points caused by noise. $HSc$ horizontal scan. $VSc$ vertical scan. $RH$ right half of the cardiac contour. The computer produces the binary field by application of a brightness threshold (fig. 4).](image)
tion yields sufficient information to give the maximum extent of the heart and thorax in the transverse direction. The left and right halves of the cardiac contour are scanned in the transverse direction with the object of finding the maximum width. The width of the thorax is determined just above the diaphragm. The ratio is the required cardiothoracic ratio.

Images containing only a contour represent about a hundredth of the amount of information in the original complete image, and can therefore be processed very much faster.

For investigations on a large scale, the ability to determine the cardiac contour completely automatically is a good starting point. The classification of the measured contour is also an important point for diagnosis; however, a description of the parameters of the contours cannot then be avoided. Both points are discussed briefly below.

The cardiac contour

The universal image-processing methods described in the literature are not suitable for the determination of the cardiac contour, because they require a great deal of computer time. Simplified methods, such as those using a fixed brightness threshold, again have the disadvantage that they can only be used if the X-ray photographs are standardized. The size and the position of the patients, together with the exposure time and the development of the film, have a considerable influence on the content of the image and its contrast. Consequently a fixed brightness threshold cannot be used. We have therefore developed a method \[9\] in which an individual threshold is derived afresh for each image from a histogram of the brightness (fig. 4). Using known methods the computer then determines a binary image field from the derived threshold ('0' for points of brightness below the level, '1' for the other points). A boundary contour between the heart and lungs is now considered to have been found if at least three successive '0' points are found when scanning from inside to outside in the coordinate direction most perpendicular to the estimated contour. With this criterion it is always certain that a connected '0' region will be found as a boundary (figs. 5 and 6). The boundaries of the heart on the upper and lower sides cannot be derived from the X-ray image because the appropriate contours are not shown. It is therefore necessary to try to obtain them artificially. The lower boundary of the heart is defined by the line connecting the left- and right ...

right-hand corner points where the heart, lungs and diaphragm meet. The computer finds these two corner points by measuring the distances between the appropriate part of the contour and a fixed reference point (fig. 7). This distance is a minimum at the desired corner point. Our current program uses the smallest horizontal distance to define the boundary on the upper side. This method enables a closed cardiac contour to be determined in a simple way (fig. 8). The contours obtained in this way can be used for the measurement of the cardiothoracic ratio, and also for classification purposes.

The parametric description of the cardiac contours

R. P. Kruger et al.\cite{10} report that in heart diseases associated with a change in shape, it is possible to make an automatic diagnosis that in some respects will give more accurate results than the evaluation of X-ray photographs by a number of doctors. They have used a number of very different lengths, distances and angles as criteria.

C. T. Zahn and R. Z. Roskies\cite{11} have described a method for the coding and classification of plane closed curves, that is independent of the position, orientation and size of the curves. If this method is applied to cardiac contours it should be possible to correlate automatically certain heart diseases or defects with the shape of the heart. Such a diagnostic technique does of course require that the classification programs should be applied to a very wide range of material.

Fig. 7. Determination of the lower and upper boundaries $D_l$ and $D_u$ of the heart from the minima of $d_k$ or $d_{lk}$ and $d_{ik}$. $P_0$ fixed reference point. The method of contour determination is shown in figs. 4 and 5.

In the method of coding that we have developed, the contour is traced out in a clockwise direction and the change in direction is continually evaluated as a function of the distance travelled. The change in direction is equal to the angle between the local tangent and the

Fig. 8. Left: cardiac contour determined completely by the computer. The two horizontal lines establish the width of the heart. The width of the thorax is the distance between the vertical lines. Right: original photograph with the derived contour and distance lines drawn in.
tangent at the chosen starting point; the total contour length corresponds to an angle of $2\pi$ radians. The periodic shape function derived from this calculation is expanded in a Fourier series:

$$
\Phi(t) = \mu_0 + \sum_{k=1}^{n} A_k \cos(k t - \omega_k).
$$

The function has been defined in the interval $(0,2\pi)$ and is equal to zero at the end points. The pair $A_k, \omega_k$ are known as Fourier descriptors, $\mu_0$ is a constant term which is related to the chosen starting point. The required details relating to the shape are supplied by the Fourier descriptors. As is always the case in Fourier analysis, the first terms of the series contain the 'coarse' information whereas the fine detail is contained in the terms of higher order. As the heart has no sharp edges or protuberances, a small number of terms will usually be sufficient. The Fourier descriptors that are necessary to describe the cardiac contour constitute a much smaller quantity of data compared with the contour itself. Fig. 9 shows three contours that have been completely automatically constructed from 5, 10 and 100 pairs of descriptors. Small numbers such as 5 and 10 are essential if the information is to be used for classification purposes. In this way an efficient data reduction can be achieved.

![Fig. 9. The three displayed cardiac contours have been constructed with the help of 5, 10 and 100 pairs of Fourier descriptors. Small numbers such as 5 and 10 are essential if the information is to be used for classification purposes. In this way an efficient data reduction can be achieved.](image)

which image is usually recorded at a speed of 50-100 frames per second; the normal procedure is to record a single complete cardiac cycle, so that a filming time of one second is adequate. In fig. 10 two photographs of a ventricle taken in rapid succession are shown. In general, other objects such as the diaphragm, ribs and aorta will be visible in the recorded image. In this case it will be necessary to apply a more complicated data-processing method than the simple threshold method. The block diagram of our data-processing method is given in fig. 11. The first stage of the procedure is a coarse search for the contour, characterized by the use of only $32 \times 32$ image points during the scan, i.e. a low resolution. In the second stage the contour is more accurately located. Starting from the coarse contour already found, the computer searches the first frame for new position coordinates with a higher resolution. Then the complete film strip is scanned, one frame at a time.

Computer determination of ventricle contours

The determination of the left-ventricle cardiac contour has three objectives: the determination of the volume as a function of time, the measurement of the wall movement at a number of places and the observation of wall thickness as a function of time. The results obtained are used for the refined examination of the cardiac function, in which more quantities such as the blood pressure and its variations are combined with the volume data. The ventricle is made visible by the injection of a contrast medium via a catheter. The

---
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Fig. 10. Two X-ray photographs of a left cardiac ventricle that has been filled with a contrast medium. The time that has elapsed between each exposure is about 20 ms. V ventricle. R rib. D diaphragm. A aorta.

A time; at each new frame the computer makes use of the position coordinates from the previous frame in calculating the position coordinates of the new contour.

We shall now briefly describe two methods for the low-resolution search. In the next section we shall consider a method for the high-resolution search.

Our first method for the coarse search depends on the strong brightness variations in the region of the ventricle caused by the pulsation of the heart and the movement of the contrast medium. Outside the ventricle the brightness variations are much less, since they are determined there by noise or by respiratory movements, which are slow. Examples of the change in brightness as a function of time for a number of different regions are given in fig. 12.[12] If the change in the brightness rather than its absolute value is expressed quantitatively in a suitable way, e.g. as the mean-square deviation, then it is certainly possible to distinguish the area of the ventricle from its surroundings with a single threshold. The value of the threshold can itself be derived automatically by the computer from the variations; it does this by computing the mean of the average error, which is then very useful as the threshold.

Fig. 13 shows a binary field obtained when the threshold is applied to the change in brightness. The values '1' indicate points where the threshold has been exceeded, and all the others are equal to '0'. There are also points that have been labelled with a '1' because of

---

Fig. 13. The first method of coarse searching yields a binary field. The circles are the points where the threshold in the brightness change has been exceeded (level '1'). The squares are points to which a level '1' has been erroneously ascribed (e.g. by noise) and they could be eliminated later by a 'cleaning' process.

Fig. 14. The second method of coarse searching uses a template. A cardiac-ventricle template (the thick brown line) is shown as an example. This is 'moved' close to the object under investigation by the computer. The distance lines are therefore short. The case shown has been idealized; in practice the template and object will not have precisely the same shape.

Fig. 15. The template is still some way away from the object. The distance lines are much longer than in the situation shown in fig. 14.

High-resolution search

The contour that has been found with the help of one of the two coarse methods is used as starting material for the fine search. Three types of prior data are derived from the coarse contour: the direction and the magnitude of the interval to be searched and the sign of the noise or the intrusion of the edge of the picture; these can be eliminated by using special noise-suppression methods ('noise cleaning'). A contour can be derived from the binary field, since the computer takes every '1'-0' transition it encounters while it scans radially outwards as a point of the contour. The computer starts the scan somewhere close to the 'centre of gravity' of the field of '1' values.

The second method for low-resolution search is the 'template' method [13]. In this case the frame to be processed is first transformed into a 'dash-point figure', which implies that all the contours (including those of objects not required) are determined and reproduced initially in the form of dashed lines. The computer then moves a template of the required object over the dash-point figure, and the object is considered to have been found when the deviations between template and object are as small as possible. The distances between different points on the template and those points that lie closest on the contour of the given figure are taken as a measure of the deviation. An example of such a dash-point figure with a ventricle template mask that has been moved across it is depicted in fig. 14. The distance lines are also shown. In this idealized example the template is of exactly the same shape as the desired object; this never occurs in practice, of course. The distances decrease to zero when the template is accurately located over the object. Fig. 15 shows a situation in which there is still a large error in the position of the template, as can clearly be seen from the distance lines.
MEASUREMENTS ON X-RAY PHOTOGRAPHS

The brightness gradient to be determined \cite{14}. In fig. 16 a contour found by the coarse method is drawn, with a normal constructed by the computer; the normal establishes the direction of search for a new contour point. The magnitude of the interval to be searched is also known to the computer, as the maximum uncertainty in the position of the coarse contour.

When a series of frames are processed, the computer always takes the contour from the preceding frame as the coarse contour for the ensuing fine search, as we saw above. The maximum uncertainty follows, in this case, from the maximum rate of travel of the ventricle wall and the frame rate.

The search for a contour point in a fixed interval occurs as follows. The computer determines the brightness gradient, which is scanned radially from inside to outside in the search direction. The point where the gradient has the greatest positive value is the point that the computer is looking for. The sign of the gradient obtained is the means by which the computer distinguishes the required contour from undesirable overlapping objects, such as the diaphragm. The brightness must always decrease at the contour being searched for when the scan goes from inside to outside.

In fig. 17 two heart-ventricle contours have been drawn on the original X-ray photograph. These contours were determined fully automatically by the computer. The boundary line between aorta and ventricle can be deduced approximately by searching at the side of the ventricle directed towards the aorta for the place where two contour halves that lie opposite each other have the smallest spacing (the short dashed line). Finally, for computing the heart volume, the computer constructs the axis of symmetry of the contour (the long dashed line). In the computer program it is assumed that the cross-section across the long axis of the ventricle is elliptical or circular, depending on whether the computer has access to images in two projection directions or only in one direction (as is most usual).

Current implementation and future prospects

The methods that have been described so far can be executed on medium-sized computers with a memory capacity of 32 kbyte or more. The programs should ideally be formulated in ‘machine-independent’ languages; the methods may then be implemented with few compatibility problems in most medical centres. The digitizing of images, as well as the presentation of processed images and results, can be separated from the pure data-processing activities. Standard television equipment can be used for digitizing and presentation. In all our ventricle methods only relevant information from each image is digitized and this results in processing times of only a few seconds. The cardiothoracic procedure with its associated parameter description always utilizes the same number of image elements. The rather computation-intensive algorithm for the classification of the contour information results in a computing time of several minutes for each image.

The determination of the ventricle contour and the cardiothoracic measurements dealt with in the earlier sections are only two examples from a multitude of possible medical applications. A number of the image-processing operations used are in many cases identical and are employed for different purposes in different applications. It seems desirable to give a modular structure to a general data-processing program for X-ray photographs, to avoid having to re-program each image-processing routine at every changeover to a new field of application. With a suitable range of appropriately designed image-processing programs it would then be possible to test the solution of new problems with the existing modules. The time required, compared with the current situation (writing a complete program, testing, modification, etc.) would be much shorter. If the way to a solution was found by experimenting with

\[F \text{ coarse contour; this provides the initial input data. } S \text{ the new search direction, constructed by the computer as a normal to the coarse contour. } (p_{0,1,2} \text{ are additional construction points). } R \text{ search interval; its size is determined by the maximum error in } F.\]


the data-processing programs, a separate program for the particular case could always be written later — which would not take long.

The time and effort required, in the short term, for the preparation of such a useful general image-processing program package, would be completely recovered in the long term by the resulting possibilities for rapid and flexible image-processing in many medical (and non-medical) situations. We hope that this more general solution to the problem will become reality in the not-too-distant future.

Summary. X-ray diagnostic methods are in need of automated image-processing procedures (+ measurement of photographs + processing of the results), especially for preventive health care. Program packages, both existing and under development, for selection, recognition and digital processing are discussed; the emphasis is on cardiothoracic measurements and the determination of cardiac-ventricle contours. The cardiothoracic measurements concentrate on the automatic determination of the width ratio from the contour measurements in AP projection. Further data reduction, necessary for shape-classification investigations, is accomplished by parameter representation with Fourier descriptors. The contour recognition — by a gradient method — is performed iteratively on a series of film images of one cardiac cycle; the computer finds the required initial contour with a threshold or a template method. Noise errors can be eliminated.
Crystal defects and their transport in solids; industrial applications

H. J. Vink

Introduction

The manufacture of materials that meet electrical, magnetic, optical and mechanical specifications is sometimes described as 'molecular engineering'. It is the art of placing the desired atoms with the desired valency at the desired crystallographic sites of the desired crystallographic structure. The materials obtained in this way more often than not contain a number of different kinds of atoms in wide ranges of concentrations. They are applied as bulk materials, and frequently as layers of various compositions, with thicknesses as small as 1 µm in devices such as transistors, and down to 1 nm or less in some ceramic components.

In this article special attention will be drawn to the transport effects in the solid state involving vacancies or dopant atoms. Such effects are important in the manufacture of all kinds of materials. Only two types of transport will be dealt with. The first to be discussed will be the diffusion in a semiconductor like silicon. The driving force for this material transport is a consequence of the existence of a concentration gradient. The second, which will be discussed more briefly, is the sintering process. Here the driving force is a consequence of the fact that the surface energy of a compacted powder decreases on sintering.

Both mechanisms will be treated in a similar way. First of all some account will be given of the general background associated with these effects. Some of the difficulties encountered in the actual processes of manufacture will then be dealt with in the light of these principles. Three types of material will be chosen as illustrative examples: one electronic, one optical and one magnetic. For the electronic material silicon is an obvious choice — it is after all the material from which such complicated structures as integrated circuits are made, with the help of the diffusion process. The optical and magnetic examples have been chosen to illustrate the various important points in the sintering process. Two optical materials will be treated briefly: dense Al₂O₃, a translucent ceramic suitable for envelopes for high-pressure sodium lamps operating at high temperature, and dense Y₂O₃, a material characterized by an extremely low porosity and which can be used as the matrix material in solid-state lasers. Finally, Mn-Zn ferrite has been chosen as an example of a magnetic material. This ferrite is used after appropriate molecular-engineering processing a) for applications in transformers, b) as a core material in radio-frequency LC filters and c) — because of its low porosity and its small pores — in recording heads for video-tape equipment.

The treatment will show how important scientific knowledge is for the understanding and control of industrial processes, and also that the actual process of manufacture invariably leads to new avenues of scientific research and a deeper understanding of fundamental phenomena. It is this interaction between research and industry that makes industrial research such an interesting world.

Diffusion of donors and acceptors in silicon

As stated earlier, the discussion here will be limited to an account of diffusion in the semiconductor silicon. It is well known that this is a process of great technological importance, since it has been used for the last 25 years to fabricate P-N junctions in diodes, transistors and integrated circuits. In view of this technological importance it is hardly surprising that much work has been done on elucidating the atomic mechanisms of diffusion in semiconductors. In a recent review of atomic diffusion in semiconductors [1] [(*)] the chapter on Si and Ge, although by no means complete, contains about 400 references. It is therefore surprising that, notwithstanding all this, the diffusion of donors and acceptors in silicon is still an active field of research.

(*) The references are listed at the end of the article.
and acceptors in Si is still not well understood. It is found that under the circumstances of the actual manufacture of P-N junctions, the concentrations used are often so high that a number of secondary effects become important enough to dominate the result. Again, even for diffusion in conditions where high concentrations do not occur, and these secondary effects are therefore of no importance, it is only recently that experiments have provided any understanding of the basic phenomena.

The primary diffusion process

Experimental results

A few words should first of all be said about this primary diffusion process. Until recently there was considerable scatter in the reported diffusion parameters in silicon. The activation energy $E_D$ (eq. 1) for boron in silicon varied from 1.67 eV to 4.25 eV and the pre-exponential factor $D_0$ (eq. 1) varied from $10^{-9}$ to about $10^5 \text{cm}^2/\text{s}$. A similar scatter was found for phosphorus in silicon [2]. R. N. Ghoshtagore has suggested that, although the effects due to high concentration might perhaps have played a role in these determinations, the scatter of these results can be explained by the fact that most experiments used an oxide-diffusion source on the silicon surface. Effects such as 'out-diffusion' and evaporation, surface strain, boundary motion and reactions between the source and the underlying silicon - the latter leading to deviations in the concentration of intrinsic defects - may therefore have influenced the results [3-5]. In Ghoshtagore's experimental arrangement all these effects were excluded and the concentrations of the dopants were made sufficiently low for the silicon always to be considered as intrinsic at the diffusion temperatures (concentrations < $2 \times 10^{19} \text{cm}^{-3}$).

Under these conditions (a temperature between 1130 and 1450 °C) the diffusion of B and P in silicon via a (111) plane can be described by Fick's laws. Fig. 1 makes this clear. The line drawn through the experimental points corresponds to the solution of Fick's laws (for constant diffusivity) for the boundary conditions of Ghoshtagore's experiments.

Similar results were obtained for the diffusion of the donors As, Sb and Bi in Si and also for the acceptors Al, Ga and In. In all cases the diffusivity $D$ can be described by

$$D = D_0 \exp(-E_D/kT).$$

($D$ is expressed in $\text{cm}^2/\text{s}$). The values of $D_0$ and $E_D$ for the various donors and acceptors are listed in Table I.

From fig. 1 and fig. 2 it can be seen that the group-III and group-V elements diffuse rather slowly in silicon. Most of them have similar activation energies and pre-exponential constants.

![Fig. 1. A concentration profile for phosphorus in silicon, for both P-type material (the triangles) and N-type material (the circles). The horizontal scale indicates the distance $d$ travelled by the diffusion, which started at the surface. The heat treatment was the same in both cases. The diffusion time and temperature are shown in the figure, and also the concentrations of the charge carriers in the starting material. (After R. N. Ghoshtagore [4].)](image-url)

Brief survey of the various mechanisms proposed for the primary diffusion process

Various mechanisms have been proposed for the 'intrinsic' diffusion of the group-III and group-V elements in silicon. These elements are present almost entirely in the substitutional form. A diffusion mechanism based on vacancies is therefore often assumed; however, there have been suggestions that a kind of interstitial mechanism is predominant. D. L. Kendall and D. B. de Vries [7] have suggested in a comprehensive review article that the mechanism for the group-V elements depends on monovacancies or divacancies, whereas A. Seeger and K. P. Chik [8] have argued in favour of a kind of interstitial mechanism. In a more recent article, S. M. Hu [9] has proposed a dual mechanism, with the interstitial component predominating for boron — and phosphorus, however not to the same extent — but with arsenic diffusing mainly by a vacancy mechanism.

Ghoshtagore accepts the principle of a vacancy mechanism for the group-V elements. However, in his opinion, the equilibrium vacancy concentration is too low to explain the diffusivities. He therefore assumes the impurity-vacancy pair to be the main agent in the
Table I. The values of the pre-exponential factor $D_0$ and the activation energy $E_D$ from the equation for the diffusivity (1), for various donors and acceptors in silicon. (After Ghoshtagore [10].)

<table>
<thead>
<tr>
<th>Dopant</th>
<th>$D_0$ (cm$^2$/s)</th>
<th>$E_D$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>$7.4 \times 10^{-2}$</td>
<td>3.30</td>
</tr>
<tr>
<td>As</td>
<td>$6.55 \times 10^{-2}$</td>
<td>3.44</td>
</tr>
<tr>
<td>Sb</td>
<td>$2.14 \times 10^{-1}$</td>
<td>3.65</td>
</tr>
<tr>
<td>Bi</td>
<td>1.08</td>
<td>3.85</td>
</tr>
<tr>
<td>B</td>
<td>$2.1 \times 10^{-3}$</td>
<td>2.85</td>
</tr>
<tr>
<td>Al</td>
<td>1.39</td>
<td>3.41</td>
</tr>
<tr>
<td>Ga</td>
<td>0.37</td>
<td>3.39</td>
</tr>
<tr>
<td>In</td>
<td>0.79</td>
<td>3.63</td>
</tr>
</tbody>
</table>

Quantitative discussion of the activation energy of diffusion on the basis of the donor-vacancy-pair mechanism

The arguments of M. Yoshida and R. R. Hasiguti [10] suggest that the donor-vacancy mechanism is in fact the most promising. As in Yoshida and Hasiguti's article the activation energy ($E_D$) of diffusion of the group-V elements in silicon can be put equal to

$$E_D = E^I_V - E^b_{LV} + E^m_{IV},$$

(2)

where $E^I_V$ is the energy of formation of a monovacancy, $E^b_{LV}$ the binding energy of the formation of an impurity-vacancy (I-V) pair (an 'E centre') and $E^m_{IV}$ the activation energy for the migration of these E centres.

From Ghoshtagore's values of $E_D$, and if values of $E^I_V$ and $E^b_{LV}$ are known, the binding energy $E^b_{IV}$ can be calculated for various donors. If the values of $E^b_{IV}$ arrived at in this way appear to be acceptable, this argument can be regarded as evidence for the validity of the idea of predominant impurity-vacancy-pair migration.

No reliable direct experimental determination of $E^I_V$ exists. This could be because the equilibrium concentration is very low — which is indeed probable — and because the vacancies have a high mobility, which implies that higher concentrations can only exist for a very short time. Therefore $E^I_V$ can be determined only by indirect means or by theoretical calculation. The theoretical calculations [11-14] lead to values of $E^I_V$ that lie close to 2.3 eV. Indirect experimental determinations have been discussed by L. Elstner and W. Kamprath [15], who carried out Hall measurements on heat-treated and quenched P-type silicon. They tentatively proposed a value of 2.5 eV for $E^I_V$, one of their assumptions being that vacancies were 'frozen in' by the quenching.

$E^I_V$ can also be determined from self-diffusion experiments. The activation energy $E_{DS}$ for self-diffusion can be put equal to

$$E_{DS} = E^I_V + E^w_v,$$

(3)

assuming a mechanism of self-diffusion dominated by the migration of monovacancies. $E^w_v$ is the activation energy of migration of such a monovacancy.

One method of determining $E_{DS}$ is to carry out diffusion experiments by the tracer method. The following values have been found in this way for $E_{DS}$: 5.13 eV [16], 4.78 eV [18] and 4.73 eV [19]. Another, more indirect, way to obtain $E_{DS}$ is to study the diffusion of Ni and Au in Si. In this case substitutional and interstitial Ni or Au atoms are in local equilibrium with monovacancies [20]. A value of $E_{DS} = 4.5 \pm 0.5$ eV has been deduced from these experiments. Taking all these results into account a value for $E_{DS}$ of 4.8 ± 0.2 eV seems reasonable. It is
now necessary to know $E_{\text{mv}}$ to calculate the energy of formation $E_{\text{v}}$ from eq. (3).

Again, there is uncertainty with regard to the value of this activation energy. Two values of $E_{\text{pv}}$ have in fact been found. At low temperature (160 K) a value of $E_{\text{pv}} = 0.33$ eV has been determined [22]. Electron-paramagnetic-resonance and infrared-absorption experiments [23] [24] have clearly confirmed that this value can be attributed to the presence of monovacancies. At high temperatures ($\approx 1700$ K) the activation energy has been found to be as high as $1.2 \pm 0.2$ eV. This high value was determined from quenching experiments [15] [25] [26] and their interpretation in terms of what kind of defect actually migrates is uncertain.

Divacencies have been proposed and also 'extended defects' [8]. Recently ideas have been put forward that indicate that these models might be debatable thermodynamically and that the high-temperature value should likewise be attributed to a monovacancy [27]. The higher value of $E_{\text{mv}}$ would then be caused by another transition state, in association with the higher temperature. The diffusion experiments (with $E_{\text{Dv}} = 4.8 \pm 0.2$ eV) therefore enable a value of $E_{\text{v}} = 4.5 \pm 0.2$ eV for $E_{\text{pv}} = 0.33$ eV or $E_{\text{v}} = 3.6 \pm 0.4$ eV for $E_{\text{mv}} = 1.2 \pm 0.2$ eV to be calculated. On examining the values for $E_{\text{v}}$ that have been obtained from different arguments: 2.3, 2.5, 3.6 $\pm$ 0.4 eV and 4.5 $\pm$ 0.2 eV it can be seen that there is indeed little certainty in the value of the energy of formation of a monovacancy.

For $E_{\text{mv}}$ in eq. (2) the certainty is greater. These impurity-vacancy pairs can be produced by neutron irradiation and have been extensively studied by G. D. Watkins and his associates [22-24] [28] and also by a group in Japan [29]. The value of $E_{\text{mv}}$ can be evaluated from thermal annealing (M. Hirata et al.) and also from the kinetics of the reorientation of these pairs on recovery from stress-induced alignment (Watkins et al.). Hirata and associates did this by means of life-time measurements, whereas Watkins and associates used the much more specific electron-spin-resonance method. If it is assumed that the final step — the direct exchange of the impurity with the adjacent vacancy, see fig. 3 — does not determine the rate, then the process that limits the migration of the pair must be that of the reorientation. Both methods give values of $E_{\text{mv}}$ that are in striking agreement (see the third column of Table II).

However, it should be noted that the temperatures used in these experiments never exceeded 200 $^\circ$C. It is therefore not impossible that for the temperatures normally used in diffusion the values of $E_{\text{mv}}$ will in fact be different.

Table II gives a list of the values of $E_{\text{mv}}$ for the various impurities, calculated from eq. (2) using the experimental values of $E_D$ determined by Ghoshtagore, the (low-temperature) values of $E_{\text{mv}}$ found by Watkins and Hirata and taking $E_{\text{v}} = 3.6 \pm 0.4$ eV as a reasonable guess. The binding energy $E_{\text{mv}}$ found in this way for the different impurities appears to be constant to within about 0.1 eV. Although unexpected, this is perhaps not entirely unreasonable and could therefore be taken as an indication that the arguments used above have some inner (quantitative) coherence. It is perhaps also reasonable to assume, from fig. 3, that the binding energy $E_{\text{mv}}$ must always be greater than the activation energy of migration $E_{\text{mv}}$. This would signify that $E_{\text{mv}}$ has a value of $1.6 \pm 0.1$ eV, and that the energy of formation $E_{\text{v}}$ of a monovacancy in Si has a value of about 4.0 eV, thus excluding the values of 2.3 and 2.5 eV found by theoretical calculations or deduced from the experiments of Elstner and Kamprath [19].

### Table II. Calculated binding energies $E_{\text{mv}}$ for various vacancy-donor pairs in silicon.

<table>
<thead>
<tr>
<th>Donor</th>
<th>$E_D$ (exp.)</th>
<th>$E_{\text{mv}}$ (exp.)</th>
<th>$E_{\text{mv}}$ (calc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>3.30</td>
<td>0.93</td>
<td>1.2 ± 0.4</td>
</tr>
<tr>
<td>As</td>
<td>3.44</td>
<td>1.07</td>
<td>1.3 ± 0.4</td>
</tr>
<tr>
<td>Sb</td>
<td>3.65</td>
<td>1.29</td>
<td>1.2 ± 0.4</td>
</tr>
<tr>
<td>Bi</td>
<td>3.85</td>
<td>1.46</td>
<td>1.2 ± 0.4</td>
</tr>
</tbody>
</table>

The effects of the Fermi level and of the built-in electric field

In making $P$-$N$ junctions the concentrations of the impurities from groups III and V are often much higher than the concentration of intrinsic carriers at the

![Fig. 3. The crystal lattice of silicon with a vacancy (1) and an impurity atom (P). It is shown how the direct exchange of an impurity atom with a nearest-neighbour vacancy can take place in this lattice (G. D. Watkins and J. W. Corbett [29]). The vacancy in the first nearest-neighbour position (No. 1) must make two jumps away from the $P$ atom and then arrives at position No. 3; after this the vacancy returns to another nearest-neighbour position (No. 1).](image-url)
diffusion temperatures. This leads to a number of effects that determine diffusion rates and profiles in the manufacturing processes. For instance, by keeping the concentration of diffusing donors higher than the intrinsic concentration of free electrons, the concentration of free electrons will be determined mainly by the concentration of these donors, which is time- and location-dependent. This situation gives rise to two effects. First, the higher concentration of free electrons will give a larger total concentration of vacancies. This is a consequence of the fact that a (neutral) monovacancy in the silicon lattice \( V'_{Si} \) acts as an acceptor with an energy level 0.5 eV below the conduction band. On accepting an electron from the conduction band the silicon vacancy then becomes effectively negatively charged \( (V_{Si}^-) \). The capture of an electron \( (e^-) \) by a neutral silicon vacancy can be described by the reaction

\[
V_{Si}^- + e^- \rightarrow V'_{Si}.
\]

In equilibrium, by the law of mass action, this leads to:

\[
K_1 = \frac{[V_{Si}^-]}{[V'_{Si}]},
\]

or

\[
[V'_{Si}] = K_{eq}.
\]

In these equations \([V_{Si}^-]\) and \([V'_{Si}]\) are the concentrations of neutral and singly negative monovacancies in the silicon lattice and \( n \) is the concentration of the free electrons. The concentration \([V_{Si}^-]\), and hence the reaction constant \( K_{eq} \), is dependent on temperature only.

From eq. (6) it follows that for a concentration of donors higher than the concentration \( n_1 \) of free electrons in intrinsic silicon at the diffusion temperature, the concentration \([V_{Si}^-]\) will increase with the donor concentration. For donor diffusion \([V_{Si}^-]\) will be much larger than \([V_{Si}^-]\). Since donors are effectively positively charged, their diffusion will be increased as effectively by a negatively charged silicon vacancy as by a neutral vacancy. Either a vacancy mechanism or a donor-vacancy-pair mechanism will therefore give an enhanced donor diffusion for increasing donor concentrations \( (> n_1) \). This is the 'Fermi-level effect'. This effect is in fact further enhanced, first because the singly negative vacancy \( V_{Si}^- \) has a second acceptor level at 0.18 eV below the conduction band, and secondly because the donor-vacancy pair is also an acceptor, with a level at about 0.4 eV below the conduction band.

A second effect (due to the built-in electric field) is a consequence of the change, as a function of distance, of the position of the Fermi level — with respect to the conduction band — owing to the varying concentration of the diffusing dopant. Because of this, electric fields are created in the semiconductor, which in general give an enhancement of the diffusion of the impurity.

Both effects, of course, are interrelated as they are both influenced by the position of the Fermi level. The two effects cannot therefore be treated separately, but only in a single coherent mathematical treatment. The (isothermal) diffusivity \( D(A) \) of a donor-type impurity \( A \) can be described, after making certain simplifications, by:

\[
D(A) = D_0(A)\gamma_V^{-1}\left(1 + \frac{\delta \ln \gamma_A}{\delta \ln [A]}\right),
\]

where \( D_0(A) \) is the diffusivity of the donor \( A \) in intrinsic material, \([A]\) the donor concentration and \( \gamma_V \) and \( \gamma_A \) the activity coefficients for vacancies and donors respectively. The coefficients are defined by:

\[
\mu_A = kT \ln \left(\frac{N_A}{N_{Si}}\right),
\]

and

\[
\mu_V = kT \ln \left(\frac{N_V}{N_{Si}}\right),
\]

where \( \mu_A \) and \( \mu_V \) are the chemical potentials for donor and vacancy respectively; \( N_A \) denotes the total number of lattice sites and \( N_A \) and \( N_V \) denote the numbers of lattice sites occupied respectively by an impurity atom and a vacancy. \( N_{Si} \) is the equilibrium-vacancy concentration at infinite dilution of \( A \).

If Fermi-Dirac statistics are used and it is assumed that the donor and vacancy levels and the energy-band structure are not affected by the impurity concentrations, then \( \gamma_V \) and \( \gamma_A \) are the functions of \([A]\) shown in fig. 4 and fig. 5. It can be seen that with increasing donor concentration the diffusivity (eq. 7) increases because of the two factors \( \gamma_V \) and \( 1 + \delta \ln \gamma_A/\delta \ln [A] \).

The first factor describes the Fermi-level effect: \( \gamma_V \) decreases with increasing donor concentration to values smaller than unity, indicating an increase in the concentration of charged vacancies. The second factor can be interpreted as describing the electric-field effect. The coefficient \( \gamma_A \) increases with increasing donor concentration to values larger than unity. The difference in chemical potential \( \mu_A \) of the donor at two different distances is therefore larger than that calculated from the difference in concentration only. This leads to a greater driving force for the diffusion. It can be seen from the expression that this second factor has the greatest effect when the concentration of impurity atoms approaches that of the intrinsic carriers at the temperature of diffusion.

The relation between the two effects is more complicated than would appear from this simplified equation.
Fig. 4. The donor activity coefficient \( \gamma_d \) for silicon (S. M. Hu \[30\]), as a function of the donor concentration at four temperatures.

Fig. 5. As fig. 4, but now for the activity coefficient \( \gamma_v \) of a vacancy in silicon. (After Hu \[30\].)

**Fig. 6** gives impurity profiles produced by diffusion from a constant surface concentration \([A(0)]\), as described by eq. (7). The parameter \( \varphi \), equal to \([A(0)]/2n_i\), is a measure of the extent to which the material is non-intrinsic (\(n_i\) again denotes the concentration of free electrons in pure silicon at the diffusion temperature). Profiles like these have been observed, and appear to describe the diffusion of As in Si quite well up to a concentration of about \(3 \times 10^{20} \text{ cm}^{-3}\). It can be seen that these profiles are not at all related to the one often assumed to be present and calculated on the assumption that these two effects can be neglected (\(\varphi = 0\)).

It will be clear that these large and concentration-dependent deviations from the 'normal' functions (complementary Gaussian error functions) introduce difficulties in calculating the exact concentrations and distances in \(N-P-N\) junctions.

**The push-out effect**

Another effect is often even more important in transistor manufacture in determining the actual structure of the transistor. This is the push-out or emitter-dip effect.

In the well known process for making \(N-P-N\) junction transistors boron, a \(P\)-type dopant, is first diffused into selected areas of an \(N\)-type epitaxial silicon layer. This produces the \(P\)-type base layer. Next, phosphorus is diffused into a smaller area of the \(P\)-type layer, to form the \(N\)-type emitter region. The push-out effect, schematically represented in fig. 7, is a local increase in the depth of the base layer (boron-doped) under the emitter layer. The effect is of great importance in device fabrication because the electrical characteristics of the device, such as its high-frequency limit, depend upon the distance between the \(N\)-type phosphorus-diffusion layer (the emitter) and the original \(N\)-type layer (the collector) beneath it. This distance (the base width), which is proportional to \(c - a\) in fig. 7, can be greatly affected by the magnitude of the push-out. In an analysis of this effect D. B. Lee \[33\] has made the following observations:

- The phosphorus-diffusion profile has a distinct 'tail', as indicated in fig. 8. This tail and the associated kink in the profile become smaller as the diffusion temperature increases, and have almost vanished at 1200 °C.
- The push-out of the base during the phosphorus
diffusion at 950 °C is characterized by a local enhancement of the boron diffusivity by a factor of about 20, provided that the concentration of phosphorus atoms near the surface is greater than $9.5 \times 10^{20}$ atoms cm$^{-3}$. This enhancement factor can be much higher (about 700 max.) at lower temperatures.

---

**Fig. 7.** Diagram explaining the push-out effect in a diffused-junction transistor of N-P-N type. Beneath the emitter region E the base layer B is more deeply diffused into the collector region C; the magnitude of the dip $ED$ affects the distance between the emitter and collector, and hence also the important electrical characteristics of the transistor. The depth of the emitter is proportional to $a$, and the original depth of the base to $b$. The increased depth of the base, due to the push-out effect, is proportional to $c$. These dimensions are shown here in a plane $S$ at an angle of $4°$ to the upper surface of the transistor.

---

The phosphorus atoms at the lower edge of the emitter, where the boron-doped base begins, i.e. in the tail of the phosphorus profile, give a similar enhancement in their diffusivity.

Push-out also occurs in P-N-P junctions with emitters containing boron. Both P and B atoms are smaller than Si atoms. The lattice constant of a silicon lattice containing large concentrations of these impurities is in fact reduced and extra planes — dislocations — therefore have to be formed. The front of this network of dislocations moves into the crystal and coincides approximately with the front of the diffusion profile. The density of the excess vacancies generated by the part of the movement of the dislocations that can be described as climb is a function of time and of the distance from the surface. The excess vacancies will be annihilated at the surface and by the formation of vacancy clusters. In this way a high non-equilibrium concentration of vacancies is formed, and since vacancies move easily, this high concentration can extend far beyond the limits of the diffusing emitter front, into the base and beyond the base-collector transition. The phosphorus- and vacancy-concentration profiles will therefore in general be of the form shown in fig. 9.

The presence of the kink in the phosphorus profiles can be explained from this figure. Near the surface (a vacancy sink) the excess concentration of vacancies is much less than deeper down, which means that the effective diffusivity of the phosphorus near the surface is lower.

T. J. Parker [33] and S. M. Hu and T. H. Yeh [34] have used these ideas in an attempt to calculate theoretically the diffusivity-enhancement factor; the result was an enhancement of about six times. This hypothesis does not therefore appear to explain the effect completely. R. F. Peart and R. C. Newman [35] and also M. Yoshida and associates [36] have drawn attention to the fact that diffusion enhancement can also occur without the generation of dislocations and can moreover be strongly influenced by processes occurring at or near the surface layer on which the phosphorus source has been applied [37]. This effect can be very important. The following possible explanation has been
put forward: the phosphorus diffuses only by means of the phosphorus-vacancy pairs (the E centres). Therefore when the phosphorus atoms enter from a surface into the bulk material they must do so as E centres. The number of E centres formed per unit time at the surface depends on the surface conditions. The E centres next flow into the bulk. Shortly afterwards, not far from the surface, the E centres dissociate into single phosphorus atoms and excess vacancies. This amounts to another mechanism for the generation of excess vacancies, which could contribute to an enhancement of the diffusivity.

Other secondary effects

In addition to the effects mentioned above, there are a number of others that affect the concentrations of the diffusants and their profiles. These include the formation of certain immobile molecules such as SiAs₄ [1] or of precipitates such as SİP [38], or the deviation of the direction of the normal of the actual surface plane from that of the normal of the (100) or (110) planes [39]. However, interesting as these are, they will not be dealt with here.

By now it will be clear that although the diffusion of group-III or group-V elements into silicon appears at first sight to be one of the simplest cases of diffusion, although the process is fundamental to the manufacture of many important electronic devices, and although there has been a positive flood of publications about it, the process is not yet understood. There is still uncertainty about the primary diffusion process, while it is almost impossible to estimate the various relative contributions from the secondary processes. The actual fabrication of the complicated P-N junctions in integrated circuits is still largely a matter of industrial empiricism. On the other hand it is fair to say that, without the help of scientific investigation and understanding, development of industrial know-how alone could not have succeeded in creating the variety of diodes, transistors and integrated circuits that exists today.

Sintering

General aspects

The three stages in sintering; the various atomic transport routes

Another process involving atomic transport is sintering, a process that is used extensively in industry. The complex geometry of a compacted powder during sintering can be dealt with in a simplified way by distinguishing between three stages. In the initial stage bonds grow between the particles, so as to form 'necks' (fig. 10). The intermediate stage starts when the necks approach each other. As sintering proceeds the pore structure gradually changes into a network of interconnected channels, with these channel-like pores occurring primarily at the places where three grain edges meet, or at the corners of the grains [41]. Fig. 11 gives a schematic diagram of the geometry for the initial and the intermediate stages of sintering. In the initial stage of sintering the linear shrinkage amounts to about three to five per cent. In the intermediate stage the porosity falls to about 5%. In this intermediate stage grain growth gradually starts to become significant. In the third stage the porosity is discontinuous; the pores are separated. The removal of these completely disconnected pores, together with grain-boundary migration, resulting in grain growth, will be discussed later in this article.
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Fig. 12. Model for the geometry and the diffusion flux paths in the initial stage of sintering. A, B and C volume diffusion. D grain-boundary diffusion. E surface diffusion. F vapour transport. (After Johnson μ.)

The driving force in the first two stages of the process is the excess surface energy of a compacted powder compared with that of a dense material. This sets in motion a material-transport mechanism controlled by diffusion. Several transport routes for the diffusion are shown in fig. 12.

Mathematical descriptions of the first sintering stage

W. D. Kingery and M. Berg [42] have derived the expression

$$\frac{\Delta L}{L_0} = C(ya^3D)^{2/5} r^{-6/5} t^{2/5}$$ (10)

for linear shrinkage by considering only the volume diffusion (A and B from fig. 12). Here $\gamma$ is the surface energy, $a$ the atomic dimension, $D$ the self-diffusivity, $r$ the particle radius and $t$ the diffusion or sintering time. The coefficient $C$ is equal to $(20/\sqrt{2} kT)^{2/5}$.

Fig. 13 shows that the time dependence of the densification of Al$_2$O$_3$, in the first sintering stage, can in fact be described reasonably well by the expression (10).

As we have seen, other possible transport routes may also have to be considered, however. For instance, it is almost certain that the grain-boundary diffusion is important. The different kinds of transport can be divided in two classes: the fluxes $A$, $B$ and $D$ in fig. 12 produce broadening of the neck and shrinkage, whereas the fluxes $C$, $E$ and $F$, all connected with the surface, although helping to broaden the neck, do not in the main produce shrinkage. It is generally accepted that routes $B$ and $D$ are most effective for shrinkage.

D. L. Johnson [41][44-46] has developed a theory for the first stage of sintering, which is also valid, with certain assumptions, for the second stage. He took into account the fluxes $B$, $D$, $E$ and, to a certain extent, $F$. The solid line in fig. 14 shows his theoretical calculations as applied to experimental results obtained by sintering spherical iron particles with a radius of

![Fig. 14. The ratio of the radius $x$ of the necks formed in sintering (fig. 10) to the radius $a$ of the particles, as a function of the shrinkage. In this experiment the starting material consisted of iron particles of radius 12.3 μm, which were sintered at a temperature of 875 °C in an atmosphere of hydrogen. The solid line represents the result of calculations in which volume diffusion ($B$ in fig. 12), grain-boundary diffusion ($D$) and surface diffusion ($E$) were taken into account; these appear to give good agreement with experimental results (small circles). The dashed line indicates the results calculated when material transport from the rounded surfaces ($E$ and possibly $F$, fig. 12) was taken to be negligible. (After Johnson [44].)
12 µm \[47\]. It can be seen that these experiments can only be explained by assuming that surface diffusion is also present. The values for the three diffusivities (volume diffusion \(B\), grain-boundary diffusion \(D\) and surface diffusion \(E\)) that Johnson calculated from P. H. Shingu's sintering data agree well with values derived from other types of experiment.

**Volume diffusion in ionic compounds**

In compounds, and particularly in ionic compounds, the situation concerning the flux due to volume diffusion becomes more complicated. Because of the condition of electroneutrality, the movements of the cations and the anions are related. In a binary compound \(M^{2+}X^{2-}\) with Schottky disorder:

\[
[V_{M''}] \times [V_{X^+}] = K_s,
\]

where \([V_{M''}]\) and \([V_{X^+}]\) denote the concentrations of the (effectively doubly charged) cation vacancies and anion vacancies respectively.

The movements for both cations and anions take place by means of a vacancy mechanism. The effective volume diffusivity \(\bar{D}\) can be written as:

\[
\bar{D} = \frac{[V_{M''}]D_M[V_{X^+}]D_X}{[V_{M''}]D_M + [V_{X^+}]D_X} = \frac{D_M D_X K_s}{[V_{M''}]D_M + [V_{X^+}]D_X}.
\]

It has a maximum at

\[
[V_{M''}]D_M = [V_{X^+}]D_X,
\]

where \(D_M\) and \(D_X\) denote the diffusivities of cations and anions respectively. As D. W. Readey \[48\] \[49\] and P. J. L. Reijnen \[50\] \[51\] have pointed out, to maximize the fluxes the concentration of the more slowly diffusing vacancy has to be increased by a factor inversely proportional to the ratio of the two diffusivities. This can be achieved by adding a suitable dopant.

**The third and final stage of sintering**

As mentioned before, the third and final stage of sintering starts when the pores are separated and lie in a matrix of grains with intersecting grain boundaries \[4\]. Grain-boundary migration, with the associated grain growth, will then be one of the major processes by which the sintered compact attempts to achieve minimum energy. The force producing the migration of a given boundary is directly related to its curvature, and the direction of this force is towards the centre of that curvature. The disappearance and growth of grains by grain-boundary migration are well illustrated by a two-dimensional representation given by J. E. Burke \[53\] (fig. 15). This shows that the boundary curves are such that boundary migrations tend to favour the removal of grains with less than six sides, whereas grains with more than six sides are favoured for growth. Large many-sided grains, once formed, tend to grow very rapidly, giving 'exaggerated' grain growth. It may then happen that the grain boundary of the growing grain moves faster than the pores it encounters, with the result that the pores get trapped inside the growing grain, making a further densification virtually impossible.

Impurities, however, can sometimes hinder boundary migration and thus prevent exaggerated grain growth and pore inclusion. In this way very low porosities in sintered material can be obtained.

**Some industrial sintering processes and their scientific interpretation**

*The manufacture of dense alumina*

Dense alumina is an envelope material for high-temperature high-pressure sodium lamps. These lamps emit light with a much broader and therefore more acceptable spectrum than conventional sodium lamps. Because the temperature of the sodium vapour is very high, glass cannot be used. Since it is strong and chemically stable, \(\text{Al}_2\text{O}_3\) seems to be a good choice for a new type of lamp envelope, provided it can be made translucent or, possibly better, transparent. It appeared likely that \(\text{Al}_2\text{O}_3\) sintered to a very high density would have these properties. R. L. Coble \[54\] found that sintered \(\text{Al}_2\text{O}_3\) does indeed become translucent if 0.1 to 0.2% by weight of MgO has been added.

Explanations of this vary. Coble assumed that there was a second phase, \(\text{MgAl}_2\text{O}_4\)-spinel, to pin the boundaries, whereas P. J. Jorgensen \[55\] has suggested that the segregation of MgO at the boundaries decreases their mobility. Others \[56\] think that both situations can arise. Recently \[57\] \[58\] however, it has been shown that exaggerated grain growth can also be prevented by

\[4\] In this section use is made of an excellent review article by R. J. Charles \[52\].
using lower concentrations of MgO, below the maximum solubility — thus avoiding segregation. A possible explanation might be that an enhanced concentration of these impurities near the grain boundaries diminishes the excess energy of these boundaries so that the force causing their movement is also diminished. The presence of foreign atoms near the grain boundary might also cause a decrease in the mobility of the boundary. Whatever the exact mechanism, the presence of MgO appears in any case to prevent fast movements of grain boundaries and hence the inclusion of pores inside the grains.

After sintering for about 1.5 hours at 1630 °C most of the excess MgO (and possibly also a second phase consisting of MgO or MgAl2O4) has to be removed by firing. This is done by further heating for about 8 hours at 1850 °C, at very low oxygen pressures. Most of the MgO evaporates. The grain diameter continues to increase from 5 µm to about 25 µm without the occurrence of exaggerated grain growth, because some of the MgO remains in the Al2O3 as a solute. At least as important, however, is the fact that during this stage of the process most of the remaining pores disappear whereas the rest coalesce in the form of a small number of large pores. This is exactly what is required to produce a translucent material. For a given overall but small porosity, a relatively small concentration of large pores gives a much more translucent material than a larger concentration of smaller pores. Not all additives have the same kind of effect on the grain growth. The presence, for instance, of 200 ppm of Na or 40 ppm of Ca, instead of preventing exaggerated growth, enhances it.

Another interesting effect of MgO is that it increases the sintering rate. The addition of other divalent ions, such as Fe2+, increases both the sintering rate and the creep rate. The same effects are observed on the addition of tetravalent Ti4+ ions. These findings can be explained only if the diffusivity of the Al3+ ions is the factor that determines the material flux, and the disorder of the Al3+ ions is of the Frenkel type, giving rise to the existence of aluminium vacancies (VAl++) and interstitial Al ions (Ali+++). The concentration of the vacancies then will be enhanced by the addition of tetravalent ions such as Ti4+, and that of the interstitials will be enhanced by the addition of divalent ions such as Mg2+ or Fe2+. As the theory of Readey and Reijnen predicts both effects will lead to an enhanced diffusivity of aluminium.

In accordance with this explanation it has been found that in polycrystalline Al2O3 with a grain diameter below 30 µm the volume diffusion of Al did indeed determine the rate, since the diffusion of O8− is much faster and takes place along the grain boundaries.

**Sintered Y2O3 as a ceramic material for lasers**

Another example of the prevention of exaggerated grain growth is the work by C. Greskovich on Y2O3 doped with 10% by weight of ThO2. He was able to obtain residual porosities as low as 0.1 to 1 ppm by volume. As a consequence this material, when doped with 1% Nd, could be used to make a highly efficient polycrystalline ceramic laser.

However, here the addition of ThO2, which prevents exaggerated grain growth, does not give an increase in the sintering rate, unlike the addition of MgO or TiO2 to Al2O3. In fact, when ThO2 is added to Y2O3 it takes no less than 100 hours of sintering at 2200 °C to obtain the desired result. According to the theory of Readey and Reijnen this could easily be explained by assuming a vacancy mechanism for the volume diffusion of Y and O. The concentration of the oxygen vacancies, which move slowly and determine the sintering rate, would be decreased by the addition of Th4+ ions. However, it can be inferred from the example of Al2O3 that simple explanations should be regarded with caution.

**Mn-Zn ferrites as core material in transformers and LC filters and for magnetic recording heads**

The subject of sintering will be brought to a close by a brief discussion of a ceramic material with magnetic properties. Of the ferrites with spinel structure, the Mn-Zn ferrites containing some Fe2+ have the smallest magnetic anisotropy and the smallest magnetostriction. These Mn-Zn-Fe2+ ferrites therefore have potentially the highest magnetic permeability. A very high permeability, which is desirable for transformer applications, can indeed be attained in these ceramic materials if the grains are sufficiently large and do not contain pores. In the fabrication process there are three separate stages — not to be confused with the three stages in sintering discussed earlier. In the first stage, sintering takes place at high temperature and high partial oxygen pressure. The high temperature is necessary to obtain large grains. The high oxygen pressure ensures a relatively high concentration of cation vacancies and a low concentration of oxygen vacancies. According to Reijnen a pore then may achieve a velocity that is at least as high as the velocity of the movement of the grain boundaries. In this stage the pores will therefore easily move along with the grain boundaries and then coalesce between the grains. This can only happen if material can be transported quickly enough from one side of the pore to the other. Fig. 16 shows the mechanism in detail. Because of the different curvatures of the surface of the pore — which are produced in minimizing the surface energies of the grains — vacancy gradients arise, which form the driving
In the first case (a) there are a small number of large pores between the crystallites, whereas in the second case (b) there are a large number of small pores inside the grains. Although, with the same sintering procedure, the crystallites are smaller and the total volume of pores larger in the cation-deficit case (a) than in the anion-deficit case (b), the cation-deficit case nevertheless gives higher permeabilities because the perfect crystallites in (a) are larger than the distances between the pores in (b). In case (a) the Bloch walls are pinned at a smaller number of anchoring points than in case (b). The Bloch walls can therefore move more easily (reversibly) in case (a).

By carefully choosing the sintering procedure and by using long sintering times it is also possible to obtain large crystallites and high densities in the cation-deficit case, permitting very high magnetic permeabilities to be obtained (fig. 18).

These Mn-Zn-Fe$_{2+}$ ferrites with very high initial permeability, however, cannot be used as core material in LC filters in the band between 10 and 100 kHz. Because of the Fe$_{2+}$ content these ferrites have some electrical conductivity, and this allows undesirable eddy-current losses to appear at higher frequencies. These losses can be suppressed by using small grains and surrounding each grain with a thin layer of insulating material. The material is therefore sintered at a relatively low temperature to ensure that the grains are small, and CaO and SiO$_2$ are added to the starting material in the correct proportions, thus causing an insulating layer to be formed around each grain during the second stage of fabrication. The nature and exact mechanism of formation of this insulating layer is not fully understood. The small size of the grains and the presence of the grain-boundary layer does in fact cause a decrease in the permeability $\mu$, but the loss factor $\tan \delta$ is reduced so much more that a better figure of merit $(\tan \delta)/\mu$ is obtained.

Recently sintering processes have been developed that permit the use of Mn-Zn ferrites as a material for magnetic recording heads. In addition to high permeability, resistance to wear and dimensional tolerance of the air gap are also important in a recording head. For both it is highly desirable to have low porosity and small pores. The pores at the grain boundaries are particularly liable to allow crystallites to be lost because of the forces tending to pull them out. For video applications the gap length — i.e. in the direction of the tape — must be less than 1 $\mu$m so that pores of that size are already outside the tolerance for the gap length. The pores should therefore be considerably smaller than 1 $\mu$m and the total porosity should be less than 0.1%.

Recently Mn-Zn ferrites have been considered for these applications, since they have higher values of saturation magnetization and permeability and a smaller de-
Fig. 17. Photomicrographs (G. H. Jonker and Stuijtis [74]) of the etched surface of a ferrite sintered with a cation deficit (a) and a ferrite sintered with an anion deficit (b). In the second case the pores are small and are found inside the crystallites. In (a) the pores have been 'swept together'; they are therefore larger than in (b) and they all lie between the crystallites.

Fig. 18. The relative initial permeability μᵢ of an Mn-Zn-Fe₂⁺ ferrite, as a function of the average diameter ̅d of the crystallites. (After D. J. Perduijn and H. P. Peloschek [74].)

Fig. 19. The microstructure of a ferrite sintered with a cation deficit (see also fig. 17a). a) Before isostatic hot pressing. b) After isostatic hot pressing. The pores at the grain boundaries have disappeared and the grains have become larger. (After H. E. M. Stassen, J. G. M. de Lau and D. Veeneman [85].)
Fig. 20. The microstructure of a ferrite sintered with an anion deficit (see also fig. 17b).

(a) Before isostatic hot pressing. (b) After isostatic hot pressing. Only the pores in the neighbourhood of a grain boundary have disappeared. The pressing does not affect the pores inside the grains (which are large, up to 1 mm). (After Stassen, De Lau and Veeneman [851.)

By now it will have become clear that sintering is a very complicated process. It is greatly influenced by impurities, whether deliberately added or fortuitously present, and by the temperature of sintering and the composition and pressure of the ambient atmosphere as a function of time. It differs very much from one substance or composition to another. The progress and final result of the sintering is also greatly influenced by the pretreatment of the starting materials and by the way in which the powders are compacted. The progress and final result of the sintering is also greatly influenced by the pretreatment of the starting materials and by the way in which the powders are compacted. In view of all this it is perhaps rather surprising that valuable ideas and concepts have emerged at all. Nevertheless, the manufacturing processes for sintered materials, like those in the case of diffusion in silicon, are equally dependent on scientific understanding and on industrial empiricism.

Summary. This article is an expanded version of a lecture given in Vienna for the 1975 annual meeting of the Deutsche Bunsengesellschaft; it reviews the diffusion and sintering processes in solids. The treatment in both cases is based on considerations relating to atomic transport, with emphasis on 'molecular engineering', which is now of great importance in the manufacture of materials. Various mechanisms for the diffusion of the group-III and group-V elements in intrinsic silicon are discussed. It is found that for well controlled experimental conditions the Fick diffusion laws are obeyed. During the manufacture of P-N junctions excessively high dopant concentrations occur, causing secondary diffusion effects (including the push-out effect), which are not as yet completely understood. The sintering process is also treated in its theoretical and experimental aspects. Examples of industrial importance are discussed in more detail: dense Al2O3 for lamp envelopes; dense Y2O3 for lasers; and the Mn-Zn ferrites, for specific applications — now made possible by appropriate manufacturing processes — in transformers, LC filters (telephony) and magnetic video-recording heads.
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A simple and flexible automatic extractor

The increasing concern for the environment now being displayed throughout the industrialized world has led to an increasing need for analytical equipment that operates automatically \(^1\). Experience in the development of this equipment shows that the extraction stage so often required is difficult to automate. Extraction is desirable, for instance, for the determination of heavy metals and pesticides in surface water, since they occur in very low concentrations (0.1-100 ng/ml) in the presence of varying and often unknown other constituents. Extraction not only permits separation of the substances to be analysed from others that would interfere with the measurement; it also enables their concentrations to be increased to such an extent that they can be measured reliably with simple equipment.

We have now developed an extractor that not only can be used for automatic determination of heavy metals and pesticides but also offers an elegant solution to numerous other extraction problems because it satisfies a combination of requirements: extractions are effected quickly and with great reproducibility and the apparatus is extremely reliable. It is also very simple and flexible and will handle large or small quantities of liquid equally well.

The possibility of extracting a substance from a solution depends on the difference in the solubility of the substance in two immiscible liquids, one of which is usually polar (e.g. water) and the other nonpolar (e.g. an organic solvent such as carbon tetrachloride). The two liquids are first brought into intimate contact with each other — e.g. by shaking in a separating funnel — and then separated again. The efficiency of an extraction process, i.e. the ratio of the amount of the substance extracted to the original total quantity, depends on the partition coefficient and the ratio of the volumes of the two liquids. The extraction efficiency can therefore always be increased by changing the volume ratio, but this can only be done at the expense of the attainable concentration. Chemical methods (choice of pH, formation of complexes, etc.) are therefore often used to make the partition coefficient as high as possible. If a single extraction is nevertheless insufficient, the extraction process can be repeated a number of times until a total efficiency of greater than 99% is attained. The extraction procedure can be conducted either in steps or continuously by two different methods: either by the cross-current principle or by the counter-current principle \(^2\), as illustrated in fig. 1.

Fig. 1. Schematic diagram of extraction employing the cross-current principle \((a\) and \(b\)) and the counter-current principle \((c)\). \(S\) liquid to be extracted. \(E\) extraction medium.

In cross-current extraction one of the two liquids brought into contact with each other is always in its original concentration. If the intention is to remove from a solution as much as possible of a substance dissolved in it, a supply of 'fresh' extraction medium has to be maintained \((a)\). A continuous fresh supply of the solution to be extracted is required if the intention is to obtain the highest possible concentration of the dissolved substance in the extraction medium \((b)\).

In counter-current extraction the concentrations of both liquids always have a different value at each new contact, with one liquid in its most 'refined' state and the other in its least refined state. Counter-current extraction can also be used for both purification and concentration.

The work on the development of an automatic extractor at Philips Research Laboratories was originally concentrated mainly on the reproducibility of the extraction process. Our starting point was that the transport of the substance to be extracted depends on the contact surface area between the two liquids, their contact time and the rate of transport. The extractor is based on an extremely simple scheme for controlling these three parameters.

In the new extractor, which is shown schematically in fig. 2, the two liquids (e.g. water and carbon tetrachloride) are fed into a narrow tube, at the same rates of flow, via a Y-piece, made typically of PTFE. Depending on the surface tensions of the liquids both in contact with each other and against the wall of the tube, there is a narrow range of flow ratios within which the size of the drops formed is such that they completely seal off a tube of a given diameter. If this condition is satisfied, and provided also that the Y-piece is of a suitable shape, a regular and reproducible pattern of drops of the polar liquid (water) alternating with 'columns' of the non-polar liquid (carbon tetrachloride) is formed in the tube.

In this extraction method, unlike those generally used previously, the drops cannot move freely. In particular, the fact that the size of the contact surface is fixed by the tube diameter plays an important part in ensuring the reproducibility of the material transport. Also, the fact that the drops are forced along a tube wall has another advantage: the friction between the
Fig. 2. The operating principle of the extractor. Two liquids (one polar, one non-polar) are fed into a narrow tube, through the Y-piece, by the peristaltic pump P, giving the drop pattern shown. This is followed by separation in the separating vessel Sep. The following extraction modes are possible: through flow of both liquids (valve A in position 2, valve C in position 3); recirculation of one of the liquids and removal of the other, i.e. a discontinuous cross-current extraction (A1, B1, C2 or A1, B2 and C1); recirculation of both liquids (either of the last two combinations of valve settings, but with the outflowing liquid led back via the left-hand supply tube).

If every extraction stage in the process is carried out in a separate extractor — by connecting a number of extractors appropriately — the process can be run continuously. With this arrangement extraction can be performed in either the cross-current or the counter-current mode (see also fig. 4).

When two liquids are separated in the separating chamber (Sep), the heavier one goes to the bottom and the lighter to the top. Valves A, B and C can be set so that either of the two liquids is recirculated while the other is drained off. In fact they give a choice of the following four extraction modes: 1. through flow of both liquids (i.e. a single extraction stage); 2. recirculation of the non-polar liquid and through flow of the polar liquid, or vice versa (cross-current extraction); in both cases either liquid may be heavier; 3. recirculation of both liquids (sometimes desirable with a solution that is difficult to extract); 4. extraction on the counter-current principle by linking up two or more extractors (fig. 4). Gas-liquid extraction is also possible.

See for example D. J. Kroon and M. Q. Mengarelli, Philips tech. Rev. 34, 113, 1974.
Finally, a practical example to illustrate what the new device can do. Lead present in a litre of water taken from the River Waal (20 ng/ml) was concentrated 30 times within half an hour. Extraction was effected at a pH of 4.6 with 30 ml of continuously recirculated carbon tetrachloride to which 0.03 g of the sequestering agent diethyl ammonium dithiocarbamate had been added. Over 98% of the lead was extracted with a contact time in the tube of 16 s. The extraction tube was 8 metres long, with a diameter of 1.5 mm, and the velocity of the liquid in the tube was 0.5 m/s (corresponding to a flow rate of 1.8 l/h).

Fig. 4. Diagram showing how three extractors (the three blocks) are connected for extraction in the counter-current mode. Although the extraction procedure as a whole takes place in the counter-current mode, the liquids in the extraction process in any one extractor both flow in the same direction. This is the only kind of arrangement possible with our extractor, but this in no way detracts from its effectiveness.

A. van Tooren is with Philips Research Laboratories, Eindhoven.
An investigation of ion etching

H. Dimigen and H. Lüthje

The ever-increasing demand for further miniaturization continues to result in the development of new processes. The article below describes a method of etching based on the use of accelerated inert-gas ions, which is already in use in many laboratories and in pilot production. Compared with the chemical etching methods that have normally been used until now, this method improves the resolution in a lateral direction by a full order of magnitude for the same etch depth, or gives a considerably greater etch depth for the same lateral resolution. The method has previously been mainly employed in semiconductor technology, but its value has also been demonstrated in a wide range of other applications.

Introduction

Etching is an important step in the semiconductor technology for the manufacture of integrated circuits. Chips of semiconductor material, usually silicon, are first oxide-coated by means of heat treatment and openings are etched in the oxide layer. Diffusions through these openings form zones of the appropriate P- or N-type silicon at the desired locations. In the past the etching has usually been done with reagents such as hydrogen fluoride (chemical etching methods) although recently other methods have gained ground.

One of these recent methods, ion etching, is the subject of this article. The increased attention that this method has attracted in recent years is connected with the increasingly exacting requirements that progressive miniaturization places on etching technology—requirements that can no longer be met by the conventional chemical etching methods. These chemical methods will only give a smallest separation of about 5 µm between adjacent grooves of an etched pattern with a desired etch depth of about 1 µm. With ion etching, however, patterns can be made under the same conditions with groove spacings of only 1 µm.

Ion etching consists in bombarding the surface of the substrate with ions of an inert gas (sputtering) which causes an erosion of the surface layer. This erosion is a direct result of the collision process, i.e. the physical interaction between the incident ions and the surface of the substrate. In this article we shall not consider the chemical attack on surfaces by certain reactive ions sometimes used in methods such as plasma etching.

Ion etching is useful in many other fields besides semiconductor technology. Its applications include the production of spiral-groove bearings and of integrated optics, and also the fabrication of the patterns used in bubble and magneto-optical memories. The title photograph shows an example of its use in a magneto-optical memory. The pattern shown has a periodicity of 20 µm, while the grooves between the individual elements are 10 µm wide and 5.5 µm deep [2].

Dr H. Dimigen and H. Lüthje are with Philips Forschungslaboratorium Hamburg GmbH, Hamburg, West Germany.

In the course of our investigation reported here into ion etching we made frequent use of specimens of the type illustrated in fig. 1. These consist of a silicon chip of diameter of about 30 mm, covered in some cases by a thin oxide layer, to which an etching mask that might typically be a titanium pattern of parallel strips 20 μm wide and 1-2 μm thick has been applied. The effect of ion bombardment on these specimens is easily investigated by breaking them at right angles to the strips after etching and studying the exposed cross-section under a microscope.

Fig. 2 shows such a cross-section before and after etching (a titanium mask on a silicon substrate). We conclude from our examination of this cross-section that there has been etching of both the mask and the substrate, so that the original pattern of both the substrate surface and the mask have been altered by the etching.

It is understandable that both should have been affected, since the bombardment energy required to ensure a sufficiently high etch rate is several orders of magnitude greater than the bond energy of atoms in the solid state. There are therefore no solids that would be unaffected by such a bombardment.

The extent to which the resultant etched pattern differs from the original mask pattern is the main thing that determines the practicability of ion etching as a production method. In the last few years we have conducted extensive investigations with the aim of determining the effect of various parameters on the result of etching, in order to make the process as suitable as possible for practical use.

Our investigations showed that it is not necessary at the outset to consider in detail the mechanism of the microscopic collision processes that occur between the etching ion and the surface of the substrate; it is sufficient to know the average value of the sputtering rate $S$ (the number of ions sputtered per incident ion) that each material exhibits on bombardment with ions possessing a well defined energy.

We shall now begin by giving a description of two ion-etching methods now in use. This will be followed by a section dealing with the etch rates that can be attained. Finally, we shall analyse the changes produced in the mask and substrate by the etching, from which we shall draw a number of conclusions relating to the requirements placed upon the mask material.

**Ion-etching methods now in use**

The ions most commonly used for etching the surfaces of solids are those of argon, at an energy between 500 and 5000 eV, most of which is converted into heat in the substrate. The heat flux that the substrate will withstand is therefore the quantity that determines the maximum permissible energy density of the ions. It is generally in the region of several watts per square centimetre.
The production of the plasma, the extraction of the ions required for etching and their acceleration can be effected in a number of ways. There are two main methods: radio-frequency cathode sputtering and ion-beam etching, each of which has its own special features and its own field of application.

Radio-frequency cathode sputtering

Fig. 3 illustrates the principle of an arrangement for radio-frequency (r.f.) cathode sputtering. The gas pressure in the conducting 'bell-jar' $B$ is reduced to less than $10^{-4}$ Pa by a vacuum-pump system. Argon is then admitted through the valve $V$ until the pressure is about 1 Pa. The substrate $S$ is mounted on the cooled target electrode $T$, with which it must be in good thermal contact. The bell-jar is always kept at the same potential as the anode $A$.

If an r.f. source of sufficient power (about 1 kW) is connected to the target in the way shown in the figure, a self-maintaining discharge will be set up between the target and the combination of anode and bell-jar. Because of the difference in the mobilities of the electrons and the ions, and the difference in area between the target and the anode-bell-jar combination, the plasma and the anode will have approximately the same potential and the target will take up a much lower potential than the plasma. Positively charged argon ions from the plasma are consequently accelerated in the direction of the target, where they cause etching of the substrate.

The advantages of the method described here may be brought out more clearly by a more general examination of the problem. We shall consider first the hypothetical case of two electrodes of the same area and with a d.c. voltage between them. If the voltage is sufficiently high there will be a discharge. Near the cathode there is the well known 'dark space', corresponding to the region the electrons emitted by the cathode have to pass through in order to produce ionization. In this case the sputtering takes place at the cathode side. Non-conducting substrates cannot be etched in this way, since they do not pass a current and therefore become charged.

If the d.c. voltage is replaced by a low-frequency a.c. one the system behaves as if it had two cathodes: a dark space is formed at each of the electrodes. Sputtering now occurs at both sides, which is generally undesirable. In this case the substrate also has to be conducting.

When an r.f. voltage (frequency greater than 10 MHz) is applied, discharges of the kind described above do not appear, but another ionization mechanism comes into operation. This comes about because the electrons in the high-frequency field perform forced oscillations and, as a result of elastic collisions with gas atoms, can take up sufficient energy to cause ionization. On its own, however, this mechanism is unable to impart to the much heavier ions sufficient energy to produce sputtering of any significance.

Another effect also occurs. It has been observed that the plasma resulting from such a high-frequency discharge assumes a strongly positive potential with respect to the electrodes. This is a consequence of the much greater mobility of the electrons compared with that of the ions, so that the electrons readily find their way to an electrode in the parts of the radio-frequency cycle during which the electrode is positive with respect to the plasma. This causes a depletion of electrons in the dark space, and this in turn leads to the increase in the potential of the plasma. As a result of this potential distribution positive ions are attracted to the electrodes. Once they have arrived in a dark space, they reach the electrode within several cycles of the r.f. voltage and cause sputtering there — this again occurs at both electrodes.

Even if the potential difference between the plasma and the electrodes in the appropriate part of the a.c. voltage cycle is small, sufficient electrons can flow from the plasma to the electrodes to compensate for the ion flow. The r.f. current through the dark space is therefore mainly a displacement current, so that the r.f. coupling across the dark space is to a first approximation capacitive.

This capacitive coupling allows the voltage across the dark space at the target to be made much larger than that at the anode. This can be done by making the anode area greater than the target area; in our arrangement we did this by connecting the anode to the bell-jar. Calculations based on a model showed that the voltage across the dark spaces at the electrodes is inversely proportional to the fourth power of their area. The area of

Fig. 3. Schematic diagram of a device for r.f. cathode sputtering. $B$ bell-jar of conducting material with a vacuum pump connected at the lower right (to reduce the pressure to about $10^{-4}$ Pa); argon is admitted via valve $V$ until a pressure of about 1 Pa is reached. $R$ r.f. source. $C$ capacitor. $A$ anode in electrical contact with the bell-jar. $T$ target cathode with the substrate $S$ attached.


the electrode formed by the anode and bell-jar need not therefore be much larger than that of the target in order to reduce the voltage across the dark space at the anode to practically zero and ensure a high voltage across the dark space at the target, so that the ions accelerated in the direction of the target acquire the energy required for sputtering, while no sputtering occurs at the anode.

It will also be necessary to compensate the voltage across the dark space at the target by a d.c. voltage somewhere between the target and the voltage source. One way of doing this is to include a capacitor in the external part of the circuit (see fig. 3), or to use a non-conducting substrate for the target. This means that a non-conducting substrate is not now merely permissible, it is advantageous.

There are two particularly interesting aspects of r.f. cathode sputtering: the equipment required for etching is very simple, and it is possible to use very large targets (with diameters of 30 cm or more), so that many substrates can be etched simultaneously. This is extremely important in production applications. As we have seen, the method is also suitable for etching non-conducting substrates, while the use of an a.c. voltage prevents the charging of the substrate that would otherwise result from the ion bombardment, since the charge is cancelled by a periodic supply of electrons.

There is however the disadvantage that, as a result of the potential distribution around the target, the etching ions can only strike the target and substrate at right angles to the surface. This makes it impossible to carry out ion etching at any other angle of incidence. Another disadvantage is that a gas discharge of the type used here requires a relatively high argon pressure, since the mean free path of the ions has to be appreciably smaller than the distance between the target and the anode. As we shall show later, this can have a very adverse effect on the results of etching.

Ion-beam etching

The second etching method we wish to discuss — etching with an ion beam — can be carried out with an arrangement of the kind shown schematically in fig. 4. An arc discharge is set up in the upper part of the bell-jar $B$, which contains argon, with the aid of a heated cathode $Ca$ and an anode $A$. The gas pressure in an arc discharge can be very low; in this case it is about $10^{-2}$ Pa. Ions are drawn away from the arc by a sieve-like electrode $E$, then accelerated and fired into the lower part of the bell-jar. The current density of the ion beam is increased by a magnetic field produced by the coil $Co$. The ions thus released finally strike the substrate $S$, mounted on a cooled substrate holder $SH$, which can be rotated about two axes.

This arrangement has a number of advantages. The energy and current density of the ions can be varied independently, since the arc discharge, the voltage on the electrode $E$ and the strength of the magnetic field can all be adjusted separately. Since the region around the substrate is nearly free of field, the substrate can be bombarded at any desired angle. The gas pressure can be kept so low that the mean free path of the ions is large with respect to the distance between the substrate and the bell-jar.

As in r.f. cathode sputtering, it is possible to etch dielectrics, provided that the positive surface charge created in the process is compensated by a source of electrons.

These beneficial features are to some extent offset by disadvantages. The system is relatively expensive, while there is at present no device that can deliver a sufficiently homogeneous and dense beam with a diameter much greater than 8 cm. Simultaneous etching of a large number of substrates with a large area is therefore not possible.

Etch rate

Anyone interested in ion etching will obviously wish to know what kind of etch rates can be achieved, i.e. the layer depth removed per unit time. The etch rate depends on many parameters, such as the kind of ion, the energy and density of the ions, and the nature of the
Fig. 5. Specimens consisting of a mask and a layer of gold (left) or SiO$_2$ (right) which has to be etched away from a substrate of SiO$_2$ or gold, a) before etching, b) after etching. The unwanted but unavoidable etching of the substrate is much deeper in the specimen on the right, because the etch rate of gold is higher than that of SiO$_2$.

Fig. 6. An etched layer of polycrystalline aluminium that was partly screened and partly not. The effects of local variations in the etch rate can be clearly seen in the unprotected part; these must be ascribed to the higher values resulting at the grain boundaries and in certain crystallographic directions.

A final factor affecting the etch rate is the back-diffusion of sputtered material. The mechanism of this process, which oddly enough has received little attention to date, is shown schematically in fig. 7 for r.f. cathode sputtering. If the argon pressure is low and the mean free path $\lambda$ of the atoms in the bell-jar is small compared with the distance $d$ between the target and the anode, some of the material removed by etching returns after collisions to the target or to the substrate being etched. There is therefore a diffusion of substrate material to the target and of target material to the substrate.

This gives a reduction in the etch rate, as shown in fig. 8. The etch rates are shown in this figure as functions of the argon pressure for a gold substrate on a copper target and for a copper substrate on a copper

Fig. 7. Diagram to illustrate back-diffusion. Sputtered particles, after collision with gas atoms, can diffuse from the target towards the substrate and in the opposite direction. Back-diffusion affects the etch rate and increases as the free path $\lambda$ of the ions becomes smaller in relation to the distance $d$ between the anode and the target, i.e. with increasing gas pressure.

Fig. 8. The etch rate $R$ of gold and copper substrates, both on a copper target, measured as a function of the argon pressure $P_Ar$, in a cathode-sputtering equipment, at constant ion-current density. As a result of increasing back-diffusion the etch rate decreases markedly with increasing argon pressure.
target. It can be seen that both rates decrease in about
the same proportion with increasing argon pressure,
i.e. with increasing back-diffusion. In this case it ap-
parently makes no difference whether the atoms back-
diffused are of a different material (copper on gold) or
of the same material (copper on copper).

Another complication that can arise with back-diffu-
sion is that the back-diffused target material can adhere
to the substrate surface in such a way that the etch rate
is lowered more by this material in its new environment
than might be expected from the results shown in
fig. 8. A case of this kind is illustrated in fig. 9.

Titanium targets with substrates of either titanium or
silicon were used for the experiments. It was found that

![Image](image_url)

**Fig. 9.** As fig. 8 but with titanium and silicon substrates on a
titanium target. In this case we find that as a result of back-
diffusion titanium deposited in a silicon environment produces a
greater reduction of the etch rate than when it is deposited in a
titanium environment. It would appear that some kind of bond
is formed between titanium and silicon.

with negligibly small back-diffusion the etch rate of the
silicon is higher than that for titanium; however, the
converse situation comes into effect as the back-diffu-
sion increases. It appears that titanium has an appreci-
ably lower etch rate in the presence of silicon than on
its own.

**Fig. 10.** The effect of an ion bombardment on a silicon substrate coated with a titanium mask
(strips 20 \( \mu \)m wide, 3 \( \mu \)m in thickness). Etch time \( t \) increases from top to bottom, while the
argon pressure, and hence the ratio \( d/\lambda \) (see fig. 7), increases from left to right. With increasing
etch time the width of the strips becomes smaller and the slope at the edges decreases. 'Ditches'
also appear on either side of the strips; the ditches increase in depth and width with increasing
back-diffusion.

The solution to many etching problems can be con-
siderably complicated by the effect of back-diffusion.
Surfaces that have to be cleaned by ion etching are in
fact contaminated by back-diffusion, which again is
undoubtedly responsible for many of the uncertainties
encountered in comparisons of the etch rates, or ratios
of the etch rates, reported by many investigators. The situation will be clarified when back-diffusion is sufficiently taken into account in ion-etching experiments.

The imaging of the mask in the substrate

The quality of an etching method used to apply a pattern depends on the accuracy with which the mask pattern originally applied is reproduced in the layer to be etched. In fig. 2 it could be seen that this is a problem in ion etching, because under ion bombardment the dimensional stability of the mask is never perfect. We shall now take a closer look at this problem.

Fig. 10 shows some of the stages in the ion-etching process. The picture right at the top shows a cross-section of a substrate (Si) as yet unetched and with a mask on top of it (a titanium strip 20 μm wide and about 3 μm thick). Other cross-sections are arranged beneath this first one in order of increasing etch time, for three different values of the gas pressure and hence of the ratio \( d/\lambda \). The following points emerge immediately. The mask strip becomes narrower and narrower during etching and the slope of the sides of the strip also changes. These effects depend on the ratio \( d/\lambda \), but also arise when the back-diffusion of the sputtered material is negligible (\( d/\lambda < 1 \)).

The changes undergone by the mask strip are to a large extent determined by the way in which the etch rate depends on the angle of incidence of the ions on the substrate. Fig. 11 shows how most materials behave in this respect. The quantity \( S(\theta) \), i.e. the number of sputtered particles per ion incident at the surface, goes to a maximum and then decreases rapidly (fig. 11a). The significance of this for the shape of the mask strip during etching is illustrated in fig. 11b. In addition to a change in slope angle, there is also a marked narrowing of the mask strip, because the sides are etched away faster than the top.

The way in which the width reduction \( \Delta L \) depends on \( S(\theta) \) and the etch depth \( \Delta d \) \(^8\) is given by:

\[
\Delta L = \Delta d \left( S(\theta)/S(0) - 1 \right) (\tan \theta)^{-1}.
\]

The results of measurements that we made confirm this relation; they are shown in Table I. The inconsistencies that we found in these measurements when etching layers of titanium and molybdenum are associated with the peculiar anisotropic structure of these layers.

The explanation for the ‘ditches’ seen in the etched material near the edges of the mask strip in fig. 10 is probably a locally higher etch rate due to ions rebounding elastically from the sides. These ditches are narrow when the back-diffusion is negligible, but become appreciably wider and deeper with increasing back-diffusion. Fig. 12 gives an explanation for this. While point \( A \) receives back-diffusing material from the solid angle \( \theta_1 \), point \( B \), which is closer to the side of the mask strip, receives material from the much smaller solid angle \( \theta_2 \). The difference between sputtered and back-diffused material results in a higher etch rate for

Table I. The ratio of the width reduction \( \Delta L \) of the mask strip in fig. 1, occurring as a result of ion etching, to the etch depth \( \Delta d \), and also the ratio \( S(\theta)/S(0) \) (see fig. 11a), calculated and measured for six values of the angle of incidence \( \theta \).

<table>
<thead>
<tr>
<th>Material</th>
<th>( \theta ) (°)</th>
<th>( \Delta L/\Delta d ) measured</th>
<th>( S(\theta)/S(0) ) calculated</th>
<th>( S(\theta)/S(0) ) measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon (111)</td>
<td>31</td>
<td>0.98</td>
<td>1.59</td>
<td>1.72</td>
</tr>
<tr>
<td>Silicon (111)</td>
<td>57</td>
<td>2.34</td>
<td>4.60</td>
<td>4.02</td>
</tr>
<tr>
<td>SiO₂</td>
<td>35</td>
<td>1.46</td>
<td>2.02</td>
<td>2.25</td>
</tr>
<tr>
<td>Photoresist (AZ 1350 H)</td>
<td>68.7</td>
<td>1.35</td>
<td>4.46</td>
<td>3.87</td>
</tr>
<tr>
<td>Titanium</td>
<td>45</td>
<td>0.04</td>
<td>1.04</td>
<td>1.89</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>60</td>
<td>0.04</td>
<td>1.07</td>
<td>1.48</td>
</tr>
</tbody>
</table>


point B, i.e. in a deeper ditch. Quantitatively, the situation is in fact much more complicated because the width reduction of the mask strip referred to above continually changes the conditions for the formation of ditches during the etching process.

Fig. 12. Diagram illustrating the deepening of the 'ditches' formed during the etching as a result of back-diffusion. The solid angle $\Theta_2$ through which ions back-diffuse to point B is smaller than $\Theta_1$, which is the corresponding solid angle for point A. This results in a higher etch rate at B than at A, and hence in a deeper ditch.

**Requirements to be met by the mask**

Because of the ditch formation it is often desirable to restrict the back-diffusion of sputtered material to a minimum by proper choice of the etching method (usually ion-beam etching). When that condition is observed, the accuracy with which the mask pattern is reproduced in the etched pattern depends almost entirely on the behaviour of the mask during etching.

It will also be clear that if it is desired to etch relatively deep with a thin mask, the etch rate of the mask will have to be low compared with that of the material to be etched. The desirability of using thin masks arises from the fact that only thin masks can be made with high lateral resolution and that therefore only thin masks can give the high-resolution etch patterns that, as stated earlier, constitute the great attraction of ion etching.

The two most important requirements that mask material must satisfy follow from what has been said above. Firstly, its etch rate must be as low as possible. Secondly, sputtering should depend as little as possible on the angle of incidence of the ions, for only under that condition can changes in the mask pattern during etching be kept to a minimum.

If we consider mask materials that might be suitable for the first requirement, the following picture emerges. Photoresist masks give a relatively low etch rate provided the pressure of the residual gas in the bell-jar is very low (photoresists are usually organic and susceptible to attack by reactive residual gases). This condition can be met either with a good pump system or by using a target of a material possessing good gettering properties. So far, however, our best results have been obtained by using masks made of certain metals. Titanium in particular, etched in an argon and oxygen atmosphere, is extremely satisfactory. This is because the oxygen reacts with the titanium, a highly absorbent getter material, to form titanium oxide, which is found to be highly resistant to ion etching, resulting in particularly low etch rates. The etch rates of titanium and silicon, and the ratios of these rates, are shown as a function of the oxygen pressure in fig. 13. The figure

![Graph showing the etch rates and ratios of titanium and silicon as a function of oxygen pressure.](image)

Fig. 13. The etch rates $R$ of titanium and silicon and their ratio $\alpha$ as a function of the partial pressure $P_{O_2}$ of the oxygen added to the argon in which ion etching is performed. It is clear from the figure that for a given thickness of the titanium mask the largest etch depth in silicon is obtained for an oxygen pressure of about $10^{-2}$ Pa.

![Graph showing the width of mask strips as a function of etch depth.](image)

Fig. 14. The width $L$ of the mask strips in fig. 1 as a function of the etch depth $\Delta d$ in silicon, with a photoresist (Shipley AZ 1350 H) and titanium (upper curve) as mask materials. In the case of titanium the width of the strip does not start to decrease until point A is reached, i.e. only when the mask has been almost entirely removed by etching. This shows that titanium is considerably more suitable as a mask material than the particular photoresist it is compared with here.
illustrates how important it is to choose the oxygen pressure correctly in order to combine the greatest possible etch depth in silicon with the thinnest possible titanium mask. The etch rate of titanium is low even in the absence of oxygen but not so low as with it.

Now let us consider the desire for mask materials whose sputtering rate is almost independent of the angle of incidence of the ions. Table I has already given some idea of the width reduction occurring in the profiles of masks made of certain materials. Fig. 14 shows the width $L$ of the mask strips of fig. 1 as a function of the etch depth in the silicon substrate for a photoresist (Shipley AZ 1350 H) and for titanium, in an oxygen-free atmosphere. In titanium $L$ remains practically constant up to point A (by which time almost all of the material to be removed by etching has been removed), whereas in the photoresist it immediately starts to decrease perceptibly. The photoresist must therefore be considered unsuitable for applications where the etching has to be both deep and accurate. If there is oxygen in the atmosphere, the direction dependence of the sputtering rate of titanium is not so good.

Titanium is thus found to be an excellent material, although it is a somewhat expensive material for masks. The mask is prepared by depositing a layer of titanium on the substrate to be etched, applying a coating of photoresist and forming the desired pattern by chemical etching.

The two desirable qualities of a mask material such as titanium — a low etch rate, which is also independent of the angle of incidence — permit further optimization by operation with an oblique angle of incidence. In most cases, however, the substrate would then have to be rotated about the normal to the surface in order to restrict shadow effects to a minimum.

Let us suppose that a pattern has to be formed in a substrate whose sputtering rate as a function of the angle of incidence is represented by the curve $S_S$ in fig. 15, and that the curve $S_M$ applies to the mask material. Curve $d$ gives the relative mask thickness, as calculated from $S_S$ and $S_M$, which is necessary to etch a substrate to a certain depth. It shows that for larger angles of incidence the mask may be made thinner down to a certain limit. The more the sputtering rate of the substrate at a given angle of incidence exceeds the sputtering rate of the mask for the same angle, the thinner the mask required for etching.

This point is further illustrated in fig. 16. A thermally oxidized silicon chip is covered by a 1.5-μm titanium mask. If etching is continued until the mask has disappeared, substrate etching to a depth of about 2 μm is possible with vertical ion bombardment. For an angle of incidence of 60° and bombardment in the longitudinal direction of the strips the depth attainable is about 6 μm (rotation is not necessary here because of the line pattern).

This possibility of reducing the thickness of the mask required is of course confined to the ion-beam process, which is the only one permitting bombardment at any desired angle.
Finally, to demonstrate the possibilities of our method, we should like to refer to the title picture again. The mosaic-like pattern shown there of an epitaxial garnet layer (with a periodicity of 20 µm and an etch depth of 5.5 µm) was achieved with the optimized ion-etching method just described. The mask was a titanium layer approximately 3 µm thick, and ion bombardment was carried out at an angle of 45° on a rotating substrate. Had the 'optimum' angle of 60° been used, shadow effects would have restricted the attainable depth.

Summary. With ion etching it is possible, for the same etch depth of, say, 1 µm, to form patterns with lateral dimensions (also 1 µm) that are approximately five times smaller than is possible with conventional chemical etching methods. Two currently practised ion-etching processes are r.f. cathode sputtering and ion-beam etching. Research carried out at Philips Forschungslaboratorium Hamburg, has led to the following conclusions: back-diffusion must be avoided as far as possible (which means that the ion-beam process will often be the most suitable method); the required ratio of etch rates (low for the mask, high for the substrate) can be achieved very effectively with a titanium mask and etching in an argon and oxygen atmosphere; sputtering must depend as little as possible on the angle of incidence of the ions. With regard to this last point, titanium is again found to be an excellent mask material. The best results are obtained with a titanium mask and bombardment at an oblique angle.
Ceramic-to-metal bonding with sputtering as a metallization technique

Ceramic insulators or radiation-transmitting windows that have to be sealed hermetically into the metal wall of a vacuum container are often used in vacuum technology and electron-tube manufacture. Brazing, whether or not on a previously metallized surface, is the principal technique for making such seals. Ceramic-frit techniques and diffusion methods are processes also used for this purpose [1].

Metallization of ceramic surfaces is usually done by applying a suspension of finely divided metal powder and subsequent firing of this layer. A suspension of either a molybdenum-manganese mixture or an active — i.e. readily oxidized — metal, such as titanium, is used (fig. 1).

During the past fifteen years we have developed a sputtering technique that offers an attractive additional possibility for applying a metallic coating to a ceramic substrate [2].

The sputtering, which is usually done in argon, allows thin metal coatings of even thickness (0.5-2 μm) to be applied. Automation of the various stages makes the sputtering process more reproducible than metallization with metal-powder suspensions. Other notable advantages of the process are that no firing is required — which is of special importance in sealing infrared windows, which do not always withstand the firing temperatures required — and that small holes can be successfully metallized.

Sputtering is achieved by maintaining a gas discharge between planar electrodes in a gas atmosphere at a pressure of about 25 Pa (2 × 10⁻¹ torr) [3]. At an inter-electrode distance of 45 mm a potential difference of 2-3 kV is required. Cathode material is sputtered by ion bombardment, and the sputtered material is deposited as a thin coating on the surrounding surfaces. The components to be metallized are placed on the water-cooled anode. Parts that should not be coated can be covered with metal shields or cleaned afterwards by grinding, sandblasting, etc.

In our experience the metallization should consist of a series of layers of two or three different metals for successful brazing.

The initial layer has to provide the actual bond to the ceramic substrate and the metal employed must therefore have a high oxygen affinity [4]. On top of this initial layer a second one is applied to serve as a barrier to protect the bonding layer from penetration by the braze metal. A third layer may also be needed to avoid oxidation of the underlying layers and to enhance the flow of the braze metal. The metals used for the different layers should fulfill a number of requirements. In view of the widely differing functions of the layers the essential properties of the metals to be used will be quite different.

The initial bonding layer, as we noted earlier, must have a high oxygen affinity — free-energy decrease upon
oxidation at least 300 kJ per gram atom of oxygen — to ensure good adhesion to the ceramic substrate. The oxide must be non-volatile and both metal and oxide should have sufficient tensile strength. The barrier layer must not completely dissolve the initial layer and both metals must not form brittle intermetallic compounds.

The second layer must function as the barrier to penetration by the braze metal. The third layer is selected to provide compatibility between the metalized surface, the metal to be joined, and the braze metal. It may have an extremely low solubility in the braze metal, or it may dissolve in the braze metal to a limited extent but produce a high-melting solid solution. It is also desirable that each layer of metal be capable of alloying and producing such solutions with the adjoining layer(s). Otherwise, the surface layer would be dissolved completely by the braze metal to expose a layer that cannot be wetted by the braze metal. A two-layer composite of metals that have limited mutual solubility, however, will provide a graded alloy at their interface; this alloy will resist penetration by the braze metal, but will remain wettable. Properly formulated composite metallizing films, even though only a few microns thick, are remarkably resistant to erosion and stripping by molten brazing metal. A good metallization will even with-

<table>
<thead>
<tr>
<th>Layer</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>First layer (thickness 0.5 µm)</td>
<td>Ti, Cb (Nb), Ta, Ni-Cr, Zr, stainless steel, 'Inconel'</td>
</tr>
<tr>
<td>Second layer (thickness 0.5 µm)</td>
<td>Ni, Au, Pt, Mo, stainless steel</td>
</tr>
<tr>
<td>Third layer (thickness 1.2 µm)</td>
<td>Ni, Au, Cu, Pt, Pd, stainless steel</td>
</tr>
</tbody>
</table>

Metals that have been found to be suitable for the three layers are listed in Table I, with the preferred thickness of the layers.

The configuration of the components to be brazed is determined in the usual way by factors such as thermal expansion and ductility of the components. A slight compressive stress in the ceramic is normally to be preferred, but excessive stresses due to differences in thermal expansion should be avoided by using feather-edged metal parts or other ductile structures.

A wide range of solders and braze metals can be used. The choice should, of course, be based on factors such as the temperature requirements and the wettability of the metal surfaces.

The kind of protective gas atmosphere that should be used in brazing the ceramic components metallized in the way described is determined in the first place by the materials used. The metallization layer itself introduces hardly any limitations here. Brazing has been carried out successfully in vacuum, in reducing atmospheres and in a noble-gas atmosphere. Cracked ammonia and dry nitrogen can also be used, or exothermic gas (i.e. pure or partly oxidized coal gas). This freedom of choice in brazing atmosphere is a significant advantage of the process.
Sealed-off devices of this general type have retained vacuum for a period of three years.

The strength of seals obtained by the process described here depends upon the identity and properties of the materials employed. Standard ASTM[*] alumina tensile-test specimens (fig. 5) brazed with copper-silver eutectic exhibit a tensile strength of $70 \times 10^8$ N/m² (10 000 psi) or greater. Seals to other materials, if broken by mechanical forces, will usually fracture in the non-metal component.

Vacuum-tightness of seals is regularly tested on a helium mass-spectrometer leak detector. Leaks are seldom detected, and those that do occur are always accompanied by visible defects in the non-metal component or the brazed joint. Evacuated and sealed-off devices, as mentioned above, have retained vacuum for one or more years.

R. L. Bronnes
R. C. Hughes
R. C. Sweet

---

[*] American Society for Testing and Materials.

---

Fig. 5. Geometry of the test specimens — as specified in the ASTM [*] Standard F 19-64 — used for tensile testing of the ceramic-to-metal bonds produced by sputtering composite metallization layers.
Digital integrated circuits with low dissipation

N. C. de Troye

The rapid development taking place in digital integrated-circuit technology is directed at integrating more and more elements on a single chip. In this context the dissipation of the individual element has to be reduced without adversely affecting the switching speed. New techniques and technologies are appearing on the scene with great regularity, and the initiated have labelled them with abbreviations or acronyms that leave the outsider somewhat baffled. We are therefore pleased to be able to publish the following survey of new developments in the field; it is based upon an invited paper read by the author at the Sixth International Micro-Electronics Congress held at Munich in November 1974.

The wide range of modern digital electronics — from measuring instruments to computers and communication satellites — is only a practical possibility because of integrated-circuit technology and its extension to ‘Large-Scale Integration’ (LSI). Significant progress has been made in this field in the past few years; a single silicon chip can now accommodate an entire microcomputer for a small computer. The unit may consist of both MOS and bipolar transistors.

This article presents a survey of a number of technologies and processes suitable for LSI. Only low-power circuits can be used for LSI and subjects such as emitter-coupled logic will not therefore be discussed. Some of these circuit technologies, such as the aluminium-gate MOS logic, are already well established, whereas others such as the silicon-gate technology and the V-groove MOS logic are new. A new bipolar technology is represented by Integrated Injection Logic (I^2L) or Merged-Transistor Logic (MTL). This technology gives high packing density; it is extremely versatile and digital and analog functions can even be combined on the same chip.

Transistors are essentially charge-controlled devices. The charge can be supplied quickly by a high current or more slowly by a low current. In the low-current case the delay time per logic operation is longer but the dissipation is less. The product of the two — the ‘speed-power’ product — is fairly consistent for a particular technology and is therefore frequently employed as a quality rating. It has the dimension of an energy [1]. It will be employed here as a means of comparing the various types of circuits.

Integrated MOS circuits

The number of process steps in the fabrication of a MOS transistor is much smaller than for other types of transistors; it was this inherent simplicity that provided an impetus to work on MOS transistors in the 1960s. MOS transistors are virtually the only element in MOS digital integrated circuits. Fig. 1a shows a digital building-block consisting of a NOR gate with two inputs. It comprises three P-channel enhancement transistors [3]; the layout is shown in fig. 1b. The sources of driver transistors $T_1$ and $T_2$ are at ground potential $V_{SS}$. The logic employed here is ‘negative’, i.e. the negative state corresponds to ‘1’. The output $Z$ assumes ground potential (‘0’) if either or both of gates $A$ and $B$ become negative (‘1’). Transistor $T_3$ acts as a nonlinear load, and will give load values as high as 200 kΩ. The load gate can be connected to the drain, but if the drain voltage $V_{DD}$ is reduced and the gate connected to a separate supply voltage that is more negative than $V_{DD}$, lower dissipation and greater speed are obtained. The speed-power product for this type of MOS circuit is between 30 pJ and 150 pJ.

Silicon-gate technology

The first MOS integrated circuits had P-channel enhancement-type transistors with an aluminium gate [8]. The switching speed of these transistors is not particularly high because of the high threshold voltage that has to be applied before the transistor starts to conduct and because of the parasitic capacitance of the gate, which overlaps the source and drain diffusions. This overlap is necessary to ensure that the gate still covers the channel completely if the masks shift slightly during fabrication.
Efforts were of course made to devise a technology that would give a lower threshold voltage and also ensure that the source and drain diffusions would be produced automatically at the right places. One of the solutions was the silicon-gate technology [4]. In this approach the gate electrode is made of polycrystalline silicon, which has a smaller contact potential relative to the substrate than aluminium, and also acts as a mask during the application of the source and drain diffusions; overlaps are limited to the lateral diffusion depth of the impurities. Fig. 2 shows a cross-section of a P-channel MOS transistor with a silicon gate; the insulation consists of a layer of silicon dioxide.

This use of polycrystalline silicon not only gives an increased switching speed, owing to the smaller parasitic capacitance, it also makes it easy to incorporate double-layer interconnection. This is because the polycrystalline silicon can be oxidized on one side and hence insulated from the aluminium interconnection pattern deposited on top of it later. In fig. 3 the polycrystalline silicon on the left acts as a gate and that on the right as the bottom layer of a double-layer interconnection pattern.

The next step was to apply the silicon gate to N-channel transistors. Since the mobility of the electrons in an N-type channel is about twice that of the holes in a P-channel, a device of this sort was expected to double the switching speed. In practice, however, doubling the mobility in a circuit does not give anything like twice the switching speed. The dissipation in the resultant circuit also turned out to be twice as high as in P-channel transistors, and the speed-power product of the N-channel transistors was twice that of the P-channel devices [6].

\[\text{The term 'speed-power product' is a misnomer; the product is in fact that of a time and a power.}\]

Ion implantation

It was another new technology, ion implantation, that enabled us to combine depletion and enhancement transistors on the same chip. The implantation was carried out in two stages. The first stage lowers the threshold voltages of all the transistors, though they still remain of the enhancement type. A selectively applied second implantation then changes the load transistors into transistors of the depletion type. A typical result is that of the inverter circuit shown in fig. 4.

The advantage of a depletion-type transistor as a load is that there is no need for a separate gate voltage \( V_{GG} \) to enable the output voltage to reach the value \( V_{DD} \), so that the gate can be connected to the source. This means not only that the circuit is simpler but also that the transistor always has the same gate voltage, whatever the existing voltage levels. This is not the case with the enhancement-type transistor (fig. 4a), where if the driver transistor is conducting and the output is '0', i.e. close to ground potential, the gate of the load transistor consequently becomes more negative in relation to the source. This makes the load transistor conduct more, although this is exactly the opposite of what is required. To bring the output sufficiently close to ground potential, the driver transistor therefore has to be given a much greater conductivity, which is done by making its channel many times wider than that of the load transistor.

The need for this when a depletion-type transistor is used is much less. As soon as the voltage between the drain and the source is above the pinch-off voltage, the transistor is in a state of saturation; it then has a higher resistance and behaves more or less as a current generator. The smaller channel width which is now adequate for the driver transistor leads to smaller capacitances and hence a higher switching speed. In addition, since the depletion-type transistor is effectively a constant-current generator, it provides the same amount of current for charging the capacitance connected to the output, even when there is a small voltage across it, i.e. when the output is negative ('1'); this again increases the switching speed.

Compared with the situation with enhancement-type transistors, the narrower channels that result when depletion-type transistors are used give a greater packing density than is possible with enhancement-type transistors, while the higher switching speeds yield speed-power product values two to ten times smaller: between 6 and 15 pJ.

D-MOS

Another factor, in addition to the parasitic capacitances, that affects the switching speed of a MOS transistor appreciably is the length of the channel: for a high switching speed the channel has to be short. The need for short channels led to the technologies known as D-MOS and V-MOS. The main point of similarity between the two is that the length of the channel is determined by the thickness of a P-type layer.

In D-MOS technology (the D stands for 'double-diffused'), two diffusions are made successively through the same mask opening. The first diffusion produces a P-type region round the source; the N-type channel is formed later in the same region. Before the second diffusion the drain connection is also exposed, and an N+ diffusion is then applied through both openings. The length \( l \) of the channel (fig. 5) is equal to the difference between the lateral depths of the P and N+ diffusions; the length is determined solely by the diffusion process and can be controlled in much the same way as the base thickness in a bipolar transistor. Channels with any length between 0.4 and 2 \( \mu \)m can easily be made in this way.

Either N- or P- substrate can be used. In both cases an N- drift space with a length \( l' \) next to the channel.

![Fig. 5. Cross-section of a MOS transistor made with the aid of double diffusion (D-MOS technology). The length \( l \) of the channel equals the difference in lateral depth between the P and the N+ diffusions. There is a drift region of length \( l' \) next to the channel.](image-url)
Fig. 6. Cross-section of a V-MOS transistor. The gate is deposited on the crystal faces of a V-shaped etch pit. The length of the channel (arrows) is determined by the thickness of the P-type layer.

It is clear why this will happen if an N+ substrate is used. If a P- substrate is adopted, the lightly doped P- region beneath the oxide of the gate is easily converted into material with the opposite type of conductivity by the positive oxide charge; inversion produces an N-type region. In both cases the doping of this part of the transistor is at least an order of magnitude less than that in the channel, giving a sufficiently high breakdown voltage.

V-MOS

Fig. 6 shows a cross-section of a V-MOS transistor; the name is derived from the V-shaped profile. These transistors are made by growing first a P and then a P+ layer on an N+ substrate. The substrate forms the common source electrode for all the transistors on the chip and is grounded. N+ regions are then diffused locally into the surface to form the drains of the transistors. Next, V-shaped channels extending downwards to the N+ substrate are made in the surface by anisotropic etching, a process in which material is preferentially removed along certain crystal planes. The walls of the channel form (111) planes. These walls are oxidized and then the gate is applied to them. The thickness of the P layer now determines the length of the channel. The lightly doped P- region is inverted by the oxide charge to an N channel, which forms the drift region and gives a breakdown voltage of 12 V.

Speed-power products of 0.25 pJ for D-MOS and 3 pJ for V-MOS transistors have been reported. Both configurations have the disadvantage that all the transistors have a common ground connection. They are also electrically asymmetrical, which means that the source and drain cannot be interchanged.

C-MOS

In a logic circuit there are advantages to be gained by connecting an N-channel and a P-channel MOS transistor, both of the enhancement type, in series. The same gate voltage is supplied to both transistors and, depending on the polarity, it makes either one or the other transistor conduct, so that current never flows in the steady state, apart from the leakage current, which is very small. The dissipation of this arrangement, which is called a complementary MOS circuit (C-MOS) is consequently very low in the steady state. Fig. 7a shows the circuit diagram of a NOR gate again, but this time in the form of a C-MOS circuit. It can be seen that four transistors are necessary. Fig. 7b shows the layout

---

of the circuit (obtained using LOCMOS technology, see below).

Fig. 8a is a cross-section of a pair of complementary MOS transistors. A deep P-type island has to be diffused in the N-type substrate for the N-channel transistor. The low dissipation (and the high switching speed and noise insensitivity) of a complementary MOS configuration is thus obtained at the expense of a more complicated production process and extra space on the chip. (No extra space is required, however, if the complementary transistors are made by the LOCMOS technology (figs. 7b and 8b).)

LOCOS, LOCMOS, SOS and ESFI

There are several more recent technologies that enable the parasitic capacitances in MOS circuits to be reduced, thereby increasing the switching speed. LOCOS technology (LOCal Oxidation of Silicon) consists, as the name suggests, in oxidizing the silicon surface locally. This step produces a thick oxide, e.g. under the part of the gate that overlaps the source and drain diffusions [8]. This has the effect of reducing the capacitance of the overlaps.

If LOCOS technology is applied to complementary MOS circuits the result is referred to as LOCMOS [8]. As fig. 8 shows, this gives an appreciable saving of space.

The parasitic capacitances between the source and drain regions and the substrate are also important. They can be drastically limited by diffusing the MOS transistors in thin epitaxial layers on an insulating substrate consisting of sapphire or spinel; the N- and P-type regions are then diffused through to the substrate. This technology is called SOS [10] (Silicon On Sapphire or Silicon On Spinel) or ESFI [11] (Epitaxial Silicon Film on Insulators). A pair of complementary transistors that have been formed in this way in an epitaxial P-type layer is illustrated in fig. 9. All the superfluous silicon is removed after the diffusion process. Since the substrate limits the inversion layer to the channel length between the source and the drain, SOS technology allows the capacitance to be reduced to about a twentieth of that in transistors in bulk silicon material.

It should of course be noted that the N-channel transistor in fig. 9 is of the enhancement type but that the $P^-P^+P^+$ configuration conducts at 0 V; a sufficiently high positive voltage stops it conducting, because the entire P-region is then depleted.

Since the leakage currents between the source and the drain are generally very small, the dissipation in the steady state is also very low, typically 1 nW. At intermediate frequencies and above the dissipation occurring during switching predominates and may increase up to say 0.25 mW. A value of 2.2 pJ for the speed-power product has been reported for SOS circuits at 50 MHz [10].

Bipolar integrated circuits

Schottky TTL

The family of bipolar integrated circuits most widely used at present is the one known as TTL (Transistor-Transistor Logic). TTL is based on a logic element consisting of a multiemitter transistor and an output stage formed by a number of transistors (see fig. 15 below). There are now standard TTL circuits, low-power TTL circuits and Schottky TTL circuits. The last of these combine the high speed of standard TTL circuits with the low dissipation of the second group [12]. The following values have been obtained for the speed-power product: 100 pJ for standard TTL; 30 pJ for low-power TTL; and 20 pJ for Schottky TTL.

Fig. 10 shows a cross-section of a Schottky transistor of a type that can be used in Schottky TTL. The base contact metal $B$ extends over the N-type collector region. It thus forms a Schottky barrier, so that there is a diode in parallel with the base-collector junction. This Schottky diode has a lower forward voltage than
Fig. 10. Cross-section of a Schottky transistor. The base contact \( B \) extends over the N-type collector region and the two form a Schottky diode parallel to the base-collector junction. \( E \) emitter. \( C \) collector contact.

Fig. 11. a) Cross-section of two vertical N-P-N multicollector transistors based on the I2L technique, combined with a lateral P-N-P transistor. The N-type region is the common emitter \( E \) of the vertical transistors; it is connected to the outside world via the \( N^+ \) substrate. The P-type region connected to + is the emitter of the lateral P-N-P transistor. b) Schematic representation.

Fig. 12. Layout of I2L circuit. The multicollector transistors are located on either side of the long, narrow P-type regions, the injectors, which are the common emitters of all the P-N-P current generators. The position of the base contact among the collectors can be chosen to suit the interconnection pattern. The transistors are surrounded on three sides by \( N^+ \) separation regions.

the base-collector junction and thus limits the voltage drop across this junction and offers an alternative path for surplus base current so that the transistor does not saturate. There is no charge storage in the transistor or the diode, so that the switching speed is increased and the dissipation reduced.

**I2L**

A completely new approach to large-scale integration is seen in the technology known as I2L (Integrated Injection Logic) \([13]\), or MTL (Merged Transistor Logic) \([14]\). This logic will be discussed in somewhat greater detail because it is one of the most recent developments. In I2L vertical N-P-N transistors, each with a number of collector regions and a common emitter, are combined with lateral P-N-P transistors that act as current generators. Fig. 11 shows a cross-section through two of these multicollector transistors and their current generators, and a representation in circuit-diagram symbols. The number of collectors per transistor — three — has been chosen arbitrarily; in practice it will depend on the logic circuit. The circuit can be manufactured with existing standard processes: only five masks are needed: one each for the deep \( N^+ \) diffusion, the shallow P-type diffusion, the shallow \( N^+ \) diffusion, the contact openings and the interconnection pattern. Instead of the deep \( N^+ \) isolation diffusion, it is also possible to oxidize locally using the LOCOS technology, without increasing the number of masks required. I2L is a new digital circuit technique, not a new technology.

Fig. 12 shows a typical layout for an I2L circuit. Long, narrow P-type regions, the injectors, act as emitters for the P-N-P transistors of all the I2L gates along both sides of this region. The arrangement of the base contact and the collectors is adapted to the intercon-

---
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nection patterns required. The logic functions are obtained by connecting the collectors.

I^2L does not require much area on the chip because there are no resistors, which take up more space than transistors. The usual isolation diffusion is also omitted. This compactness means that the parasitic capacitances are kept to a minimum. In addition, since the logic voltage swing is also small (0.6 to 0.7 V), the parasitic capacitances can be rapidly charged and discharged. The speed-power product can therefore be expected to be low in I^2L.

---

**Fig. 13** shows a plot of the propagation delay time $\tau$ against the dissipation $P$ (per gate) for five I^2L device geometries. A number of lines on which the speed-power product is constant have been drawn in for guidance. The product was found with the aid of a test circuit consisting of a closed-loop chain of inverter circuits. As measurements 1 to 4 show, values between 1 and 0.1 pJ were found.

In practice the delay time is actually longer because of the inclusion in the circuits of more inputs and outputs (fan-in and fan-out) and of wiring. To measure practical values a static shift register consisting of 820 I^2L transistors was made. Standard layout rules were adhered to and a standard fabrication process followed, with smallest details measuring 10 $\mu$m. The $\tau P$ product measured on this register was 1.75 pJ per gate, with a dissipation of between 5 nW and 6 $\mu$W per gate (curve 5 in fig. 13). In another complicated circuit comprising 964 transistors on a single chip the speed-power product was 0.85 pJ per gate; the smallest details in this case were 7 $\mu$m. These $\tau P$ values are about twenty times as small as those of Schottky TTL circuits.

The curve *lim* in fig. 13 indicates the 'theoretical limit' of the product $\tau P$; it is about 0.001 pJ if we base our calculations on the optimum values that the transistor parameters can attain, having regard to the maximum permissible current densities, the required breakdown voltages and the minimum field-strengths required [13]. The neurons in the human brain have a speed-power product of 0.2 pJ, which is of the same order as the value attainable with I^2L. The packing density of neurons, however, is 1000 times higher, although their speed is fairly low.

To determine the chip area required by I^2L and various MOS systems for a 101-gate circuit (part of the control logic of a calculator) we prepared a comparative layout, using standard circuit modules (e.g. three-input NAND, four-input NAND, flipflop, etc.), which are all the same height within a single system, while their length depends on the logic function. The same layout rules were applied throughout; the basic elements were ar-
Table I. The chip area of a 101-gate circuit using I2L and various MOS techniques.

<table>
<thead>
<tr>
<th>Type of circuit</th>
<th>Area (mm²)</th>
<th>Ratio to I2L</th>
</tr>
</thead>
<tbody>
<tr>
<td>I2L</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>C-MOS</td>
<td>1.11</td>
<td>1.48</td>
</tr>
<tr>
<td>Static AND-OR gates with P-channel enhancement-type transistors</td>
<td>1.30</td>
<td>1.73</td>
</tr>
<tr>
<td>Static AND-OR gates with depletion-type transistors as load</td>
<td>1.17</td>
<td>1.56</td>
</tr>
<tr>
<td>Dynamic AND-OR gates with P-channel enhancement-type transistors</td>
<td>1.08</td>
<td>1.44</td>
</tr>
<tr>
<td>Dynamic NAND gates with P-channel enhancement-type transistors</td>
<td>1.41</td>
<td>1.88</td>
</tr>
</tbody>
</table>

Fig. 14. Cross-section of an I2L circuit in which the use of a seven-mask technique makes N-type islands with a P+ insulation (left) available for other forms of logic or analog circuits.

layer has been grown, a deep P+ diffusion can be made, followed by a deep N+ diffusion. N-type islands surrounded by N+ walls and other N-type islands surrounded by P+ walls are then formed. I2L circuits can be arranged in the first group of islands, and other logic and also analog circuits can be arranged in the second group.

Fig. 15. Interface circuit integrated with I2L for connection to TTL, for which larger currents are necessary. The interface circuit comprises a current amplifier followed by a totem-pole output stage.

ranged in rows with room for interconnections between them. Two-layer interconnections were permitted; local oxidation was used for isolation. The results are listed in Table I. The conclusion reached was that the area is smallest when I2L is used [16]. The comparison was not extended to the speed of the circuits.

If I2L technology is extended to incorporate a few extra steps, as in the case of the C-MOS technology, it becomes possible to combine other types of logic and analog circuits with I2L on a single chip [17]. All kinds of interface circuits can then be integrated. Fig. 14 shows a cross-section of a circuit made using a seven-mask technology. It starts from a P+ substrate in which buried N+ layers are diffused. After an epitaxial N-type layer has been grown, a deep P+ diffusion can be made, followed by a deep N+ diffusion. N-type islands surrounded by N+ walls and other N-type islands surrounded by P+ walls are then formed. I2L circuits can be arranged in the first group of islands, and other logic and also analog circuits can be arranged in the second group.

Fig. 15 is an example of an interface circuit for matching I2L to TTL. An arrangement of this kind is necessary because I2L works at a low current level, e.g. 1-10 μA per transistor, while in TTL the current is 1.9 mA per input. The interface circuit consists of two parts: a current amplifier followed by a totem-pole output stage built up from isolated transistors. This output stage is like that used in the basic logic circuit

in TTL. The current amplifier makes use of the fact that, up to a certain limit, the available output current is directly proportional to the N+ collector area; current amplification can be obtained by cascading I2L gates, with an increase in collector area at each stage. Fig. 16 illustrates the layout of a current amplifier. The four parallel-connected collectors of the first transistor provide four times the base current for the next transistor, where there is another multiplication by a factor of four. The four current generators in parallel are realized by making the total injecting area in the second stage four times larger than in the first stage. The current density is the same everywhere.

Until the present there has been a continuous improvement in switching speed and power dissipation. These improvements have been made possible by new technologies and new circuit techniques. If we consider the circuit technique for a moment, it is clear that the reduction of the logic-voltage swing has given an improvement in switching speed. The minimum logic-voltage swings for modern digital circuits lie between 0.15 V and 0.7 V. Appreciable further reductions do not seem very likely in silicon integrated circuits, because the minimum swing is mainly determined by junction and diode voltages. Increases in switching speed must therefore be expected to come from the development of new processes, e.g. very shallow diffusions, combined if necessary with dielectric insulation (LOCOS).

An element with an extremely small voltage swing is at present in development. This is the Josephson element, which is based on tunnel effects and has a voltage swing of 2.25 mV. Propagation delay times of 175 ps have been measured, giving a speed-power product of only 0.004 pJ at an average dissipation of 22 µW. The element functions at cryogenic temperatures. See D. J. Herrell, Femtojoule Josephson logic gates, 1974 IEEE Int. Solid-State Circuits Conf. Dig. tech. Papers, pp. 116-117.

Summary. Larger and larger circuits are being integrated on individual single chips. This is only possible because the dissipation per transistor is being continually reduced. A number of new technologies are described which combine low dissipation with high switching speeds. A polycrystalline-silicon gate is incorporated in MOS transistors for this purpose, while ion implantation permits enhancement-type and depletion-type transistors to be combined in the same circuit. Higher switching speeds are achieved in D-MOS and V-MOS technologies by shortening the channel; the d.c. dissipation in C-MOS circuits is very low. SOS technology gives extremely low parasitic capacitances. The I2L circuit technique represents an important development in bipolar transistor circuits, where it enables low dissipation, high switching speeds and high packing density to be achieved. Interface circuits for adaptation to other logic families such as TTL can be integrated on the same chip.
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Magnetic anisotropy and magnetostriction of Ru and Ir ions in yttrium iron garnet

P. Hansen

Ever since magnetic garnets were first made, in the fifties, they have played a prominent role in fundamental research on the magnetism of the magnetic oxides. In practical applications, however, the garnets are far less widely used than the hexagonal and spinel ferrites. The potential applications of thin epitaxially grown garnet layers in memory systems have now stimulated a renewed interest in the garnets.

Philips Forschungslaboratorium Hamburg have for many years been making garnets for fundamental research and for use in microwave components. In recent years they have been investigating the anisotropic and magnetostrictive properties of ions of the transition metals Ru and Ir in the garnet lattice. These properties can be used for ‘tailoring’ the properties of the garnet to the requirements of a particular application.

Introduction

Since the discovery of the non-conducting magnetic ferrites and garnets these materials have been used in many applications, including permanent magnets, computer-memory cores, magnetic tapes and microwave devices. Until now hexagonal ferrites and ferrites with spinel structure have mainly been used in these applications, with the exception of the microwave devices that now include garnet in ‘YIG’ components (YIG = Yttrium Iron Garnet). However, the most promising application of garnet materials has emerged only in recent years. It relates to memory systems based on the properties of cylindrical magnetic domains (magnetic bubbles) in thin garnet layers, or domains in garnet layers with ‘compensation planes’, where the magnetization of the garnet is zero. To use garnets in devices it must be possible to ‘tailor’ such basic physical properties as saturation magnetization, Curie temperature, anisotropy, magnetostriction, Faraday rotation and optical absorption to meet the conditions for a particular application. This can be done within certain limits by varying the preparation technique and the composition of the garnet. The physical properties we shall consider more particularly here are the magnetic anisotropy and the magnetostriction. Since both properties involve a change in magnetic energy when the direction of magnetization has changed, they play an important part in applications that depend on rotations of magnetization. A widely used material parameter is the stress sensitivity, which is the ratio of the magnetostriction to the anisotropy. The stress sensitivity is required to be small to obtain a sufficiently square hysteresis loop and a high remanence ratio (the ratio of the remanent to the saturation magnetization).

In this article it will be shown how the anisotropy and magnetostrictive properties of garnets can be selectively controlled by substituting small amounts of strongly anisotropic ions without significantly affecting the other properties such as Curie temperature and saturation magnetization. The strongly anisotropic 3d transition-metal ions Co²⁺ and Fe²⁺ are generally used for this. In the past few years we have made an extensive study of the 4d transition-metal ion Ru³⁺ and the 5d transition-metal ion Ir⁴⁺. These ions were expected to be even more anisotropic than the 3d ions. In the following the theory for the anisotropy of these ions will be presented and the results of the theory will be compared with experimental results obtained for single crystals of yttrium iron garnet doped with small quan-
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Phenomenology

In single crystals of magnetic materials it is always found that the magnetization orients itself in a preferred crystallographic direction, called the 'easy direction'. The magnetic energy apparently depends on the direction of the magnetization with respect to the crystallographic axes, and is at a minimum when the magnetization is in the easy direction. The intrinsic anisotropic contribution to the energy, i.e. disregarding external sources of anisotropic energy such as the shape effect, is called the magnetocrystalline energy.

When a magnetic crystal is magnetized, the dimensions of the crystal are observed to change from the dimensions in the demagnetized state. This effect, called magnetostriction, implies a relation between magnetic and elastic properties. The well known magnetostriction constants $\lambda_{100}$ and $\lambda_{111}$ are defined as the relative change in length $\Delta L/L$ in the direction of the applied magnetic field when a saturating magnetic field is applied in the [100] or [111] directions, as appropriate.

The anisotropic part of the free energy $F$ of a magnetically saturated single crystal is usually written as the sum of the anisotropy energy $F_k(\alpha)$ in the unstrained state and the magnetoelastic energy $F_{me}(\alpha, \varepsilon)$, usually much smaller, which is proportional to the strains. The tensor $\varepsilon$ is the strain tensor and $\alpha$ is a unit vector parallel to the direction of magnetization. The magnetocrystalline energy is usually expressed as a series of powers of the direction cosines $\alpha_1$, $\alpha_2$ and $\alpha_3$, the components of $\alpha$ along the crystal axes. For crystals with cubic symmetry it follows from symmetry considerations that

$$F_k(\alpha) = K_1(\alpha_1^2\alpha_2^2 + \alpha_2^2\alpha_3^2 + \alpha_3^2\alpha_1^2) + K_2\alpha_1^2\alpha_2^2\alpha_3^2 + \ldots$$

(1)

where $K_1$ and $K_2$ are the well known first and second anisotropy constants. A power series of this type is useful because it may often be sufficient to consider only the first two terms. The sign of $K_1$ then determines the easy direction of magnetization, provided $K_2$ is not too large, which is often the case. With $K_1$ positive the easy directions are then the $\langle 100 \rangle$ directions (cubic axes) and with $K_1$ negative the $\langle 111 \rangle$ directions (body diagonals).

The term $F_{me}(\alpha, \varepsilon)$ represents, as we have seen, the magnetoelastic energy. The most general series can also be found for this term, again by considering the symmetry. For cubic crystals it is:

$$F_{me}(\alpha, \varepsilon) = b_1 \sum_{i=1}^{3} \alpha_i^3 \varepsilon_{ii} + b_2 \sum_{i<j}^{3} \alpha_i \alpha_j \varepsilon_{ij} + \ldots$$

(2)

The constants $b_1$ and $b_2$ are the magnetoelastic constants. They are related to the magnetostrictive constants $\lambda_{100}$ and $\lambda_{111}$:

$$\lambda_{100} = -\frac{2}{3} \frac{b_1}{C_{11} - C_{12}}$$

$$\lambda_{111} = -\frac{1}{3} \frac{b_2}{C_{44}}$$

(3)

The garnet structure

Before discussing the anisotropic and magnetostrictive properties of garnets we shall first take a look at their crystal structure. The composition of the garnets is $\{C_3\} \{B_3\} [A_2]O_{12}$. The different sets of brackets indicate that the ions occupy three crystallographically different sites. The trivalent C ions are dodecahedrally surrounded by eight oxygen ions. These dodecahedral sites are occupied by large ions such as yttrium ions or rare-earth ions. The A ions are octahedrally surrounded by six oxygen ions and form a body-centred cubic lattice (see fig. 1). The B ions are tetrahedrally surrounded by four oxygen ions. The octahedral and tetrahedral sites are occupied by smaller ions, such as ions of the transition metals or diamagnetic ions like Ga$^{3+}$, Al$^{3+}$ and In$^{3+}$. The best-known magnetic garnet is yttrium iron garnet with the composition $Y_3Fe_5O_{12}$. Garnet crystals of high quality can be grown at about 1100°C from a solution of the metal oxides.$[4] [5]$.

Although the structure of garnet is cubic, there are local deviations from cubic symmetry. It can be seen in fig. 1 that there are two sets of three Y$^{3+}$ ions near the Fe$^{3+}$ ion A at an octahedral site. The local symmetry at the site of the ion A is therefore uniaxial. This local threefold axis of symmetry coincides with one of the body diagonals of the body-centred lattice, the crystallographic $\langle 111 \rangle$ directions. In the right-hand part of fig. 1 it can be seen that the garnet structure contains equal numbers of octahedral sites with each of the $\langle 111 \rangle$ directions as the local axis. The tetrahedral sites in the garnet have a twofold axis parallel to one of the three $\langle 100 \rangle$ directions.

Microscopic origin: the single-ion mechanism

In the foregoing the phenomenological expressions (1) and (2) have been introduced for the anisotropic part of the free energy of a cubic magnetic crystal. The main source of this energy in the cubic ferrites and garnets has a single-ion character$[6] [7]$, that is to say
the energy of a single ion depends on the direction of the magnetic moment (spin moment) of the ion with respect to the crystallographic axes. This originates from 'spin-orbit coupling'. The orbitals of the electrons of the free ion are affected by the electric fields produced by the surrounding ions in the crystal lattice (the crystal field[8]), thus determining the magnitude and direction of the orbital momentum. As a result of the spin-orbit coupling the energy of an ion will depend on the direction of the spin with respect to the orbital momentum, and hence with respect to the crystallographic axes. The crystal field, and likewise the electron orbits, are sensitive to strains in the crystal. Spin-orbit coupling therefore also accounts for the dependence of the free energy of the ion upon strains present in the crystal, the magnetoelastic energy.

An obvious source of magnetocrystalline energy is the classical dipole-dipole interaction between the magnetic moments of the ions, which are generally arranged anisotropically in the crystal lattice. It is found, though, that in cubic crystals the contribution made by this interaction to the anisotropy energy is much smaller than the contribution of the single-ion anisotropy of the ions[6]. This does not apply to the magnetoelastic energy, however. In the presence of a strain the crystal symmetry is lower than cubic, and therefore the dipole-dipole interaction makes a substantial contribution to the magnetoelastic energy[9].

The important consequence of the dominant role of single-ion anisotropy is that the anisotropy energy of a crystal is simply the sum of the free energy of the magnetic ions:

\[
F_K = \sum_i F_K^{(i)}. \tag{4}
\]

Experimental confirmation of this relation is given in fig. 2, which shows how the values of \(K_1\), \(b_1\) and \(b_2\) in \(\text{YIG}\) depend on the extent to which diamagnetic ions are substituted for \(\text{Fe}^{3+}\) (Ga\[10\] and In\[11\]). The \(\text{In}^{3+}\) ions, for example, substitute for \(\text{Fe}^{3+}\) ions at

\[\text{From P. P. Ewald and C. Hermann, Strukturbereicht 1913-1926, p. 364.}\]
\[\text{W. Tolksdorf, Acta Electronica 17, 57, 1974.}\]
\[\text{P. F. Bongers, Philips tech. Rev. 28, 13, 1967.}\]
octahedral sites. Since the In ions are diamagnetic, the effect of this substitution is to decrease the anisotropy energy by the single-ion contribution of one Fe\(^{3+}\) ion for every Fe\(^{3+}\) ion replaced by an In\(^{3+}\) ion. This linear behaviour is indeed found in fig. 2. In the case of YIG doped with Ga it is seen that \(K_1\) and \(b_2\) also show the expected linear behaviour, but \(b_1\) behaves differently. The reason for this is that the magnetoelastic constant \(b_1\) contains a significant contribution from dipolar energy (dipole-dipole interaction) \(^9\). It also appears from fig. 2 that a high degree of substitution by diamagnetic ions is necessary to produce a perceptible change in anisotropy and magnetostriction. But such a substitution will also significantly affect other magnetic properties, such as magnetization and Néel temperature.

It is also possible, however, to change the anisotropy and magnetostriction selectively without affecting other properties. This can be done by doping the garnet with ions that make a much stronger contribution to the anisotropy and magnetostriction than the Fe\(^{3+}\) ions, such as Fe\(^{2+}\) and Co\(^{2+}\) ions. These ions have an electronic ground state with an orbital momentum, unlike Fe\(^{3+}\) ions, which have no orbital momentum, since the \(d\) shell is only half-filled. The single-ion anisotropy and magnetostriction of these ions is therefore more than two orders of magnitude greater than for the Fe\(^{3+}\) ions. Even very small concentrations of these ions in garnets can have a very strong effect on the values of \(K\) and \(b\) without significantly affecting other properties. The change in the magnetoelastic energy, \(\Delta F_{me}\), produced by doping garnets with such ions is given by an equation similar to eq. (4), since the dipole-dipole contribution is scarcely affected by such small substitutions whereas the single-ion contribution of the dopants is very large. Thus

\[
\Delta F_{me} = \sum_i F_{me}^{(i)} \tag{5}
\]

where the summation is over the dopant ions only.

During recent years we have extensively studied some alternative ions that could provide a selective control of the anisotropy and magnetostriction of garnets. These ions are the transition-metal ions with incomplete 4d or 5d shells: Ru\(^{3+}\) (4d\(^2\)) and Ir\(^{4+}\) (5d\(^2\)). The spin-orbit coupling of these ions is very much greater than that
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The magnetoelastic constants $b_1$ and $b_2$ of $Y_3Fe_{5-x}Me_xO_{12}$ at room temperature as a function of the concentration of strongly anisotropic Me ions. Me stands for $Fe^{2+}$ [14], $Co^{2+}$ [17], $Ru^{3+}$ [23] or $Ir^{4+}$ [24]. The magnetostriction constants $\lambda_{100}$ and $\lambda_{111}$ are related to $b_1$ and $b_2$ by $\lambda_{100} = -0.41 \times 10^{-12} b_1$ and $\lambda_{111} = -0.44 \times 10^{-12} b_2$.

$\begin{array}{c}
\text{Fig. 4. The magnetoelastic constants } b_1 \text{ and } b_2 \text{ at room temperature as a function of the concentration of strongly anisotropic Me ions. Me stands for } Fe^{2+} \text{, } Co^{2+} \text{, } Ru^{3+} \text{ or } Ir^{4+}. \\
\end{array}$

The uniform magnetization of a magnetized single crystal can be excited in a uniform mode of precession, the ferromagnetic-resonance mode, by an r.f. magnetic field. The frequency of this resonance effect depends on the stiffness with which the magnetization is held to its equilibrium direction, and can therefore be expressed in terms of the second derivatives of the free energy in the equilibrium direction, as given by the generalized resonance equation (Smit's equation [25]):

$$\omega = -\frac{\gamma}{M \sin \theta} \sqrt{\frac{\partial^2 F}{\partial \phi^2}} \frac{\partial F}{\partial \phi} \frac{\partial F}{\partial \theta}. \quad (6)$$

Here $\omega$ is the angular frequency, $M$ the saturation magnetization and $\gamma$ the gyromagnetic ratio. The $z$-axis is taken parallel to the equilibrium magnetization direction, while $\theta$ and $\phi$ are polar coordinates of $\alpha$. Only the anisotropic terms of the free energy $F$ contribute to the expression for the resonant frequency. These terms are the magnetostatic energy of $M$, the externally applied field, the anisotropy energy $F_K$ and the magnetoelastic energy $F_{me}$. The demagnetization energy of an arbitrarily shaped anisotropic crystal is also anisotropic. Experiments are therefore usually carried out on crystals machined to a spherical shape, so that the demagnetization energy is isotropic.

Expressing $F_K$ as a power series as in eq. (1) and retaining only the $K_1$ and $K_2$ terms, and considering for the present the unstrained case, we can calculate from eq. (6) the resonance conditions for the case where the

\[\text{References:}\]
external field is applied along one of the principal axes of a cubic crystal [26]:

\[
\omega = H_0[001] + \frac{2}{3} \frac{K_1}{M},
\]

\[
\omega = H_0[111] - \frac{4}{3} \frac{K_1}{M} - \frac{4}{9} \frac{K_2}{M},
\]

\[
\omega = \sqrt{(H_0[110] - 2 \frac{K_1}{M}) (H_0[110] + \frac{K_1}{M} + \frac{K_2}{2M})}
\]

The experiments are usually performed at a fixed frequency and the magnetic field is measured at which the resonance condition is satisfied (the resonance field). Using equations (7) we can then deduce the three unknowns, \( \gamma, K_1 \) and \( K_2 \), from the magnitude of the resonance field in each of the three principal directions.

The resonance method can also be used for determining the magnetostriction constants; a uniform stress then has to be applied to the sphere. The anisotropic part of \( F_m \) induced by this stress is given by eq. (2) and contributes to the resonance condition in accordance with eq. (6). In the experiment the resonance field is found to undergo a shift \( \delta H_0 \) proportional to the applied stress. A stress \( \tau \) applied in the [110] direction causes a resonance-field shift \( \delta H_0[110] \), measured with the magnetic field in each of the principal directions in the (110) plane, from which the magnetostriction constants can be determined by using the relations [26-28]

\[
\lambda_{100} = -\frac{2}{3} \frac{M}{\tau} \delta H_0[001],
\]

\[
\lambda_{111} = -\frac{2}{3} \frac{M}{\tau} \delta H_0[111].
\]

An important advantage of the resonance method is that it only requires very small single crystals. The diameter of the spheres used is usually about 0.7 mm. Ferrite and garnet single crystals of this size can readily be obtained.

**Mechanism of the single-ion anisotropy of strongly anisotropic ions**

**The electron states of ions in a crystal**

In an earlier section it was shown that the macroscopic anisotropy energy originates from the single-ion anisotropy of the magnetic ions. The key to the understanding of single-ion anisotropy lies in the electronic states of the ion, the spin \( S \) of the ion and the orbital momentum \( L \), linked by the spin-orbit coupling. In a crystal the states of the electrons of an ion are determined by the electron configuration of the ion and the strength and symmetry of the electric fields due to the neighbouring ions [8]. The strength of these 'crystal fields' as experienced by a substituted ion in a crystal depends on the nature of the ions in the host lattice and on that of the substituted ion. Thus, for the 4d and 5d transition-metal ions the crystal field in garnet is much stronger than for the 3d ions. It is even strong enough to overcome the repulsion between the electrons, which normally forces them into states with parallel spins (the well known Hund's rule). The electrons of the 4d and 5d ions at octahedral sites in the garnet lattice therefore occupy states with opposite spins, which means that these ions have a 'low-spin' ground state (spin \( S = 1/2 \)). A 3d ion like Fe\(^{2+}\) at the same site has a 'high-spin' ground state (\( S = 2 \)).

The crystal field in the garnet lattice is mainly of cubic symmetry. A characteristic of the strongly anisotropic ions is that this crystal field does not completely quench the orbital momentum of the electrons, and consequently the spin-orbit coupling is able to make the ground state strongly anisotropic. The local deviation from cubic symmetry (see fig. 1) adds a low-symmetry component to the crystal field, which is about an order of magnitude smaller than the cubic component. We shall see presently that this plays a key role in the occurrence of single-ion anisotropy.

**Simple physical explanation of the single-ion anisotropy of strongly anisotropic ions**

To understand the anisotropic properties of a strongly anisotropic ion we must consider three interactions, as illustrated schematically in fig. 5 [29]. The first is the interaction of the electrons with the local low-symmetry crystal field, which binds the orbital momentum \( L \) to the local axis. The second is the exchange interaction between the spin \( S \) of the ion and the spins of neighbouring magnetic ions. A model commonly used to describe this interaction is the molecular-field model, in which the interaction is represented by an effective magnetic field \( H_{\text{exch}} \) acting on the spin \( S \) of the ion. This 'molecular field' is parallel to the magnetization direction \( \alpha \) and proportional to the saturation magnetization \( M \). The third interaction is the spin-orbit coupling between \( L \) and \( S \).

Fig. 5 (upper diagram) presents the situation for the case where the spin-orbit coupling is much weaker than the other interactions. The spin \( S \) of the ion is then nearly parallel to the exchange field \( H_{\text{exch}} \), and \( L \) is nearly parallel to the local axis, in one of the two directions. The figure shows these lowest two states of the ion; the state shown by solid lines is the one with the lowest energy. As a result of the spin-orbit coupling the energy of the ion depends on the direction \( \phi \) between \( S \) and \( L \) in accordance with

\[
E = \pm |A| LS \cos \phi.
\]
If the other interactions are sufficiently strong, $\phi$ will be nearly equal to $\theta$, the angle between $H_{\text{exch}}$ (the magnetization direction) and the local axis. It can be seen from fig. 5 that the energy of the lowest two states is then given approximately by

$$E \approx \pm |\lambda| LS \cos \theta.$$  \hfill (10)

At 0 K the ion will be in the state of lowest energy and therefore anisotropic, as given by

$$E_{\text{ground}} \approx -|\lambda| LS |\cos \theta|.$$  \hfill (11)

The situation outlined above is more or less applicable to the 3d ions Fe$^{2+}$ \cite{13,14} and Co$^{2+}$ \cite{16,30} at octahedral sites in YIG.

This simple model shows that the anisotropy of the ground state of the ion is proportional to the spin-orbit-coupling parameter $\lambda$. The anisotropy of the 4d and 5d ions would therefore be expected to be much greater than that of the 3d ions, in accordance with the much greater $\lambda$.

It has already been stated that the crystal fields for these ions are also greater. It now appears that the situation for the 4d and 5d ions is such that both the spin-orbit coupling and the local crystal field are substantially greater than the exchange energy. This situation is illustrated in fig. 5 (lower diagram). As in the previous case, we find that the anisotropy of the ground state of these ions is proportional to the weakest interaction, in this case the exchange interaction. In the molecular-field model the exchange energy is equal to

$$E_{\text{exch}} = -g\mu_B H_{\text{exch}} S \cos \psi,$$  \hfill (12)

where $g$ is the $g$ factor, $\mu_B$ the Bohr magneton and $\psi$ the angle between $H_{\text{exch}}$ and $S$. By way of approximation we may again, as in the previous case, substitute $\theta$ for $\psi$ provided the exchange energy is sufficiently small. The anisotropy of the lowest energy level is thus given by

$$E_{\text{ground}} \approx -g\mu_B H_{\text{exch}} S |\cos \theta|.$$  \hfill (13)

Summarizing, we find with this model that the ground state of a strongly anisotropic ion, assuming that the exchange interaction or the spin-orbit coupling is much weaker than the two other interactions, is twofold and that the anisotropy of these two states is proportional to the weakest interaction. The anisotropy of the lowest level follows approximately a $|\cos \theta|$ function with respect to the local axis.

**Single-ion anisotropy of d$^5$ ions in the low-spin state**

**Theory**

Now that the mechanism producing the anisotropy of the ground state of an ion has been described in general terms, this section will be confined to the presentation of some of the results of our quantum-mechanical calculations \cite{29} of the anisotropy of the electronic states of 4d and 5d ions in garnet. For the d$^5$ ions in a low-spin state at an octahedral site in

\[\text{[References]}\]
YIG it is found that the lowest two states are given by (19-22)

\[ E_{1,2} = \pm \frac{1}{2} A \sqrt{B + C \cos^2 \theta}, \]

where \( A \) is proportional to \( H_{\text{ext}} \). \( B \) and \( C \) depend on the ratio of the strength \( \tau \) of the attachment of \( L \) to the local axis, via the low-symmetry crystal field, and the spin-orbit coupling \( \lambda \). It is assumed that the exchange interaction is the weakest interaction. Fig. 6 illustrates the arrangement of the energy levels as given by eq. (14). Here the magnetization (and hence \( H_{\text{ext}} \)) is rotated in a (110) plane of the garnet. We saw in fig. 1 that the local axis of an octahedral site in garnet is parallel to one of the \( \langle 111 \rangle \) axes. In fig. 6 it is shown how the energy levels of ions at two types of site, with the \[ 111 \] and \[ 11 \overline{1} \] directions as their local axes, depend on the direction of \( H_{\text{ext}} \). It can be seen from eq. (14) that for a relatively small \( B \) the energy levels approximately follow the \( \cos \theta \) function that was deduced earlier from the simple model.

A brief description of the procedure we used for calculating the electronic energy levels of the ions (19-22) will now be given. As stated earlier, the 4d and 5d ions have a low-spin ground state as a result of the high value of the crystal field. In this ground state only the single-electron states \( 2T_2g \) are occupied, corresponding to the sixfold degenerate \( 2T_2g \) level. Because of the considerable distance to the next energy level, in which one of the single-electron states \( 2g \) is occupied, only the \( 2T_2g \) level need be considered in order to explain the anisotropic properties of the ions. The threefold orbital degeneracy of this level is removed by the action of the low-symmetry crystal field and the spin-orbit coupling, which are of about the same strength (see fig. 7). The remaining twofold spin degeneracy is removed by the exchange interaction, finally resulting in three magnetic doublets.

To calculate the splitting of the \( 2T_2g \) level, and in particular the anisotropy of the lowest levels, the Schrödinger equation,

\[ H \psi = E \psi, \]

must be solved. For our problem the hamiltonian \( H \) has the form

\[ H = V(r) + \lambda L \cdot S + g H_{\text{ext}} S + \delta V(r,e). \]

The first term describes the effect of the local crystal field. The second term represents the spin-orbit coupling. The third term expresses the exchange interaction in the molecular field approximation. Finally, the term \( \delta V(r,e) \) is the change in crystal-field energy for a strain \( e \). This term is responsible for the magnetostrictive effects. We applied this hamiltonian to a suitably chosen set of wave functions. Because of the local symmetry we chose the d-wave functions, quantized along the local axis. The resultant anisotropic ground state found in this way is given by eq. (14).

At 0 K the ion will be in the state of lowest energy, whose anisotropic energy is given by

\[ E_{\text{ground}} = -\frac{1}{4} A \sqrt{B + C \cos^2 \theta}. \]

At higher temperatures the single-ion anisotropy energy is obtained by calculating the free energy of the lowest two levels:

\[ F_T(\theta) = -kT \ln \cosh \left( \frac{A}{2kB} \sqrt{B + C \cos^2 \theta} \right). \]

We are concerned, however, with energy levels of ions at the four sites with different local axes. For a given direction of the magnetization we must therefore average over the single-ion anisotropy of these four sites to find the single-ion anisotropy for each ion.
doing so we assume that the ions are statistically distributed over all the octahedral sites, so that the various kinds of site are occupied by the same numbers of ions. The resultant expression for $K_K$ has in general a rather complicated dependence on the direction of magnetization $\alpha$, which is only poorly approximated by a power series like that of eq. (1). Nevertheless, an expression of this type, with only two constants, $K_1$ and $K_2$, can be used to describe the differences in energy when $\alpha$ lies along the different principal directions of the cubic crystal: [100], [111] and [110] $^{[20]} [^{31}]$. In this way we can find explicit expressions for the change $\Delta K_i$ in the anisotropy constants $K_i$ as a consequence of substituting low-spin $d^5$ ions in YIG. These expressions completely describe the temperature dependence of the $\Delta K_i$. For substitution at octahedral sites we find for the $\Delta K_i$ per cm$^3$ $^{[21]} [^{22]}$:

$$
\Delta K_1 = 2kTN \times 
\ln \left[ \frac{\cosh^8(t)}{\cosh(t/\sqrt{1+\eta}) \cosh(t/\sqrt{1-\eta})} \right],$$
(19)

$$
\Delta K_2 = 2kTN \times 
\ln \left[ \frac{\cosh^4(t/\sqrt{1+\eta}) \cosh^4(t/\sqrt{1-\eta})}{\cosh^2(t/\sqrt{1-2\eta}) \cosh^{4}(t/\sqrt{1+3\eta})} \right],$$

where $t$ and $\eta$ are related to the constants $A$, $B$ and $C$ from eq. (17) by

$$
t = \frac{A}{2kT} \sqrt{B + \frac{1}{3}C}, \quad \eta = -\frac{C}{C + 3B},$$
(20)

and $N$ is the number of substituted ions per cm$^3$.

At low temperatures, where the arguments of the cosh terms in equation (19) are much greater than 1, the $\Delta K_i$ are simply proportional to $t$ and thus to $A$. Since $A$ is proportional to the exchange field $H_{exch}$, and $B$ and $C$ depend only on $v/\lambda$, it can be seen that the $\Delta K_i$ at low temperatures are proportional to $H_{exch}$, as expected from the simple model. Dividing the $\Delta K_i$ by $Ng\mu_BH_{exch}$, we find that the anisotropy constants thus reduced depend only on $v/\lambda$. This dependence is plotted in fig. 8, which shows that large contributions to the anisotropy may be expected for positive $v/\lambda$, as found in the YIG lattice. The sign of $\Delta K_1$ is found to be positive, while the sign of $\Delta K_2$ is positive for negative $v/\lambda$ and negative for positive $v/\lambda$. The contribution to the anisotropy can be calculated in the same way for $d^5$ ions at tetrahedral sites. The results for this case are also given in fig. 8. Note in particular that the sign of $\Delta K_1$ is always negative, whereas it was positive at the octahedral site. Since $\Delta K_1$ is proportional to $t$ at low temperatures, the ratio $\Delta K_2/\Delta K_1$ depends only on $\eta$. Fig. 9 shows this dependence for $d^5$ ions at both octahedral and tetrahedral sites.

The theory presented here for low-spin $d^5$ ions also holds to some extent for other ions. The theory led to eq. (14) for the twofold anisotropic ground state. The conclusions drawn from this, including eq. (19) for the $\Delta K_i$ and fig. 9, also apply of course for any ion with a ground state of this kind. In the simple model for the single-ion anisotropy we saw that the 3d ions Fe$^{2+}$ and Co$^{2+}$ have a ground state similar to that of the low-spin $d^5$ ions even though the exchange role is taken over by the spin-orbit coupling. From theoretical cal-

Fig. 9. Theoretical plot of $\Delta K_2/\Delta K_1$ at low temperature for an ion with a doublet ground state given by eq. (14), as a function of the parameter $\eta$. The experimentally determined values of $\Delta K_2/\Delta K_1$ for strongly anisotropic ions are indicated. The value of $\eta$ for low-spin $d^5$ ions is related in a simple way to $v/\lambda$. The figure is also valid for any ion with a ground state as given by eq. (14).

Calculations [13] [14] [16] [30] it is indeed found that $Fe^{2+}$ and $Co^{2+}$ have a ground state as given by eq. (14), but that the physical parameters that determine the constants $A$, $B$ and $C$, and hence $t$ and $\eta$, are different.

Experiments

The single-ion theory showed that at low temperatures $\Delta K_2/\Delta K_1$ depends only on the parameter $\eta$, as illustrated in fig. 9. By plotting the experimental values obtained for $\Delta K_2/\Delta K_1$ by the ferromagnetic-resonance method ($Fe^{2+}$ [14], $Ru^{3+}$ [19], $Ir^{4+}$ [24]) and the torque method ($Co^{2+}$ [16]), the corresponding value of $\eta$ can be determined. The $\eta$ values found for the $Ru^{3+}$ and $Ir^{4+}$ ions are related to $v/\lambda$; it is found experimentally that $v/\lambda = +1.0$ for $Ru^{3+}$ and $v/\lambda = -0.5$ for $Ir^{4+}$. The correctness of the values found for these ions can be directly verified since the values of $v/\lambda$ have also been measured by electron paramagnetic resonance (EPR experiment) on the nearly isomorphic yttrium gallium garnet doped with small amounts of these ions, yielding $v/\lambda = +1.06$ for $Ru^{3+}$ [32] and $v/\lambda = +0.45$ for $Ir^{4+}$ [33]. For the $Ru^{3+}$ ions the agreement is good, but for the $Ir^{4+}$ ions the sign is different. A possible reason for this discrepancy is that the $Ir$ ions do not all have the same valence or do not all occupy octahedral sites. Optical absorption measurements indicate that the $Ir$ ions do in fact occupy tetrahedral sites as well and also occur in different valence states.

In the single-ion model the temperature dependence of $\Delta K_2/\Delta K_1$ is independent of the concentration. Fig. 10 shows the experimental results obtained for YIG crystals doped with $Fe^{2+}$ and $Ru^{3+}$ [14] [22], which verify this statement. Similar results were found for gadolinium iron garnet doped with $Ru^{3+}$ [22] and for YIG doped with $Co^{3+}$ [34], whereas for $Ir^{4+}$ a significant scatter is found, probably for the reasons mentioned above. The solid lines in fig. 10, representing the theoretical temperature dependence of $\Delta K_2/\Delta K_1$, were calculated from eq. (19) using the value of $\eta$ deduced by these ions. 

Fig. 11. Temperature dependence of the contribution $\Delta K_1$ to the anisotropy from $Ru^{3+}$ ions in YIG. The curves show the theoretical relation for $v/\lambda = 1$ and $g\chi_{\text{ch}} = 9.5 \times 10^6$ A/m (1.2 $\times 10^7$ Oe).
from $\Delta K_2/\Delta K_3$ at low temperatures and using $t$ as an adjustable parameter. For Ru$^{3+}$ the value of $t \times T$ is itself temperature-dependent since it is proportional to the exchange field and therefore proportional to the magnetization of the sublattice formed by the Fe$^{3+}$ ions at tetrahedral sites. The absolute values of the $\Delta K_i$ for YIG doped with Ru$^{3+}$ are shown in fig. 11 together with the theoretical curves based on the parameters $\nu/\lambda = -0.95$ and $gH_{\text{exch}} = 9.5 \times 10^8 \text{A/m}$ ($1.2 \times 10^7 \text{Oe}$). From the comparison between the experimental results and the theory it appears that the single-ion theory gives a good description of the observed effects.

Single-ion magnetostriction of $d^5$ ions in the low-spin state

**Theory**

In the section on anisotropy we looked at the situation where the crystal field at octahedral sites has a large cubic component and a smaller uniaxial component with the local axis as the principal axis. This uniaxial crystal field plays a dominant role in the mechanism of single-ion anisotropy, since it binds the orbital momentum $L$ to the local axis. The value of the crystal field used here so far is that of the unstrained lattice, corresponding to the definition of the anisotropy energy $F_K$ for the unstrained lattice ($e = 0$). If, however, a finite strain $e$ is present it affects the crystal field, so that the anisotropy of the ground state of the ion is slightly changed. This, briefly, is the single-ion mechanism for the production of magnetoelastic energy, as introduced in eq. (2) of the phenomenological treatment.

We have calculated the single-ion contribution to the magnetostriction $^{[23]}$ by quantum-mechanical methods $^{[38]}$ in which the change in the crystal field caused by a strain $e$ is treated as a relatively small perturbation. For low-spin $d^5$ ions the result has the form:

$$\Delta \lambda_{hkl} = n_{hkl} h_{hkl}(H_{\text{exch}}, \nu/\lambda, T), \quad hkl = 100 \text{ or } 111,$$

(21)

where the numbers $n_{hkl}$ depend on the sensitivity of the crystal field to strains. The values of $h_{hkl}$ at $T = 0$ K are given in fig. 12 as a function of $\nu/\lambda$ for various values of the ratio $g\mu_B H_{\text{exch}}/\lambda$. These values are such that considerable contributions to the magnetostriction constants are to be expected from $d^5$ ions in the low-spin state.

**Experiments**

Most of the experimental magnetostriction results reported in the literature have been obtained at room temperature. A comparison between experiment and theory is only useful, however, if low-temperature
results are also available. Experiments at low temperatures have been carried out on YIG doped with Ru$^{3+}$ [39], with Ir$^{4+}$ [34] and with Co$^{2+}$ [38], using the resonance method described earlier. The results for Co$^{2+}$ are not quite clear, particularly for the concentration dependence, nor were the results compared with the single-ion theory. For Ru$^{3+}$ and Ir$^{4+}$ we determined $\Delta\lambda_{100}$ and $\Delta\lambda_{111}$ by the resonance method, and the results are given in figs. 13 and 14 for various small concentrations in the temperature range from 4 to 500 K. The Ru ions induce a positive shift for both $\lambda_{100}$ and $\lambda_{111}$. The concentration dependence at room temperature was shown in fig. 4: at 4 K it is somewhat greater. For the Ir$^{4+}$ ions $\Delta\lambda_{100}$ was found to be negative, but $\lambda_{111}$ remained unaffected. However, as mentioned in the section on anisotropy, this ion is assumed to be distributed over tetrahedral and octahedral sites, and is also assumed to be present in different valence states. This ion is not therefore suitable for a comparison with the single-ion theory. The only results that can serve for a comparison with the single-ion theory are those obtained for Ru$^{3+}$. In fig. 15 the contributions $\Delta\lambda_{hkl} = \lambda_{hkl}(x) - \lambda_{hkl}(0)$ for $x = 0.009$ are plotted as a function of temperature. The theoretical curves were calculated from eq. (21) and are based on the values of the atomic parameters derived from the contribution of Ru$^{3+}$ to the anisotropy. The absolute value of $\Delta\lambda_{hkl}$ at $T = 0$ K was fitted using the constants $n_{hkl}$. In general terms the temperature dependence of both $\Delta\lambda_{100}$ and $\Delta\lambda_{111}$ is well described by the theory, but the agreement between theory and experiment is not so good as in the case of anisotropy.

In the foregoing it has been shown that the anisotropic and magnetostrictive properties of strongly anisotropic ions, such as Ru$^{3+}$ and Ir$^{4+}$, in yttrium iron garnet can be satisfactorily explained in terms of the single-ion theory. We have seen that, as expected, these ions are even more strongly anisotropic than the 3d transition-metal ions Fe$^{3+}$ and Co$^{2+}$. The single-ion contribution to the anisotropy and magnetostriction of the strongly anisotropic ions Fe$^{3+}$, Co$^{2+}$, Ru$^{3+}$ and Ir$^{4+}$ in YIG are collected in Table I, together with the contributions of the far less strongly anisotropic ions Fe$^{5+}$ and Cu$^{2+}$ [37-39]. The contributions from weakly and strongly anisotropic ions differ by two or three
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Fig. 15. Comparison of the experimentally determined contribution to the magnetostriction constants $\lambda_{100}$ and $\lambda_{111}$ for Ru$^{3+}$ in Ru-doped YIG with the single-ion theory. The theoretical curves were calculated using the atomic parameters deduced from the fit of the anisotropy. The values of the magnetostriction constants at 0 K have been fitted by varying the parameters $h_{100}$ and $h_{111}$.

Orders of magnitude. A difficulty in the experimental determination of the single-ion anisotropy and magnetostriction of strongly anisotropic ions is that it is generally difficult to ascertain with any certainty the lattice sites at which very small concentrations of these ions occur and the valence of the ions. This applies particularly for Ir ions in YIG, which presumably occupy both octahedral and tetrahedral sites, possibly in both the trivalent and the tetravalent states. The tabulated data for this ion in particular are not therefore very accurate.

We have utilized the magnetostrictive properties of Ru$^{3+}$ ions for controlling the anisotropy of garnet films in a magneto-optical memory device [8]. The magnitude of the uniaxial anisotropy of these films, which are grown epitaxially on a non-magnetic substrate [9], has to be given a specific value. The uniaxial anisotropy is due partly to the growth process and partly to the stress induced by the mismatch between film and substrate. The component due to growth can be reduced by subsequent annealing. The component due to induced stress depends on the degree of mismatch, i.e. the

Table I. The effect of transition-metal ions on the anisotropy and magnetostriction of yttrium iron garnet. The abbreviations oct and dod denote the octahedral and dodecahedral sites. The column headed 'ground state' indicates, with the usual symbols, the appropriate ground state in the cubic crystal field. The letter T denotes a threefold degenerate orbital state, the letter A a singlet orbital state.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Configuration</th>
<th>Ground state (site)</th>
<th>$T(K)$</th>
<th>Anisotropy</th>
<th>Ref.</th>
<th>Magnetostriction</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$K_{1}/N$ (cm$^{-1}$)</td>
<td>$K_{3}/N$ (cm$^{-1}$)</td>
<td></td>
<td>$10^4 \lambda_{100}/x$</td>
<td>$10^4 \lambda_{111}/x$</td>
</tr>
<tr>
<td>Ir$^{4+}$</td>
<td>5d$^5$</td>
<td>2$T_{2g}$ (oct)</td>
<td>4.2</td>
<td>16</td>
<td>260</td>
<td>77</td>
<td>15</td>
</tr>
<tr>
<td>Ru$^{3+}$</td>
<td>4d$^4$</td>
<td>2$T_{2g}$ (oct)</td>
<td>4.2</td>
<td>28</td>
<td>$-120$</td>
<td>295</td>
<td>2</td>
</tr>
<tr>
<td>Cu$^{2+}$</td>
<td>3d$^9$</td>
<td>2$T_{1g}$ (oct)</td>
<td>4.2</td>
<td>29</td>
<td>$-100$</td>
<td>295</td>
<td>0.4</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>3d$^5$</td>
<td>2$T_{2g}$ (oct)</td>
<td>4.2</td>
<td>2.3</td>
<td>0.1</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>Fe$^{3+}$</td>
<td>3d$^5$</td>
<td>2$T_{1g}$ (dod)</td>
<td>4.2</td>
<td>0.3</td>
<td>$-0.02$</td>
<td>295</td>
<td>0.05</td>
</tr>
<tr>
<td>Cu$^{2+}$</td>
<td>3d$^5$</td>
<td>2$A_{1g}$ (oct)</td>
<td>4.2</td>
<td>0.005</td>
<td>0</td>
<td>77</td>
<td>$-0.004$</td>
</tr>
</tbody>
</table>
magnitude of the difference in lattice constants, and on the magnetostrictive properties of the garnet film. In cases where the mismatch is fixed by requirements to be met by other properties, such as saturation magnetization and Faraday rotation, the stress-induced uniaxial anisotropy can be controlled by varying the magnetostrictive properties of the film with highly anisotropic ions \[41\]. Fig. 16 demonstrates the observed linear relation between the uniaxial anisotropy, expressed as the uniaxial anisotropy constant \(K_u\), and the magnetostrictive constant \(\lambda_{111}\) of a garnet film.

The value of \(K_u\) for \(\lambda_{111} = 0\) is the growth-induced part of the anisotropy. The value of \(\lambda_{111}\) was varied by doping the garnets with small concentrations of \(\text{Ru}^{3+}\) ions. Since \(\lambda_{111}\) is proportional to the \(\text{Ru}^{3+}\) concentration, it is possible to plot this concentration linearly along the horizontal axis in Fig. 16. This example shows how the properties of strongly anisotropic ions may be used for selectively controlling the anisotropic and magnetostrictive properties of garnets.

Summary. The source of the magnetic anisotropy and magnetostriction of cubic ferrites and garnets is the single-ion anisotropy and magnetostriction of the magnetic ions. The strongly anisotropic ions, such as \(\text{Fe}^{3+}\) and \(\text{Co}^{3+}\), have a single-ion anisotropy and magnetostriction two orders of magnitude greater than that of the \(\text{Fe}^{3+}\) ions, often the only magnetic ions in the pure ferrite or garnet. By substituting very small concentrations of strongly anisotropic ions for the \(\text{Fe}^{3+}\) ions the anisotropy and magnetostriction of such a material can be selectively controlled, that is to say without significantly affecting other physical properties, such as the saturation magnetization.

This article gives an account of an investigation of the 4d transition-metal ion \(\text{Ru}^{3+}\) and the 5d transition-metal ion \(\text{Ir}^{4+}\), both substituted in yttrium iron garnet. Both ions are an attractive alternative to \(\text{Fe}^{3+}\) and \(\text{Co}^{3+}\) ions because of their greater single-ion anisotropy and magnetostriction. For example, at room temperature their contribution to the first anisotropy constant \(K_1\) is five times greater than that of \(\text{Co}^{3+}\). After a description of the mechanism underlying the anisotropy and magnetostriction of these ions, results of theoretical calculations are presented.

The contribution of \(\text{Ru}^{3+}\) and \(\text{Ir}^{4+}\) ions to the anisotropy and magnetostriction of yttrium iron garnet was measured by the ferromagnetic-resonance method for single crystals of yttrium iron garnet doped with these ions. Owing to the uncertainty about the lattice site occupied by the \(\text{Ir}\) ion and about the valence state of the ion, the results with the \(\text{Ir}\) dopant cannot be used for a comparison with the single-ion theory. In the case of the \(\text{Ru}^{3+}\) ions, which occupy octahedral sites, good agreement is found between experiment and theory.
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Investigation of crystal defects by cathodoluminescence

C. Schiller and M. Boulou

In the research on defects in crystalline material considerable progress has been made in the last fifteen years, in both theoretical and experimental aspects. One of the problems that has been studied — and contributed to by the authors of this article — is the relation between the dislocations and stacking faults in a semiconductor crystal and the electrical properties of this crystal. Means of detection of dislocations, preferably non-destructive, are essential in this work. The cathodoluminescence technique described in this article has been of great advantage here.

Introduction

The control of crystal defects is a very important factor in the production of semiconductor devices, because such defects in the crystal may have a direct or indirect effect on the electrical and optical characteristics of the device.

Point defects, such as vacancies and impurities, generally have a direct influence on the electrical behaviour owing to the changes they cause in the effective number of charge carriers. Electrical and optical methods are therefore generally used for studying point defects. Spatially extended defects, such as dislocations, stacking faults, grain boundaries and three-dimensional imperfections (such as segregations) may also have a direct influence on the electrical properties of materials. Indirectly they may affect the electrical and optical properties of semiconductors through an effect they may have — via local mechanical stresses inside the material — on the diffusion and etching processes that play such an important role in semiconductor technology.

The methods required for studying these spatially extended defects are entirely different from those used for studying point defects. X-ray diffraction methods, selective etching, chemical decoration and electron-microscope examinations are techniques widely used for this purpose.

X-ray diffraction methods have a limited resolution (10^5 dislocations/cm²). The resolution of transmission electron microscopes, on the other hand, is very high (10^10/cm²), but this form of microscopy is usually destructive and rather time-consuming, and the results are often difficult to interpret. Cathodoluminescence investigations using a scanning electron microscope, which will be the subject of this article, fill a definite gap here. The resolution is good, 10^7/cm², the technique itself is simple and in many cases it is non-destructive.

In the method used a semiconductor specimen in a scanning electron microscope [11 is bombarded by an electron beam. The bombardment produces electron-hole pairs induced by electron bombardment occurs locally without radiation. The matrix appears somewhat grey, due to Te precipitation. In the vicinity of dislocations all recombinations radiate while all Te precipitates are concentrated locally on the dislocation (decoration of the dislocations). Magnification 145 x.

Fig. 1. Cathodoluminescence image of Te-doped GaAs. A number of dislocations are visible as black lines and dots, while the recombination of electron-hole pairs induced by electron bombardment occurs locally without radiation. The matrix appears somewhat grey, due to Te precipitation. In the vicinity of dislocations all recombinations radiate while all Te precipitates are concentrated locally on the dislocation (decoration of the dislocations). Magnification 145 x.
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number of such pairs. In a perfect crystal these pairs may recombine in a process that gives rise to recombination emission. In an imperfect crystal there is a higher probability that non-radiative recombination will take place at the locations of irregularities in the crystal lattice. At these locations there will therefore be little if any luminescence. If the recombination emission, the cathodoluminescence, is detected with a photomultiplier tube and the output signal from the tube is used to produce a display, an image can be obtained of the dislocations and other irregularities in the structure of the specimen. An example of a typical cathodoluminescence image is shown in fig. 1.

To obtain such a cathodoluminescence image the specimen must of course be sufficiently transparent to the radiation emitted upon recombination. The band gap in the material must also be such that the radiation emitted falls within the sensitivity range of the detectors available. Two further factors are involved, and it is important to have a good quantitative understanding of these factors to interpret the image correctly. First of all it is important to know where, that is to say at what depth below the surface, the interaction takes place between the incoming electrons and the solid. The other factor to be taken into account is the diffusion of the minority carriers between the moment at which they are formed and the moment at which they recombine. The majority carriers are always present in a considerable excess and need not therefore be considered here.

We shall now first consider these two factors separately, and then we shall present some of the results of our investigation.

![Diagram](image)

**Fig. 2.** Theoretical model of the processes that lead to cathodoluminescence. Primary electrons penetrate the material to a depth \( z_D \) with no energy loss. Subsequent diffusion transports the electrons to random positions within a sphere of radius \( R_B - z_D \), where \( R_B \) is the maximum penetration depth as given by H. Bethe \[3\]. These parameters of the model are illustrated in fig. 2. For gallium arsenide, the material on which much of our investigations were carried out, \( z_D = 0.24 \, \mu m \) and \( R_B = 2.06 \, \mu m \), at a primary electron energy of 15 keV.

On the basis of the model outlined above the energy loss per electron and per unit length travelled can be described as a function of the depth \( z \) by the equation

\[
\frac{dE}{dz} = \frac{\mu E_0}{4} (1 + \mu(z - z_D)) \exp(-\mu(z - z_D)).
\]

Experimental results confirm the following relations \[2\]:

\[
\mu = 880 \rho E_0^{1.45},
\]

\[
\mu R_B = 11,
\]

\[
z_D = \frac{4R_B}{Z + 4}.
\]

Here \( \rho \) is the density of the solid (in mg/cm³) and \( Z \) is the (average) atomic number; the initial energy \( E_0 \) is expressed in keV and the energy-absorption coefficient \( \mu \) in \( \mu m^{-1} \).

Because of the dependence of \( z_D \) and \( R_B \) on the atomic number and density of the solid, the volume in which the interaction with incident electrons occurs may take various forms. The shape and dimensions of the interaction volume for Si and GaAs are given in fig. 3.

Experimental evidence for the model can be found in the literature \[4\]. We have also confirmed the model by measuring the fraction of the incident electrons that leave the solid after interaction. The fractions found from these measurements may be compared with those calculated with the model \[5\].

The creation of electron-hole pairs is now proportional at every point in the solid to the local electron current and to the differential energy decrease, i.e. the energy loss of these electrons per unit of distance travelled. The proportionality constant found in this case comprises the band gap of the semiconductor.

These data enable us to calculate the spatial distribution of the creation of charge carriers as a function of depth below the surface. The result (see fig. 4) depends very much on the energy of the incident electrons.
Diffusion of charge carriers

The charge carriers generated in the spatial distribution described above will be subject to diffusion before recombination takes place. Recombination may give rise to emission of radiation. The three factors of generation, diffusion and recombination determine the three-dimensional distribution of the minority carriers. Assuming that the bombardment lasts long enough for a steady state to be reached and that the diffusion may be treated as predominantly one-dimensional, the differential equation giving this spatial distribution for a P-type semiconductor is:

\[
D \frac{d^2 n(z)}{dz^2} - \frac{n(z)}{\tau} + g(z) = 0.
\]  

(1)

Here \( n(z) \) is the minority-carrier excess at a depth \( z \), while \( D \) is the diffusion constant of these carriers, \( \tau \) their lifetime and \( g(z) \) the generation function mentioned above, which describes the generation of minority carriers as a function of depth. The terms in the equation give successively the three factors that determine the spatial distribution of minority carriers: diffusion, recombination and generation.

\[
L^2 = D \tau. \quad \text{The solution of equation (1) is given in fig. 5 for two values of the energy of the incident electrons and at each energy value for three values of the diffusion length \( L \). A reduction of the diffusion length immediately gives rise to a marked decrease in the number of minority carriers. Comparison with fig. 4 indicates that the recombination rate at the surface is high.}
\]

Intensity of the cathodoluminescence

The intensity of the luminescence resulting from recombination is proportional to the concentration of the minority carriers and inversely proportional to the lifetime for a radiative recombination \( \tau_R \). The observed intensity \( I \) is given by:

\[
I(z) = \Omega \frac{n(z)}{\tau_R},
\]

where \( \Omega \) is the efficiency of the observation instrument. The curves in fig. 5 thus give the luminescence intensity, multiplied by a constant factor, as a function of depth. The curves show that the intensity is weak in a layer immediately below the surface. The layer is thicker the closer the primary-electron energy \( E_0 \) is to the bandgap of the semiconductor. The curves also indicate that GaAs is a better material than Si for cathodoluminescence studies.

There are various boundary conditions to be taken into account when solving this equation. One of them is the recombination rate at the surface. The solution contains a characteristic length \( L \), called the diffusion length, which is the average distance through which charge carriers are displaced by diffusion before recombination occurs. We can write for this quantity:

\[
L^2 = D \tau. \quad \text{The solution of equation (1) is given in fig. 5 for two values of the energy of the incident electrons and at each energy value for three values of the diffusion length \( L \). A reduction of the diffusion length immediately gives rise to a marked decrease in the number of minority carriers. Comparison with fig. 4 indicates that the recombination rate at the surface is high.}
\]
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where \( \Omega \) is the efficiency of the observation instrument. The curves in fig. 5 thus give the luminescence intensity, multiplied by a constant factor, as a function of depth. The curves show that the intensity is weak in a layer immediately below the surface. The layer is thicker the closer the primary-electron energy \( E_0 \) is to the bandgap of the semiconductor. The curves also indicate that GaAs is a better material than Si for cathodoluminescence studies.

There are various boundary conditions to be taken into account when solving this equation. One of them is the recombination rate at the surface. The solution contains a characteristic length \( L \), called the diffusion length, which is the average distance through which charge carriers are displaced by diffusion before recombination occurs. We can write for this quantity:

\[
L^2 = D \tau. \quad \text{The solution of equation (1) is given in fig. 5 for two values of the energy of the incident electrons and at each energy value for three values of the diffusion length \( L \). A reduction of the diffusion length immediately gives rise to a marked decrease in the number of minority carriers. Comparison with fig. 4 indicates that the recombination rate at the surface is high.}
\]
greater the primary energy and the diffusion length. For a diffusion length of 1 µm the thickness of the layer increases from 0.5 to 1 µm when the primary energy is raised from 15 to 25 keV.

The contrast caused by imperfections in the crystal, such as lattice defects, dislocations or segregations, depends partly on the diffusion length and on the extent of the defect region in the lattice where non-radiative transitions take place. The other factor affecting the contrast is the local concentration of minority carriers. The contrast is greatest near the maxima in the curves shown in fig. 5.

The total luminescence yield can be calculated by integrating the intensity \(I(z)\) over a depth in the material equal to the excitation depth plus the diffusion length. The optical absorption in the semiconductor must also be included in the calculation.

Measurement of this intensity as a function of the electron energy at a constant power yields data that are used to determine the diffusion length. The results of such measurements also give information on the surface recombination and the effect of absorption in the semiconductor.

Fig. 6 gives the calculated luminescence yield as a function of the primary energy, with the diffusion length \(L\) as parameter. The calculations were carried out both for no absorption and for an absorption coefficient equal to \(4 \times 10^3\) cm\(^{-1}\). The experimental results are found to correspond to a low absorption coefficient and high surface-recombination rates. It is important to have a good knowledge of parameters of a particular material and to adapt the experimental conditions for each sample accordingly.

Apart from the visualization of crystal defects, which will be dealt with in the next section, it is possible in some cases to use the luminescence yield, because of its dependence on the diffusion length \(L\), as a measure of certain material properties.

**Experimental results**

The luminescence images are easily obtained with a scanning electron microscope by placing a photomultiplier tube at a distance of a few centimetres from the specimen. The arrangement we used for this is shown in fig. 7. To increase the efficiency of detection of the luminescence, we surrounded the multiplier tube by a reflecting screen. The resultant increase in the aperture angle of the detector improved the signal by a factor of four. It is of course of great importance that the wavelength of the luminescence and the spectral sensitivity of the photocathode are well matched.

Most semiconductors at present being developed, such as GaAs for infrared applications and GaAlAs and GaAsP for applications in the visible region, can be investigated in this way. The S1 photocathode gives a fairly high noise output at room temperature and therefore has to be cooled to \(-25^\circ\text{C}\), which reduces the noise by a factor of about 1000. If the highly sensitive S20 cathode is used, the small amount of light from the electron gun in the scanning microscope is sufficient to produce a background signal that may be as much as 90 to 95% of the total.
The model we have given to describe the creation of luminescence radiation has general validity, but quantitative measurements are only possible on materials whose essential parameters are known and controlled — as they are in the case of most modern semiconductors.

We shall now make use of cathodoluminescence images obtained with a scanning electron microscope for discussion of some of our results on various semiconductor materials.

**Measurements on GaAs**

*Fig. 8* shows pictures of a GaAs specimen taken with two primary electron energies: 17 and 35 keV. Two dislocations in these images are of interest; they both appear to be curved. The dislocation $D_1$ lies with its convex side towards the surface; it is visible in its entirety at low energies, but at higher energies the middle of the line has practically disappeared. The reverse applies to dislocation $D_2$, whose concave side is turned towards the surface. This reveals the influence of the surface layer, where the concentration of minority carriers is small as a result of surface recombination; this layer becomes thicker as the primary energy is increased.

*Fig. 9* relates to a more heavily doped material. The result of this higher doping level is that dislocations are decorated by segregations. Unlike the previous case, this has the effect of making the contrast between a dislocation and its environment stronger than with stacking faults (SF), which produce pairs of dots in the image. Difference in contrast between the stacking faults are due to differences in the depth at which these faults are located.

The zone in which interaction between a dislocation and the surrounding lattice is noticeable depends on the dopant. If the material is doped with tellurium (fig. 9) a zone extending to ten microns around the dislocation is cleared of segregations. If the dopant is silicon (fig. 10) the zone is only two microns broad and segregations in the rest of the material are scarcely perceptible. The very small modulation that segregations cause here is due to the fact that they are too small to be made separately visible at the primary energy of 20 keV required to obtain an image. In the case of fig. 9 an X-ray examination showed that the Te concentration near the dislocation was about $10^{-3}$. This corresponds to segregations with dimensions of about 0.1 μm, which is the order of magnitude also found in transmission
electron microscopy. Semiquantitative measurements of the contrast in fig. 8a and fig. 9 show that an undecorated dislocation perturbs the lattice over almost a micron, whereas the corresponding area for the decorated dislocation in fig. 8 is considerably larger, more than 4 \( \mu \)m. In the latter case it was also found that the centre of the dislocation emitted no luminescence at all.

**Observations on GaP**

Luminescence images were also obtained for materials with an indirect band-to-band transition, such as GaP. Fig. 11 shows images of this type obtained from two GaP samples with about the same charge-carrier density but with very different nitrogen contents. Fig. 11a shows various types of defect. The wavy lines are attributable to surface recombination at steps at the surface, like those sometimes found in epitaxial growth from the liquid phase. The spots that can be seen relate to dislocations, and their number corresponds to the density of dislocations in the substrate. The pairs of points relate to stacking faults. In fig. 11b the density of crystal defects is five or six times greater, and the variations observed in the contrast justify the conclusion that these are images of segregations. What the segregations consist of cannot be determined by this method. Cathodoluminescence is used here purely and simply for determining the number of defects; in the case of fig. 11b there were approximately \( 10^{10} \) segregations per \( \text{cm}^3 \).

**Weakly doped and semi-insulating materials**

Semi-insulating and weakly doped materials are more difficult to study than the materials mentioned so far. The luminescence yield is low. The energy and also the current density in the primary beam must be high and both of these requirements entail a lower resolution. It is nevertheless possible to obtain luminescence images from these materials, as can be seen from the image of CdTe shown in fig. 12a.

Depending on the conditions in which the material is made, non-luminescent zones are found which vary in size from 5 to 50 \( \mu \)m or more. Electron-microprobe measurements showed that the zones consist of pure tellurium (fig. 12b). The luminescence image reveals that these tellurium inclusions are surrounded by a dense network of dislocations, which may extend over distances of 100 \( \mu \)m or more.

**GaAsP layers**

Apart from its value in determining intrinsic material properties by the measurements we have described, cathodoluminescence has also proved to be very useful as a means of monitoring epitaxial growth and diffusion treatments [5].

This is particularly useful in the preparation of layers that consist of mixtures of GaAs and GaP, materials in which the band gap depends on the ratio in which the two components are mixed. These materials are used in the manufacture of light-emitting diodes. The GaAsP is obtained by depositing an epitaxial layer on a GaAs substrate and then, starting from GaAs, slowly increasing the phosphorus content to the required value. Since the lattice constants of the substrate and the ultimate layer differ by 1.4 per cent, dislocations will occur locally to bridge this gap. The manner in which such dis-
locations are distributed has a very important bearing on the quality of the ultimate layer. This is affected by the dislocations in the substrate material, as they may propagate into the epitaxial layer.

Luminescence analyses performed on cleavage planes perpendicular to the growth planes enabled us to determine the conditions in which a GaAsP layer of the required structure can be deposited.

The luminescence images in fig. 13 show what such layers may look like when grown under non-optimum conditions. Fig. 13a, relating to a cleavage plane perpendicular to an epitaxial layer, clearly shows the accumulation of dislocations in the transition zone and also their apparently complete absence in the final layer where composition is homogeneous. To facilitate the study of such growth processes a cross-section can be ground at an angle of 2° to the growth planes. Fig. 13b shows a section ground in this way, on which the details can be seen much more clearly than in the previous figure. Two zones can now be observed in the epitaxial layer and a plateau in the composition 15 µm away from the original GaAs substrate surface.

Fig. 14 shows part of a transition zone. The density of the dislocation network here is virtually in agreement with what might be theoretically expected from the phosphorus concentration gradient. With a not unduly high primary energy a resolution of approximately 0.3 µm can be achieved here. This is probably the best that can be expected bearing in mind the size of the area where the interaction takes place and of the diffusion length, which is less than 0.4 µm in this case.

Fig. 15 shows the surface of an epitaxial layer, where the contrast is constant and the dislocation density low. This explains why these dislocations are no longer observable in a cleavage plane.

The examples given above show that cathodoluminescence measurements permit the perfection of single-crystal material to be evaluated via a non-destructive method. The non-destructive nature of the investigation allows the method to be used to verify the separate steps in production processes in semiconductor technology. The results obtained are often in very
good agreement with results obtained by scanning electron microscopy. This is particularly so with electron-beam-induced current images \(^6\).

Our results confirm the validity of the model used for the interaction between primary electrons and the solid under investigation. The optimum spatial resolution predicted from this model can, however, only be realized in materials that show a good luminescence yield at relatively low primary energies. A resolution of about 1 μm is readily obtained for materials where the band gap corresponds to the wavelengths at which the modern photocathodes are most sensitive.


Summary. Scanning electron microscopy in which images are obtained from cathodoluminescence is a rapid and non-destructive method for investigating crystal defects in a number of materials. Electron bombardment creates electron-hole pairs. If the band gap in the solid has a suitable width, recombination will result in luminescence. At the site of crystal defects (e.g. dislocations, stacking faults, or segregations) non-radiative recombination occurs and these defects will appear as black regions in the scanning microscope image. The various steps in the process can be incorporated in a model that also allows for diffusion of minority carriers between creation and recombination. A number of results are shown that illustrate the usefulness of this mainly non-destructive test method, particularly in the investigation of semiconducting III-V compounds for optical applications.
Pyroelectric materials based on triglycine sulphate (TGS) for infrared detection

E. T. Keve

Since the introduction of the ferroelectric triglycine sulphate (TGS) as a pyroelectric material most of the work on pyroelectric detectors has been based on it. A fundamental difficulty with the original material is its tendency to depole. However, it was discovered a few years ago that this tendency could be inhibited by partially substituting asymmetrical l-alanine molecules for symmetrical glycine molecules. The doped crystals are permanently polarized and consist of a single polarization domain. This article reviews recent work by Mullard Research Laboratories (Redhill, Surrey) and Mullard Southampton on pyroelectric detectors based on l-alanine-doped triglycine sulphate and selenate. An explanation is given of the inhibiting action of l-alanine on the depoling process in these crystals.

Introduction: pyroelectric effect

The pyroelectric effect is the development of an electrical polarization in a crystal due to a temperature change. The effect can in theory appear in all crystals whose symmetry belongs to one of the ten polar point groups. These crystals consist of ions or molecules that form groups of electric dipoles arranged in such a way that they have a non-zero resultant along the polar axis. This state of electrical asymmetry, or polarization, is not generally observable, because under equilibrium conditions it is compensated by the presence of free carrier charges that have reached the surface of the crystal by conduction through the crystal and from outside (fig. 1a). The magnitude of the polarization, and hence of the compensating charge, depends on the temperature. If the temperature of the crystal is changed so that the supply of compensating charges cannot keep pace with the variation in polarizing charge, then the crystal surfaces acquire an observable charge. If the crystal is made into a capacitor by providing the surfaces perpendicular to the polar axis with electrodes, then the redistribution of the compensating charges causes a current to flow in an external circuit connecting the electrodes (fig. b). For a small temperature change \( dT \), the change \( dP \) in the polarization of a crystal (and hence in the compensating charge per unit area of polar crystal surface) is proportional to the temperature change: \( dP = \lambda dT \), or \( \lambda = \frac{dP}{dT} \). The proportionality constant \( \lambda \) is called the pyroelectric coefficient of the crystal.

If the temperature change of the crystal is caused by the absorption of infrared radiation, the observation of the pyroelectric effect is equivalent to the detection of the incident radiation. The crystal can therefore be used as an infrared (radiation) detector. Such a detector

![Fig. 1. a) A pyroelectric crystal in equilibrium at a temperature \( T_1 \). The crystal contains dipoles that all have the same orientation and together produce a polarization \( P \) (dipole moment per unit volume). The polarization charge on the crystal surfaces perpendicular to the direction of polarization (\( P \) units of surface-charge density) is compensated by free charge carriers in the equilibrium state. b) For a temperature rise from \( T_1 \) to \( T_2 \), by absorption of radiation, the polarization changes from \( P(T_1) \) to \( P(T_2) \) (indicated by the shorter dipoles). The establishment of a new state of equilibrium at the surface is associated with a current \( i \) in the external circuit.](image-url)
is not sensitive to static temperatures; it reacts only to temperature changes. The current \( i \) in the external circuit is proportional to the area of the radiation-receiving electrode \( A \) and also to the rate at which the polarization charge changes:

\[
i = A \frac{dP}{dT} \cdot \frac{dT}{dt} = A \frac{dT}{dt}.
\]

Application of the pyroelectric effect to infrared detection was suggested more than 30 years ago \[1\]. In practice, however, the performance of such devices was poor, partly because of the limitations of the pyroelectric materials then available. Only recently, after the introduction of triglycine-sulphate crystals, was there any significant improvement in the prospects for pyroelectric devices. Improved understanding of the properties of this material has contributed to the emergence of a new class of infrared detectors. Some of the most important developments were the improvements that could be obtained by doping triglycine sulphate with other substances. The pyroelectric instruments now available for infrared detection give an excellent performance and are convenient and versatile \[8\]. They can be applied wherever other thermal detectors have been used, in laboratory applications for general problems such as power measurements and checking optical alignment, in spectroscopy and work with lasers, in intruder alarms and in satellite instrumentation, in particular for horizon sensing and meteorological measurements. Pyroelectric materials can also be used in thermal imaging, either incorporated in linear arrays of detectors, or as a target in a vidicon-type imaging tube.

This article includes a short survey of the work at Mullard Research Laboratories and Mullard Southampton that has led to the development of the improved materials mentioned above. Their properties and their physical basis are then discussed, and brief accounts are given of crystal preparation, device construction and the characteristics of three experimental infrared detectors. In the first section, however, the relation between device performance and the properties of the material is discussed. Since the performance of a device also depends on other factors, such as amplifier characteristics, frequency and geometry of the device, the quality of performance of particular materials can only be assessed with a particular type of application in mind.

The noise equivalent power of pyroelectric detectors

Before considering recently developed pyroelectric materials in detail, it is perhaps appropriate to consider the characteristics of a pyroelectric detector. Such a detector consists of a pyroelectric crystal with electrodes on the surfaces perpendicular to the polar axis, and an associated amplifier. To obtain a signal from a constant radiation flux, the incident radiation is periodically interrupted ('chopped') at a frequency that can vary from a few Hz to more than \(10^4\) Hz. The amplifier then gives a constant a.c. voltage at this frequency.

The usefulness of such a device in detecting small signals is expressed by the noise equivalent power (NEP), for which the signal is equal to the noise from the detector. Noise arises from several sources in the detector: temperature or radiation noise, Johnson noise (sometimes called thermal noise) in the crystal, and two components in the amplifier: current noise and voltage noise. The NEP is the sum of the contributions from these four noise sources. Consideration of the equivalent circuit of the detector device (fig. 2) leads to the following expression for the NEP per unit bandwidth \[10\] \[3\]:

\[
NEP = \frac{1}{\eta} \sqrt{4kT \left( \frac{G_T^2 + (G_N/\omega)^2}{\lambda^2 A^2} \right) \times \left[ \frac{G_N + G_E + R_N(G_E^2 + \omega^2 C_E^2)}{G_N + G_E + R_N} \right]}. \tag{1}
\]

Here \( \omega \) is the central frequency of the interval of unit bandwidth considered, \( \eta \) the emissivity of the element, \( k \) Boltzmann's constant, \( T \) the absolute temperature of the detector, \( G_T \) the thermal conductance between the element and its surroundings, \( H_T \) the thermal capacity of the element, \( A \) the electrode area exposed to radiation, \( G_E \) the electrical conductance of the element, \( C_E \) the total capacitance across the element (including strays), \( G_N \) the noise conductance of the amplifier and \( R_N \) the noise resistance of the amplifier. \( G_N = 2\pi \lambda^2/4kT \Delta \omega \) and \( R_N = 2\pi V_N^2/4kT \Delta \omega \), where \( i_N \) is the noise current and \( V_N \) the noise voltage.)

It is usually valid to neglect thermal-noise contributions, and to consider only frequencies greater than

![Fig. 2. Equivalent circuit of pyroelectric detector (Det) and amplifier (Amp). The generator of the pyroelectric current is represented by \( i_E \), the total capacitance of the detector element by \( C_E \) and its electrical conductance by \( G_E \). The generators \( i_N \) and \( V_N \) represent the amplifier current noise and the amplifier voltage noise respectively.](image)
The expression for the NEP then simplifies to:

\[
NEP = dc' \sqrt[4]{\frac{G_N + G_R + R_N(G_R^2 + \omega^2 C_R^2)}{4kT}}
\]

where \(d\) is the thickness of the element and \(c'\) its specific heat per unit volume. The three labelled parts of the expression refer to the contributions from the amplifier current noise (1), the Johnson noise in the element (2), and the amplifier voltage noise (3). The schematic indication in fig. 3 of the variation with frequency and area \(A\) of the NEP shows the successive dominance of each of these contributions to the noise.

The properties required of the pyroelectric material to minimize the NEP clearly depend on the operating conditions under which the detector is used. Three different kinds of situation can be identified from fig. 3, and for each a figure of merit can be deduced from expression (2): \(q/c'\) for low frequencies and small areas (1 in fig. 3), \(\lambda q/c'\) for intermediate frequencies and areas (2 in fig. 3), and \(\lambda c'/c\) for high frequencies and large areas (3 in fig. 3), where \(q\) is the electrical resistivity and \(c\) the dielectric constant of the pyroelectric material at the frequency of interest.

These figures of merit can serve as a guide in evaluating materials, but it must be remembered that the change from one regime to the next is itself a variable depending on material and amplifier parameters.

The two parameters that are important under all conditions are \(\lambda\) and \(c'\). As \(c'\) has about the same value for different materials it is \(\lambda\), the pyroelectric coefficient, that is required to be as large as possible in all applications.

Pyroelectric materials

Of the large number of crystals in which the pyroelectric effect appears, crystals of the relatively small group of ferroelectric materials have the largest pyroelectric coefficients. These ferroelectrics are distinguished from other pyroelectrics by the fact that they have a spontaneous polarization, which can be reversed by applying an external electric field. Moreover, the polarization disappears as soon as a particular characteristic temperature of the material — the Curie temperature — is reached. At this temperature there is a phase transition from the polar to a non-polar crystal phase. In general at temperatures below the Curie temperature pyroelectric coefficients can be observed that are 10 to 100 times higher than for a typical non-ferroelectric pyroelectric material.

Ferroelectrics do however have some disadvantages. They generally have high, temperature-dependent dielectric constants, which have their highest values at temperatures close to the Curie temperature. Since the polarization is reversible, the crystals will generally consist of a number of domains with opposing polarizations. This means that an electric field has to be applied before use, to give the crystal a unique sense of polarization. In itself this is no problem, but since in a detector the polarizing field must be removed to achieve low-noise performance, the possibility exists that domains of the opposite polarization may arise later. This 'depoling' causes a reduction of the detector signal.

The pyroelectric coefficients of ferroelectrics are however so high that other materials are hardly ever used in pyroelectric devices. Until recently the best material for a wide range of areas and frequencies was ferroelectric triglycine sulphate (TGS). The new materials that have been developed at Mullard Southamp
ton [4] are chemically closely related to triglycine sulphate, but do not depole. As an introduction to the discussion of these materials triglycine sulphate must first be described.

Triglycine sulphate

Triglycine-sulphate crystals are monoclinic with space group \(P2_1\) below the Curie temperature (49 °C) and space group \(P2_1/m\) above it. Single crystals of TGS are grown from aqueous solutions. The crystals have a well defined cleavage plane perpendicular to the polar

[5] These detectors are commercially available as a product of Mullard Ltd., England.
axis. The crystal structure is relatively complex \[5\] (fig. 4), with three independent glycine molecules per unit cell below the Curie temperature. The glycine molecules and the sulphate ions (shown schematically as tetrahedra in fig. 4) are held together by a network of hydrogen bonds. The polar axis is \(b\). When the crystal is heated above the Curie temperature the polarity of the \(b\)-axis is lost, and a new symmetry element appears in the form of a set of mirror planes perpendicular to the \(b\)-axis.

The temperature dependence of the polarization \(P\), the pyroelectric coefficient \(\lambda\) and the dielectric constant \(\varepsilon\) of a typical TGS crystal are shown in fig. 5. The polarization is seen to go to zero at the Curie temperature; the pyroelectric coefficient peaks at this temperature but is zero above it. Consequently pyroelectric devices are limited in their operation to below the Curie temperature.

TGS appeared to be a very suitable pyroelectric material for devices to be used at about 30 °C below the Curie temperature. The best compromise between performance, resistance to depoling and a reasonable temperature range of operation is then achieved.

Numerous pyroelectric devices have in fact been fabricated from TGS crystals in the late 1960s. Now, however, they have been surpassed by devices based on doped varieties of TGS. These materials will be discussed in the following sections.

Alanine-doped triglycine sulphate (LATGS)

When crystals are grown from a solution of TGS to which the related material l-alanine has been added, some of the l-alanine is taken up by the TGS crystal lattice. The crystals obtained by this method also have a number of special properties that are highly relevant for pyroelectric applications \[4\]. The difference between crystals of pure TGS and of LATGS is most conveniently illustrated in terms of the dielectric hysteresis loops. The loop for a pure TGS crystal (fig. 6a) is typical of an ordinary ferroelectric: it indicates the existence of two equally possible (opposite) orientations of the spontaneous polarization at zero field. Fig. 6b shows that the loop for a doped crystal is displaced along the field axis by an amount \(E_b\). This behaviour has also been observed in other ferroelectrics, e.g. colemanite \[6\], and is believed to arise from the pres-
ence of a permanent internal biasing field $E_b$ \[7\]. The presence of an internal biasing field is of primary importance because it makes the crystal permanently single-domain. This overcomes the major disadvantage of the depoling of ferroelectric materials in pyroelectric devices. The internal biasing field affects other properties of the crystal, but this is either directly advantageous, or can be made so, as will be shown later.

Comparison of fig. 5 and fig. 7 indicates that the polarization no longer goes directly to zero at the Curie temperature for a TGS crystal containing 0.2% of l-alanine. The peaks in the curves for the pyroelectric and dielectric constants are both depressed. The value of the pyroelectric coefficient of l-alanine-doped TGS at room temperature is slightly higher than that of pure TGS. This can give better response and lower values of the noise equivalent power. Another significant finding is that the a.c. conductance in LATGS crystals is considerably lower than in crystals of pure TGS. This leads directly to improved device performance in regime (2) of fig. 3.

The properties of doped crystals vary with the alanine content \[8\]. This can be seen for the dielectric constant and polarization in fig. 8, where these quantities are shown as functions of the temperature for crystals obtained from solutions of TGS with various values for the l-alanine content (0, 10, 20, 40 and 60 mol% for the curves 1 to 5) \[9\]. From fig. 8a it can be seen that with increasing l-alanine content the maximum value for the dielectric constant decreases considerably (only 120 in curve 5) and the temperature at which this maximum occurs is increased. In addition, fig. 8b shows that the transition from the polar to the non-polar phase occurs in a wider temperature range. This broadened transi-

Fig. 6. Hysteresis loop for crystals (polarization plotted against electric field-strength) of pure TGS (a) and of l-alanine doped TGS (LATGS) (b). For LATGS the hysteresis loop has been displaced by an amount $E_b$ due to the presence of an internal biasing field. The effect of this field is that the crystal is in its maximum polarization state at zero applied field; the crystal contains only one polarization domain. In highly doped crystals $E_b$ can be of the order of 100 kV/cm.

Fig. 7. The temperature dependence of the polarization $P$, the pyroelectric coefficient $\lambda$ and the dielectric constant $\varepsilon$ for a crystal of l-alanine-doped TGS (LATGS). The polarization $P$ does not go directly to zero at the Curie temperature (49°C) and the peak in the $\varepsilon$ curve is much lower than in the case of TGS (see fig. 5).

tion has a significant effect on pyroelectric-device application, since highly doped LATGS crystals remain polar well above the Curie temperature of pure TGS crystals (49°C) and also above the temperature at which the maximum of the dielectric constant occurs. Fig. 9 shows the pyroelectric a.c. current output as a function of temperature from 20 to 90°C from a crystal with the highest alanine content (corresponding to curve 5 in fig. 8), with an internal field of about 90 kV/cm. The temperature of the crystal was raised gradually while the current was being measured; the

\[13\] The l-alanine content of the crystals is 20 to 30 times lower than that of the solution.
incident infrared radiation was chopped at a convenient frequency. Even at a temperature of 90 °C — 40 °C above the Curie temperature of pure TGS — the crystal still gives an appreciable pyroelectric current.

**Substitution mechanism in alanine-doped TGS**

Before proceeding to examine further the effects of alanine doping it is of interest to consider the underlying mechanism.

Alanine is an amino acid like glycine (fig. 10a), but with a CH₃ group replacing one of the α-hydrogen atoms. The model proposed [7] to explain the doping effects of alanine in TGS postulates that the similarity is sufficient for alanine to be substituted at glycine sites in doped crystals.

![Fig. 10. Formulae of glycine (a) and alanine (b).](image)

**Fig. 10.** Formulae of glycine (a) and alanine (b).

The crucial difference between glycine and alanine is that the alanine molecules do not have mirror-plane symmetry. Two forms exist, d- and l-alanine, each the mirror image of the other. Consequently there is only one possible orientation of the l-alanine molecules in the TGS crystal lattice, and only one possible orientation for the polarization. Inversion of the polarization would only occur if l-alanine could be transformed into its mirror image, d-alanine, but chemical bonds would then have to be broken.

The argument given above only holds for single alanine molecules, of course. However, the presence of a relatively small concentration of alanine molecules is sufficient to inhibit the reversal of polarization of a whole crystal. The explanation for this phenomenon may be as follows. Local strains must be introduced in the crystal lattice where glycine is replaced by a larger molecule. In the case of alanine, the strain field must be asymmetrical (i.e. polar) due to the asymmetry of the deviation of alanine from glycine. Furthermore, the polarity of the strain field cannot be inverted as the substituent molecule cannot change into its mirror image. The alanine molecule and its associated lattice distortion are equivalent to a dipole with relatively long-
range influence. This dipole is both irreversible and permanent as long as the substituent molecule remains intact. If the LATGS crystal contains only molecules of one of the optically active forms of the additive, e.g. l-alanine, all the alanine molecules must lie in the same sense with respect to the pyroelectric axis if the stereochemistry and the hydrogen bonding are to be preserved. All the permanent dipoles, therefore, have the same polar sense. A sufficiently high concentration of them will result in a self bias on the crystal, which can polarize the intervening matrix of pure TGS. A spontaneously and permanently poled single crystal is then produced.

If a 'racemic' mixture of equal quantities of d- and l-alanine is incorporated in TGS crystals, then crystals with large permanently poled domains are formed below the Curie temperature, some with one polarization, others with the opposite one.

The above model suggests that any molecule that can replace the glycine molecule labelled I in the crystal structure shown in fig. 4 and, like alanine, does not have a mirror plane of symmetry will behave similarly to l-alanine in LATGS crystals. It has indeed been observed that substituents such as serine (fig. 12a) and a-amino-n-butyric acid (fig. 12b) give results similar to alanine. It has also been observed that the same is true for molecules such as sarcosine that can replace alanine and are symmetrical in the free state, but are almost certainly asymmetrical in the crystal (fig. 12c).

So far, of all the substituents tested alanine has proved to be the most convenient. It is used in a single optically active form (in practice l-alanine) since a unique sense of the pyroelectric or polar axis is clearly preferred in crystals for use in pyroelectric devices.

**Mixed crystals of triglycine sulphate and selenate, doped with alanine**

In an earlier section it was pointed out that although pyroelectric coefficients of TGS were very high at temperatures close to the Curie temperature, this could not be put to use in pyroelectric devices because of the tendency to depoling and the high values of the dielectric constants at such temperatures. For LATGS crystals with a high level of alanine doping, however, these considerations are no longer important, since such crystals cannot depole and the lower dielectric constant near the Curie temperature is not a limiting factor in detector performance. In fact, highly doped alanine crystals give optimum performance in the region of 40-50 °C. However, it is generally undesirable to heat the pyroelectric crystal in a device to these temperatures. The need for this heating can be avoided if instead of triglycine sulphate, crystals are used in which some, or all, of the sulphate ions are replaced by selenate ions.

Triglycine selenate and sulphate have the same crystal structure. The selenate is a ferroelectric with a Curie temperature of 22 °C. Mixed crystals can be grown with any composition ratio, and by choosing the composition ratio appropriately crystals can be 'tailored' to have Curie temperatures anywhere between 22 °C and 49 °C. Moreover, these mixed crystals can be per-
Fig. 14. Various types of pyroelectric infrared detector made by Mullard Southampton. All these detectors contain crystals of alanine-doped TGS. Top picture: the most usual configuration (see fig. 13). Left: a version in which the crystal is mounted on the end of a short post, for a special application. Immediately above: an experimental miniature detector in a TO5 package. Below: an experimental array for a thermal imaging system, consisting of 128 detectors on one crystal, each detector with its own amplifier; the connector strips can be seen in front of the housing and behind it.
Permanent poled by doping with l-alanine [9]. The crystal composition can therefore be adjusted to give the most desirable combination of properties at ambient temperatures. With this approach it is possible to design devices that give their highest performance at room temperature. The reduced temperature range of operation of such devices compared with those in which doped LATGS crystals are used may be a disadvantage in some applications. This temperature range, however, increases with increased l-alanine content in the material.

Crystal growth; construction and performance of pyroelectric detectors

Single crystals of the TGS family of materials are grown from a solution in water of sulphuric acid, glycine and the selected dopant. Seed crystals are mounted on platforms in containers of the solution (10 to 20 litres). Each platform is made to rotate or oscillate to stir the solution, which is cooled at a rate of a few tenths of a degree per day. The crystals produced in this way have a mass of about 100 g. They have a characteristic habit (external shape) and are of excellent optical quality. The crystals are cut perpendicular to the polar axis and the plates thus obtained are polished to thicknesses in the range 5-20 µm. Electrodes are evaporated on to the (010) surfaces of the plates, usually with a thick deposit of nichrome for the back electrode and a semi-transparent electrode on the front surface. This front electrode does not have to be blackened since the crystals themselves are excellent absorbers in the infrared. The crystal is then mounted on a ceramic substrate in which there is an opening slightly larger than the electrodes. The detector assembly is placed behind a window inside a housing in which there is also a high-input-impedance amplifier stage (fig. 13). The final shape, the question of hermetic sealing or evacuation, the choice of window material and of detector area all depend on the application. Fig. 14 shows some examples of the many types that have been constructed.

Results of measurements made with three devices having detector crystals of different materials of the TGS family illustrate some aspects of the interrelationships of performance and material. The first detector has a TGS crystal doped with alanine; this gives the best low-frequency performance measured. It has been designed for use at room temperature, but it can also be used to about 50 °C. The second detector has a similar crystal with a stronger internal field, and can therefore be used to about 70 °C. The third detector is made from alanine-doped TGSe. This detector gives results inferior in comparison to those of the first detector, but demonstrates that the material is potentially the best for low-frequency performance at room temperature.

Performance of thermal detectors is often expressed in terms of the normalized or specific detectivity $D^*$, i.e. the root of the area $A$ of the electrode exposed to the radiation, divided by the noise equivalent power: $D^* = \frac{A}{\text{NEP}}$.

The best detectors based on alanine-doped TGS can give NEP values as low as $4 \times 10^{-11}$ WHz$^{-1}$ at low frequencies with a corresponding $D^*$ of $5 \times 10^9$ cm Hz$^{1/2}$W$^{-1}$. The variation of both of these quantities as a function of frequency is shown for an LATGS detector in fig. 15.

The curves for $D^*$ in fig. 15 are put into a wider context in fig. 16 by a comparison with thermal infrared detectors of other types. It can be seen that the performance of thermal detectors is often expressed in terms of the normalized or specific detectivity $D^*$, i.e. the root of the area $A$ of the electrode exposed to the radiation, divided by the noise equivalent power: $D^* = \frac{A}{\text{NEP}}$.

\[ D^* = \frac{A}{\text{NEP}} \]

---

formance already achieved with pyroelectric instruments surpasses the other types in $D^*$ value at all frequencies. Further improvements in pyroelectric performance are still to be expected from the use of the more recently developed mixed crystals of triglycine sulphate and selenate.

As mentioned above, detectors made from TGS crystals with an average alanine content give no signal above 50°C, but if the alanine content is high they are still pyroelectric at 90°C (see fig. 9). Fig. 17, showing NEP plotted against temperature for this latter case, demonstrates that such a detector actually retains good performance right up to 70°C. Fig. 18 shows that the NEP is almost constant between 10 and 30°C for a mixed crystal with 70% sulphate and 30% selenate. The minimum value of NEP for this detector is about half of that for a similarly sized crystal of LATGS. The best performance is to be expected from triglycine selenate. Measured detector performances at room temperatures are shown in fig. 19. These represent an improvement of approximately 2.5 times on an LATGS crystal of the same size. (Figs. 15 and 18 can be compared directly since the crystals used were not of the same size.)

The current state of the technology for the new pyroelectric detectors can be summarized as follows. Sensitivity values of about $2.5 \times 10^8$ cm Hz$^1$/W$^{-1}$ at 10 Hz have been achieved, i.e. better than for all other types of thermal detector (see fig. 16). The upper limit of the operating range has been pushed up to about 70°C. The detectors do not depole, even near the Curie temperature and recover their performance automatically after heating to above the Curie temperature. It seems extremely likely that even better detectors can be made from the latest materials. The new pyroelectric detectors are both sturdy and stable. They are not only more sensitive, but much faster than other types of thermal...
Summary. Ferroelectric materials have been developed that do not depole: crystals of L-alanine-doped triglycine sulphate (LATGS). Even in the absence of an external field these materials give displaced dielectric hysteresis loops below the Curie temperature, due to an internal field. The sulphate can also be completely or partly replaced by selenate. Detectors with minimum values of the noise equivalent power (NEP) at temperatures from about 20 °C up to about 50 °C have been made. Such detectors give better performance than all other types of thermal infrared detector. They are sturdy, stable, sensitive and fast. The L-alanine prevents depoling because the molecules do not have mirror-plane symmetry like glycine molecules, and cannot therefore change over to an orientation corresponding to the opposite polarization.
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Without the aid of a computer it would be almost impossible to develop large logic networks like LSI circuits. Designing the circuit, testing the design, designing and manufacturing the masks, testing during manufacture, all these stages require so much computing work that only computer-aided design can provide the answer. At the same time it is necessary to have good software, otherwise the computing time may become impractically long, even for a fast computer. This article deals with the functional test, whose purpose is to check whether a new design of circuit does in fact perform the required logic function. If the test were to be carried out in full on a network with 64 inputs — not an unusual number for an LSI circuit — it would require $2^{64}$ experiments. Even with test equipment specially built for the purpose and checking at a rate of once per nanosecond, the test would take more than 300 years. Such a complete test, however, would cover very many more possibilities than those of any practical interest. The programs dealt with in this article, which are based on the structure of a network to be tested, can be used in setting up a much shorter test for checking the functional specifications. Depending on the type of network, this procedure requires only a few minutes to a few hours of computer time, while the actual test takes only a few seconds during manufacture.

Introduction

In the manufacture of logic circuits test procedures have to be carried out during both the design phase and manufacture. The most extensive of these is the ‘functional’ test, which determines whether a circuit meets the functional specifications, in other words whether the circuit performs the desired logic function correctly.

The functional test for small circuits with few gates (AND, OR, NAND and NOR elements) can be carried out quite simply by successively applying all possible combinations of the logic values ‘1’ and ‘0’ to the inputs. The logic values at the outputs must then correspond to the response of a fault-free circuit. In the design phase this procedure can be simulated on a computer. In a production test the various test patterns can be generated by a counter circuit and fed to the network under test and to a calibration circuit: the two responses are then compared (fig. 1).

Such a procedure, even using a very fast computer for generating the test patterns, is not feasible for large circuits that have several hundred gates and scores of inputs and outputs. In a network with $n$ inputs the number of different combinations of input signals is

![Fig. 1. Testing a simple logic circuit with $n$ inputs and $m$ outputs. A counter $C$ generates the test patterns and simultaneously feeds them to the inputs of the circuit under test $L$ and to a calibration circuit $R$. The output signals are fed to a comparator circuit $D$, which delivers a signal when the two responses are not identical.](image)
2^n, and 2^n test patterns therefore have to be applied. Even if such patterns are generated at a rate of one per nanosecond, such a test takes far too long. For a network with 64 inputs it would take no less than 300 years. A further complication is that the response is not entirely determined in all the circuits by the instantaneous combination of input signals. This is only the case in combinational networks. Usually, however, large networks are sequential, and in such circuits the response is dependent not only on the instantaneous inputs but also on a number of input patterns preceding them and on the order in which they are presented. For circuits of this type the computer would have to generate different series of test patterns, which would make the test last even longer. For large networks, therefore, a very much shorter functional-test procedure is needed.

Even with a shorter test procedure it is only the input and output signals that are examined. Indeed, this is the only way of testing large-scale integrated (LSI) circuits, since the separate components are so small as to be inaccessible: but even with networks on printed-wiring panels it is much simpler to make the measurements only at the input and output connectors. We have therefore tried to find ways of arriving at a group of test patterns that is smaller, yet still sufficient for the functional testing of digital networks.

The existence of such a small group of test patterns may be demonstrated as follows. The starting point of the complete functional test is the truth table; this gives the functional specification of a combinational network, this is to say the relation between all the combinations of input and output signals (a sequential network is described by a series of these truth tables). A large truth table may not only correspond to a single network, it may also correspond to many other kinds of network of widely different structure. Since all these networks have their own characteristic types of fault the complete functional-test procedure is capable of detecting all possible faults in all these various networks. This is much more than is required: all we want to know is whether the particular design or network being tested meets the specifications. It is obvious that a much smaller group of test patterns will suffice for this. These patterns should not be derived from the truth table but from the structural design data. To describe the abbreviated functional test, which only uses this small group of test patterns, we have therefore introduced the term structural test.

This article will give an account of the computer programs that generate the patterns for the structural test. The programs are meant to be used in the design phase of a network, and we shall see that certain design faults can be directly brought to light by such a program even at the stage when the test patterns are being designed. The principle we use for deriving the test patterns was introduced many years ago [1], but has not yet been used in practical programs.

Once the test patterns have been derived, the actual structural test during manufacture takes very little time. Of course the number of test patterns required will depend to a great extent on the type of network, but a circuit with a thousand gates will require a few hundred to a few thousand patterns. If these patterns are generated during the manufacturing test at a speed of one per microsecond, the test will take no more than a few milliseconds. It should be realized when applying the test patterns that the method aims simply at answering the question of whether the network functions correctly or not: the test patterns are therefore primarily meant for fault detection and not for fault location [2].

Before dealing with the procedure for deriving the test patterns, the scope of the structural test will be indicated by describing the faults that can occur in the various stages of designing and manufacturing a network.

The faults in a digital circuit

The design of a digital network can be subdivided into three phases, each with its own distinct types of fault.
1) In the first phase the time variation of signals in small circuits consisting of a few dozen transistors at most is calculated for various values of the physical parameters that determine the characteristics of the circuit. This circuit analysis gives a general circuit description from which the digital behaviour can be deduced by the introduction of the logic levels and time sampling. This yields descriptions of gate circuits with various specifications for the transistor parameters and for the tolerances ('margins') within which other parameters such as supply voltages, load, temperature, etc. must remain. If one or more of these specifications is not met, the result may be that a signal does not reach the required logic value but a value somewhere in between the two. Such an out-of-tolerance value is referred to as a '½' value (figs. a and b).

Faults of this type are detected during the manufacture of an integrated circuit by measuring the parameters of a special test transistor, which is formed on the same chip as the circuit and is regarded as being representative of the transistors in the circuit. 'Marginal tests' are also carried out to verify whether the circuit is unaffected by variations of the other parameters within the specified limits.
2) In the second phase the gate circuits are combined to form a network. If all the specifications mentioned
under (1) are now taken into account, only the time factor need be investigated. In a large network the delay times of the gate circuits are additive over various paths, and as a result the signals at various places in the circuit can get out of step. A signal may then reach the required level too late and thus be unknown at the sampling time: this case is also referred to as a \( t' \) value (fig. 2c).

These dynamic errors in a design are found by simulating the dynamic behaviour of the network on a computer. The programs required for this are very much simpler than those for circuit analysis but they have to be applied to a much larger network. The amount of computation can be substantially reduced, however, if the designer indicates where difficulties in the design are likely to occur. The dynamic investigation of a design produces a number of test patterns, which can also be used for testing the dynamic behaviour of the circuits during production.

3) Even if all faults of the first type are eliminated, so that all signals reach a logic level at the instants of sampling, design or production faults can still cause a wrong response in the network. These faults are detected by the functional test or by its abbreviated form, the structural test. A fault analysis shows that at this stage we need only consider situations in which the signal has a fixed value ('0' or '1') at one particular point in the circuit and does not respond to the other signals in the desired manner. These are referred to as 'stuck at' faults: either 'stuck at zero', abbreviated to s-a-0, or 'stuck at one', abbreviated to s-a-1. Production faults that can cause s.a. faults are broken connections and short circuits. Possible design faults are of course difficult to indicate, but by analogy with open- and short-circuits it is possible to think of a necessary connection that might be missing or an unnecessary one whose inclusion could introduce a fault.

The fault analysis is performed in two phases. First the possible physical faults in the circuit are converted into s.a. faults (other types of fault have already been detected in the other tests). Some physical faults correspond to one s.a. fault, others such as short-circuits may result in a group of s.a. faults at various points in the circuit. In the second part of the analysis it is found that all these physical faults can be detected by a test program for single s.a. faults. It has been found that this program can also detect all groups of s.a. faults.

It will be clear from what has been said above that the design of a large digital network is only possible with the aid of a computer: it is an example of computer-aided design. The designer generally has a large number of existing programs available (sometimes called 'tools') for the computing work. Examples at Philips are the PHILPAC programs for circuit analysis, PHILSIM for simulating the dynamic behaviour of networks, and the TESTCC and TESTSC programs, described in this article, for deriving the test patterns for the structural test.

Test patterns for a combinational network

The procedure used in deriving the test patterns for the simple case of a combinational network will first be described. The computer program developed for this has been given the name TESTCC.

Structure input

The computer that works out the test patterns is supplied with the structural data for the network in the form of a table; fig. 3 shows how this is arrived at for a combinational network. The network (a) is presented in the form of a 'directed graph' (b), in which all the connections are shown but the components are reduced to nodal points. Inputs and nodes are numbered in such a way that the information in the circuit is always supplied with the structure data for the network in the form of a table; fig. 3 shows how this is arrived at for a combinational network. The network (a) is presented in the form of a 'directed graph' (b), in which all the connections are shown but the components are reduced to nodal points. Inputs and nodes are numbered in such a way that the information in the circuit is always


A preliminary investigation with a simple network has revealed that the structural-test program gave almost the same amount of information about the location of the faults in this network as the complete functional test. We therefore intend to design fault-location programs on the basis of the structural test.
passed on from a lower to a higher number. Each line in the table (c) corresponds to an input or a node point: the first column gives the number of this point, the second column gives a code for the type of component represented by the node (1, 2, 3, 4 for OR, AND, NOR and NAND gates). The third column contains a ‘1’ if the node is ‘observable’ in other words if it represents an output gate of the network (in fig. 3 only the last NOR gate), otherwise the column contains a ‘0’. The other columns give the numbers of the other nodes that are connected with the inputs of the component. In this way the whole network is described in a form that can easily be fed to the computer, e.g. on punched cards. The truth tables for the various types of component still have to be added to this table, of course.

In addition to the structural data for the network, the computer also receives information about the faults to be detected by the test patterns. For the structural test these are only the ‘stuck at’ faults, which can occur on any line connecting two nodes. If the network branches at a particular node, the fault need not always affect all the lines branching out from that point; it is possible that the fault will only appear on one of the lines beyond the node, and hence only at the input of one of the next nodal points. It is then called a ‘gate-input fault’.

The critical path

The procedure for deriving the test patterns is based on finding critical paths. A critical path is a path through the network that makes the effect of an s.a. fault on a particular line in the network visible at an output. To each critical path there corresponds a pattern of input signals, which is therefore the test pattern for the particular fault. The term ‘critical path’ is used to indicate that all the signals on that path are ‘critical’: any change in the value of one of the signals propagates to the output. It therefore follows that the corresponding test pattern shows up not only the original s.a. fault but also all the other faults that can occur along that path and hence bring out the same change of value at the output. It does not matter which output gives the error signal because the test checks the total response of the network.

For some faults several critical paths will be possible, and therefore several test patterns. However, since we wish to derive the smallest possible group of test patterns, the search process is stopped as soon as a critical path is found. Of course, a check is made for each test pattern discovered, to see if any other faults can be detected with it at the same time. These need not necessarily be faults occurring along the critical path: in networks with more than one output faults can appear at the same time at other outputs.

The signal under test will be indicated by the symbol $k$ or $\bar{k}$ so that we can follow it through the circuit. If we are looking for a test pattern that detects an s-a-0 fault we call the signal $k$, if we want to detect an s-a-1 fault we call the signal $\bar{k}$. We can now use the rule that the fault is not present if $k$ is 1 but is present if $k$ is ‘0’. Fig. 4 shows part of a critical path in a network. It can be seen from this figure that the other input signals of the components forming the critical path have to meet a number of conditions, referred to as ‘imperative implications’. Of course, these conditions may lead to contradictions in other parts of the network, in which case the path cannot be used and another must be looked for. It will be evident that isolating a path in which no contradictions occur, and doing this for all
s.a. faults that can occur in a network, is a very considerable task. We cannot therefore discuss the complete TESTCC program here but will have to confine ourselves to the algorithm used by the computer.

Non-testable faults

When a critical path for a particular fault has been found, this shows in itself that the fault is capable of being tested, and at the same time the test pattern to be used has been found. The question that now arises, of course, is whether a critical path can in fact be found for every s.a. fault. We know that a critical path exists for all faults that are detected by the complete functional test, since this test also makes the faults observable at an output. Thus when all the possible critical paths have been explored systematically in the derivation of test patterns for the structural test, test patterns have to be found for all these faults. There are also faults, however, that are not discovered by the complete test. There is no critical path for a fault of this kind and therefore no test pattern can be found for it. This relates mainly to faults in parts of a network that are redundant in the functional logic. In some cases such parts of the circuit are added for technical reasons, but the discovery of a non-testable fault in the design phase of a network more usually points to a design fault. The ability to reveal such faults at an early stage is therefore a valuable feature of the structural procedure.

Generation of test patterns

Let us suppose we wish to find a test pattern that will show whether there is an s-a-0 fault on a connection line $j$ in a network. The algorithm for looking for test patterns consists of a number of procedures: the first one, called FOR (for forward) is started by assigning the value '2' to the inputs of the component that has $j$ as its output. The values '2' at the inputs of the other components are changed from '2' to '1' or '0', in the manner shown in fig. 4. If contradictions are found, FOR tries the next possible path. If the filling in of these 'imperative implications' leads to contradictions in all paths, FOR carries out the same investigation for the other combinations of input signals of the component that has $j$ as its output.

In the search for a critical path there are two alternatives: either FOR encounters contradictions in all possible paths, or FOR finds a critical path along which an output can acquire the value $k$ (of course a path can also be used if the output acquires the value $k$). In the first case there is no test for the fault investigated; FOR then receives the instruction to look for a critical path for another fault. If FOR does find a critical path it remains available, as there may be more possibilities for the line $j$ and there is not as yet any certainty about the usefulness of the path that has been found. Contradictions may yet arise during the introduction of the 'non-imperative' implications. Before there is any question of a test pattern it is, of course, also necessary to substitute '0' or '1' for the value '2' on all lines in the network that are not directly connected with the critical path, and these values must also not be contradictory, either with one another or with the values already assigned. These other signals are filled in by a procedure called BACK, which begins at the output side of the network and works through it in the opposite direction to FOR. In general BACK will also encounter various possible choices, which must be dealt with in succession.

When the BACK procedure encounters no contradictions, a test pattern has been found. If inputs of the network remain with the value '2', this means that the signals here may be chosen arbitrarily. If BACK continuously comes up against contradictions the path found by FOR does not after all lead to a usable test. FOR must then look for the next possibility, which in turn is investigated by BACK. In this way the interplay between FOR and BACK leads either to a test pattern or to the conclusion that there is no test for this particular fault. The combination of FOR and BACK is called LOOK.

When a test pattern has been found for an s.a. fault on a particular line in the network, this same test pattern will also reveal faults on a number of other lines, as we saw earlier. To prevent the whole LOOK procedure from being repeated for these faults as well, the
algorithm contains a procedure MORE. This procedure examines each test pattern to find out which other faults it will also discover. A procedure BOOK keeps a tally of the faults for which a test pattern has already been found in this way, and on the basis of this information a procedure CAND determines the next 'candidate', in other words the particular fault for which a test pattern must now be sought. The interplay of BOOK and CAND in fact 'directs' the generation of the test patterns and is therefore called DIRECT. The DIRECT, LOOK and MORE procedures together constitute a 'fault-detection strategy' STRAT, which can solve the whole problem.

Fig. 5 illustrates schematically the interaction of the various procedures that together constitute STRAT. Of course, depending on the actual execution of the procedures FOR, BACK, etc. there are various possible STRAT procedures. Fig. 5 shows only one example, the procedure followed by the TESTCC program, which derives the test patterns for a combinational network.

Test patterns for a sequential network

As already mentioned above, the response of a sequential network to a particular input pattern depends not only on this one pattern but also on a number of preceding patterns and on the sequence in which they are presented. This means that series of test patterns are necessary for the structural testing of a sequential network. The next section will give an account of the TESTSC program used for deriving these 'test sequences'. This program is a collection of a number of strategies that work in much the same way as STRAT. First, however, we shall look at the way in which the structure of such a circuit can be fed to the computer.

Structure of a sequential network

The characteristic feature of the structure of a sequential network is the occurrence of feedback loops in the information flow through the network. In describing this structure by the method illustrated in fig. 3 it is not therefore possible to number the nodal points in the directed graph in such a way that the information flows only from a low to a high number. At certain places information will inevitably flow back from a high to a low number. Since the FOR and BACK procedures that look for a critical path are unable to handle such feedback loops, we use a special approach in which a sequential network is represented as a series of combinational networks.

In a sequential network all the internal feedback loops can be considered as being broken and taken to the outside (see fig. 6a). This produces a number of new inputs and outputs, denoted by Y, which differ from the existing inputs and outputs, denoted respectively by X and Z, because they are not accessible in the actual network. The signals on these lines cannot therefore be directly affected or measured. The feedback lines in this model are produced by connecting the Y outputs located outside the circuit to the corresponding Y inputs. The resultant network — the inside block in fig. 6a — contains no further feedback lines and is therefore combinational. It can be described by a table of the type shown in fig. 3c: it is, however, necessary to indicate beside each input or output whether it relates to an X, Y or Z line.

Our next step is to replace the feedback lines in the model shown in fig. 6a by 'feed-forward' lines to copies of the same network. This yields the model in fig. 6b, which shows the sequential circuit as a series of identical combinational circuits, interconnected by the Y lines. This model gives a good picture of the actual situation in a sequential network: at the time $t_0$ to $t_n$ the input patterns $X_0$ to $X_n$ are successively presented to the network, giving the responses $Z_0$ to $Z_n$. The output pattern $Z_n$ depends on the input signal $X_n$ and on the values on the Y lines at the time $t_n$. If we indicate this functional relation by $f_Z$, then $Z_n = f_Z(X_n,Y_n)$. Similarly, $Y_n$ is a function of the preceding input pattern and of the Y values at that moment of time: $Y_n = f_Y(X_{n-1},Y_{n-1})$. Repeated substitution of this expression in the expression for $Z_n$ yields the relation illustrated in fig. 6b (the figure must then be read from right to left). The signals $X_0$ to $X_n$ actually presented in the network at the times $t_0$ to $t_n$ are fed in this model to the copies 0 to n at the same times.

![Fig. 5. Diagram of the procedures that together form the strategy STRAT for generating the test patterns for a combinational network. The procedures FOR (forward) and BACK, together forming LOOK, generate the test patterns; MORE investigates the total fault-detection capacity of the test patterns found; BOOK and CAND, together forming DIRECT, determine which new faults will require a search for a test pattern.](image-url)
Generation of the test sequences

The principle of the derivation of a test sequence is illustrated in fig. 6. A search is made with the LOOK procedure for a critical path for a particular 'stuck at' fault in the combinational network from the model in fig. 6a. We thus look for a test pattern that makes the fault visible at an output (we shall return below to the initial values of $Y_i$ assigned to the $Y$ inputs for this purpose). If the fault signal appears via this path at a $Z$ output, this test pattern alone is all that is necessary for detecting the fault. If, however, $k$ appears at a $Y$ dashed line in fig. 6b): the test patterns $X_i$ to $X_j$ calculated in these copies then form a test sequence for this particular s.a. fault.

The initial values $Y_i$ that we fed in when calculating the path in copy $i$ are the result of 'initialization'. This is done by means of a series of patterns $X_0$ to $X_{i-1}$, which starts from an arbitrary state of the network in which the values on the $Y$ lines are completely unknown, and applies a known pattern $Y_i$ to the $Y$ lines. All the subsequent $Y$ and $Z$ responses on input patterns $X$ can be calculated from these initial values. The

![Diagram of a sequential network](image)

Fig. 6. a) Model of a sequential network in which it is represented as a combinational network with external feedback lines $Y$. The response $Z$ in this model depends not only on the instantaneous input pattern $X$ but also on the values on the $Y$ lines. These in their turn are determined by what has been presented earlier on the $X$ lines. For an s.a. fault $k$ a search for a critical path can be made in the combinational model. If $k$ appears at a $Z$ output, one test pattern is sufficient for detection; if $k$ appears at a $Y$ output, a series of patterns must be derived. b) Extension of (a) in which the feedback lines are replaced by connecting lines to copies of the same network. (The various lines that together transport an $X$, $Y$ or $Z$ pattern are all represented here as a single line.) A critical path in copy $i$ that ends at a $Y$ output is continued in copy $i+1$, starting from the calculated values $Y_{i+1}$. By continuing until the fault appears at a $Z$ output we find a test sequence $X_i$ to $X_j$. The critical path is schematically represented as a dashed line.

output, the fault can then no longer be observed, since the $Y$ lines are not observable. We again look for a critical path in the model given in fig. 6a, but now starting from the values $Y_{i+1}$ on the $Y$ lines obtained with the first test pattern. In fig. 6b this procedure means that the first pattern is looked for in copy $i$ and the second pattern in copy $i+1$. In this copy as well $k$ may again appear at a $Z$ or at a $Y$ output; if it appears at a $Y$ output we repeat the procedure in the next succeeding copy. If different test patterns are found in a copy with $k$ appearing at a $Y$ output, we must then make a further examination of all these different $Y$ patterns in the next copy. As soon as the fault appears at a $Z$ output in one of the copies, a critical path has been found and the search is stopped. If we call this copy $j$, then the critical path runs through copies $i$ to $j$ (the initialization sequence $X_0$ to $X_{i-1}$ should be specified by the network designer and must precede every test sequence. The complete test for an s.a. fault thus consists of the series of patterns $X_0$, $X_1$, $X_2$, ..., $X_j$.

When calculating a critical path we must bear in mind that the fault to be detected is of course present in each copy, i.e. including the copies 0 to $i-1$ that are traversed during the initialization. Apart from the result of the initialization for the fault-free circuit, we must therefore also calculate the pattern $Y_i$ for every possible s.a. fault. This means that in deriving a critical path for a particular fault we must always proceed from the initialization result $Y_i$ computed for this fault.

During the calculation of the critical path the transition to a subsequent copy is always commanded by the clock signal that generates the times $t_0$ to $t_n$. The model
in fig. 6b assigns this signal to the input pattern X; the X lines corresponding to it are called clock lines and the others are called functional X lines. If we vary only the values on the functional lines and keep the clock signal constant, the response $Z_i$ changes but the subscript $i$ does not. This is the situation in which we look for a critical path in copy $i$. Changing the clock signal causes $i$ to go to $i+1$, so that the search can be continued in the following copy.

The TESTSC program

The TESTSC program begins with a START procedure for feeding the data to the computer (fig. 7). Information on the structure of the network is read in by the procedure READ and processed by the procedure BOOK. The latter procedure derives from the structure the list of candidates, i.e. the list of possible 'stuck at' faults for which test sequences have to be sought. The initial information $X_0$ to $X_{i-1}$ is presented by the INIT procedure. After this has been entered, a MORE procedure calculates for each of the fault candidates the initial Y values $Y_i$ from which a critical path is to be sought. This also reveals the faults that have already been detected by the initialization sequence; it is of course possible that certain faults will appear at the Z output when this sequence is applied. The results of MORE are similarly stored by BOOK.

A number of faults that the designer knows to be undetectable are 'masked' in a sub-procedure of START called MASK; no sequence will be sought for these faults. These might typically be faults in parts of the network that are technically necessary but logically redundant.

The strategy STRAT

The principal fault-detection strategy STRAT (fig. 8) generates the test sequences in the manner described above. Since we always look for the critical path in a combinational network, this strategy is virtually identical with that in fig. 5. The only difference is a procedure CLOCK, interpolated between LOOK and DIRECT. As long as this procedure is not active, a search is made for a critical path in one particular copy in the manner described in fig. 5. The CLOCK procedure always ensures the transition to the next copy. For each fault selected by the CAND procedure the search is started in copy $i$, always proceeding from the $Y_i$ values relating to the fault. Under the control of CLOCK a series of copies $i$ to $j$ is then run through for each fault and a test pattern is calculated in each copy. The sequences for the various faults will generally be of different length. The MORE procedure investigates to find the other faults detected by each sequence.
also set to the length of a test sequence, so that the search procedure is stopped after a certain number of copies. In these latter points the program is very flexible: the user may indicate how far he wishes the search to be continued.

The strategies STRATZ and STRATYZ

In a well designed network the strategy STRAT will generally be sufficient for computing the whole test program. If faults remain for which STRAT finds no sequence, it is very important for the designer to know whether these faults are in fact non-testable, or whether a test may yet be found for other \textit{Y} values. To investigate this we added two additional strategies to the program TESTSC. Our reasoning was as below.

If a fault is testable a 'last' copy \( j \) exists in which the fault appears at a \( Z \) output. There is then also a pattern \( Y_j \), which, together with a pattern \( X_j \), gives rise to a critical path to a \( Z \) output. It must be possible to find this path by means of the LOOK procedure provided we allow \textit{all} the possible values at the \( Y \) inputs. Having found one or more \( Y_j \) patterns in this way, we proceed to derive the test sequence. We do this by working through the model in fig. 6b from right to left until we find a \( Y \) pattern that corresponds to the initialization result \( Y_s \). Fig. 9 illustrates schematically the strategy STRATZ that carries out this search; since \textit{all} the \( Y \) patterns now have to be investigated in each copy, this strategy requires a great deal more computer time than the STRAT strategy, in which only specific \( Y \) values were involved.

If the STRATZ strategy also fails to find a test for particular faults there still remains one possibility to be investigated. Depending on the places where the loops in the model shown in fig. 6a happen to have been broken, faults will exist that cannot appear directly at a \( Z \) output. These faults — if they are detectable — first have to emerge via a \( Y \) output of the copy before last. This means that such faults are only detectable if the value \( k \) appears at one of the \( Y \) inputs in the last copy. The FOR procedure only propagates \( k \) values to the right, and BACK cannot introduce any new \( k \) values at all. If we want to have \( k \) values at \( Y \) inputs in the last copy, we must therefore obtain them with a LOOK procedure in the penultimate copy. For each of the faults remaining after STRATZ we must thus investigate whether a \( Y \) pattern exists that will cause the fault to appear at a \( Y \) output and in the next succeeding copy at a \( Z \) output. This is investigated by the strategy STRATYZ (fig. 10). Here again \textit{all} the \( Y \) values in a copy must be investigated, and therefore this strategy also requires a great deal of computer time. STRATYZ is consequently used only if faults without a test sequence remain after STRATZ. Only when neither...
plex systems, such as computer subsystems, can also be tested. In addition to the strategies described above the program TESTSC contains various other facilities, all of which are designed to limit computer time. The designer may for example supply a number of input sequences that he thinks likely to be able to detect faults. The ability of these sequences to detect faults is then determined by means of the procedure which does this in any case for the initialization sequence. It is also possible to generate sequences at random: in this way a large number of test sequences may sometimes be made available with relatively little computer time. These latter procedures are run through in the program TESTSC before the strategy STRAT.

**Applications**

The TESTCC and TESTSC programs can be used for a wide range of networks, including LSI circuits and networks formed on printed-wiring boards. More complex systems, such as computer subsystems, can also be handled as single entities. For practical reasons a limit is set to the number of lines in a network on which faults can be detected. Networks with a maximum of about 1000 gate circuits can be handled.

It is not easy to give figures for the computer time required, because it depends to a great extent on the type of network to be tested. Shift registers and counters in particular tend to increase the time considerably. However, if good use is made in such cases of the possibility of investigating in advance the usefulness of test sequences supplied, this effect can be eliminated. Taking as an example a sequential network with 1000 gate circuits, the TESTSC program on a computer such as the IBM 370/165 will generally need a few hours of computer time (and a storage capacity of 250 k bytes) to generate the whole structural test program, provided no untestable faults are found. The generation of one test pattern takes about a few hundredths of a second. Networks with a maximum of about 1000 gate circuits can be handled.

If untestable faults are found, which tends to happen in the design phase, it may cost a few hours of computer time before they can be established with certainty. If it is possible however, to divide up the design of a sequential network in such a way that the investigation can be performed on a few combinational networks, a computer time of a few minutes to about half an hour will be sufficient.

What takes most time and is therefore most expensive is determining whether faults are fundamentally incapable of being tested. Nevertheless this is in fact one of the most important features of these programs, since they enable design faults to be detected that would otherwise not appear until a later stage, possibly not until manufacture or later. This can lead to considerable savings, especially in the development of LSI circuits.

**Summary.** The functional test is made to determine whether the design of a logic circuit properly reproduces the desired logic function. In the complete test all possible combinations of input signals are fed to the network and the responses to these test patterns are compared with the responses of the fault-free circuit, which is known from the truth table. For a large circuit, such as a digital LSI network, this is not feasible; even if the test patterns were generated by a computer the test would take far too long (up to a few hundred years). It is possible, however, to make do with far fewer test patterns. Starting from the structure of a network a small group of test patterns can be derived that enable the test to be carried out in a short time with 100% certainty. This abbreviated test is referred to as 'structural'. This article describes two programs for deriving these patterns: the program TESTCC is used for combinational networks, in which the response depends only on the instantaneous input signal and in which a fault is detected by one test pattern. The TESTSC program is used for deriving test sequences for sequential networks, in which the response is determined by series of input patterns. The article begins with a brief review of the faults that can occur during the various phases in the design of a digital network. In the structural test it is only necessary to take account of 'stuck at' faults on the various connecting lines in the network; the value on such a line remains fixed at '0' or '1' and does not respond to the other signals. A strategy is described that searches for a critical path for each s.a. fault in a combinational network. This is a path through the network that enables the fault to become visible at an output; the input pattern that brings this about is then the test pattern for this fault. To derive test sequences for a sequential network a model is used in which the network is represented as a series of identical combinational networks. These are derived from the sequential network by taking the internal feedback lines outside the circuit and breaking them. In this model successive input patterns are fed to a series of successive copies of the network. For each s.a. fault a search for a critical path is then made for a number of these copies. If the search is successful, the appropriate input patterns form the test sequence. If no critical path is found for a particular fault, the conclusion can be drawn that the fault is not capable of being tested. This usually indicates a design fault; the discovery of such faults, apart from finding the test patterns and sequences, is the principal purpose of the programs. The networks with a maximum of 1000 gates can be processed. The computer time required depends largely on the type of network; with a conventional large computer it may vary from a few minutes for a simple combinational network to a few hours for a complicated sequential network.
‘MADGE’,
a microwave aircraft digital guidance equipment

II. The data link: data transmission and distance measurement
B. D. Corbett

Introduction

The MADGE aircraft-landing system [1] is designed with both military and civil applications in mind. As was pointed out in part I, the basic concept of MADGE differs fundamentally from that of other systems which are at present in use or under development. The difference arises from the fact that the horizontal and vertical angle measurements needed for guidance are provided by passive arrays of interferometer receivers at the landing site. The angle-measuring interferometer receivers operate on the air-to-ground transmissions of a two-way data link between the aircraft and the site. The link is also used by the aircraft to measure the range from the site.

Two important features of the MADGE system are apparent. In the first place, no radio transmissions occur unless aircraft entering the approach zone require guidance or communication with the landing site. Secondly, the aircraft’s three-dimensional position (in the form of angles and range) is made available simultaneously to the pilot and to an air-traffic controller at the site without the need for additional navigation systems or communication channels.

To a large extent the data link and the airborne instruments are independent of the arrangement and characteristics of the angle-measuring receivers on the ground. For instance the data link can accept a two-fold improvement in angular accuracy without modification. This gives the flexibility to provide for many different applications. Furthermore, the data link is not restricted to its guidance and navigation roles, but may be used for the simultaneous transmission of other digital messages at an information rate of over 1000 bits per second per aircraft (in both directions of transmission).

This second article is concerned with the airborne interrogator and ground transponder, which constitute the data link. Particular attention will be given to such topics as the choice of system parameters, traffic capacity, reliability of data transmission, data processing and the means whereby range and velocity are measured.

Data-link functions

The data associated with the elevation and azimuth guidance is communicated to the aircraft over the data link. The data-link antenna systems are designed to provide 360° of coverage in the horizontal plane; thus permitting range measurement and two-way data transmission on any bearing to a maximum radius of 30 nautical miles (about 55 km).

The aircraft has separate antennas in the nose and tail sections. The antenna switch searches in the ab-


\[\text{[1] See also S. J. Robinson, MADGE, a portable aircraft landing aid, Philips Telecomm. Rev. 32, 155-167, 1974 (No. 3).}\]
sence of signals and locks when an adequate signal is acquired. The selection is also based on the rate of change of measured range. The nose antenna is selected as the range decreases and the tail antenna is selected when range increases.

The system operates in the band 5.00-5.25 GHz with different frequencies for air-to-ground interrogations and ground-to-air replies. Twelve alternative pairs of frequency channels may be selected. Amplitude modulation is used; messages consist of trains of pulses at a bit rate of about 1 megabit per second.

There are two types of interrogation and reply message, which are transmitted on the same pair of carrier frequencies but at different times, forming effectively two channels. These are known as the A- and the B-channel messages. The A channel is concerned with transfer of guidance data and the messages consist of an interrogation JA and a reply YA. The B channel is concerned with transfer of other digital data and the messages consist of an interrogation JB and a reply YB.

**Interrogation**

The pilot first selects frequency channel and ground-address code by means of his control unit, or 'controller' as it is called: he can then start to interrogate the ground station of his choice. The guidance interrogation word, JA, is 25 bits (about 25 μs) long and contains a marker or 'location' pulse followed by address codes and error-checking bits (parity bits). The B-channel interrogation word, JB, is 60 bits long. It is transmitted in the interval between A-channel interrogations when auxiliary data (or requests for data) is to be sent to the ground station. This auxiliary data includes range, which is derived in the air.

The interrogation word is transmitted at a mean rate of 50 times per second in the A or guidance channel. The interval between successive interrogations is randomly varied in order to avoid coherent addition of sampling errors caused by repetitive interference from other interrogating aircraft on the same frequency, or from other sources.

**Processing at the ground station**

Interrogations are received simultaneously on the ground by the interferometer receivers and by the transponder. Each interferometer generates an angle word within about 3 μs of the time of arrival of the first pulse in the interrogation word. The angle data is transmitted by cable to the transponder.

When the transponder detects a signal it stores the angle data received from the interferometers. It digitally filters the data before assembling the complete reply word for transmission. Digital filters are provided in the transponder for determining whether the measured angles fall within defined sector boundaries. The filters also generate a 'low-fly' warning when the measured elevation angle is below a safe limit which may be set by means of a switch on the transponder.

When the transponder has received the complete interrogation word it carries out a validity check. A-channel interrogations are subjected to a check of 16 bits including ground address and parity. The reply is generated 1 μs after the end of the interrogation word: it includes the air address (10 bits) which is sent back as received. Reply words YA and YB are each 60 bits long with a duration of about 60 μs.

**Processing in the aircraft**

The airborne logic unit carries out a validity check on each reply; this includes checks on ground and air address codes and parity. The range-measuring system is activated when more than 22% of interrogations result in valid replies.

Range is measured by means of a counter which is started from zero each time an interrogation is generated and stopped by a valid reply; the counter operates at a frequency of 16.1800 MHz, giving a range-measuring unit of 0.005 nautical miles or 9.26 metres. The range count is stored digitally and updated only for those replies that satisfy the validity check.

As soon as range is acquired the incoming replies are filtered by a tracking gate. This is a gate that will only accept replies whose leading edges fall within a window of 3-μs duration. The timing of the window is controlled by the stored range digits. The tracking gate ensures that, even when many aircraft are interrogating with the same address code, the probability of accepting false data is extremely low: it is typically less than 10^-18.

The pilot may select a glide slope angle β_0, an azimuth approach angle θ₀ and an azimuth overshoot angle on his controller. These reference angles are digitally subtracted from the elevation angle β and azimuth angle θ contained in each validated reply. This gives the angular deviation of the aircraft from the chosen flight path. The quantity β - β_0 is the vertical deviation and θ - θ₀ is the horizontal deviation.

As well as the digital outputs the logic unit generates a number of analog outputs for guidance purposes. Range r is derived from the range counter; range rate or velocity v is derived by analog differentiation of r. The angular deviations β - β_0 and θ - θ₀ are available in an analog form suitable for a standard flight instrument or autopilot. At close range the angular deviations become very large and the pilot prefers to be presented with linear rather than angular displacement. This is accomplished by a process known as 'beam-softerning' in which the outputs become proportional.
to \( r(\beta - \beta_0) \) and \( r(\theta - \theta_0) \) below a certain range (about 1 n mile). The logic unit performs this function automatically.

The absolute azimuth and elevation angles, \( \theta \) and \( \beta \), are also available in analog form: when displayed on suitable instruments, they can assist the pilot in locating the approach path when the aircraft first enters the coverage zone.

Direct-current outputs are provided for the operation of fault flags on the aircraft's instruments. These fault flags are small tabs or vanes that come into view as soon as they are de-energized; they give warning of malfunction and can be used to show that data is invalid or unreliable. Direct-current outputs are also provided for other indications, e.g. when the aircraft is flying low or is within the overshoot sector.

**General description of the data link**

**Transmitters**

A transmitting device with about 250 W of peak pulse power is needed at each end of the link to provide the required coverage whilst allowing an acceptable margin for possible system losses. The duty cycle of the transmitter in the ground transponder is determined by the number of aircraft which are interrogating it. In the military version, the duty cycle is limited automatically by blanking the transponder receiver periodically in order to prevent overload. A maximum duty-cycle limit of 6% is imposed, which allows 100 aircraft to receive guidance simultaneously from a single transponder at a mean reply rate of 16 replies per second per aircraft. A civil version of the system may use two transponders with provision for time-sharing; in this form the system is capable of handling up to 200 aircraft.

For the transmitters a travelling-wave amplifier tube was chosen with a peak power rating of 250 W at a duty cycle of 7%. This tube has a gain of 40 dB over the operating band and requires a drive power of only 25 mW. The air and ground transmitter circuits are essentially identical apart from minor differences arising from the higher mean power dissipation in the transponder; in the aircraft transmitter the mean radio-frequency power is never more than about 1 W.

The r.f. drive to the travelling-wave tubes is supplied by solid-state phase-locked microwave sources. The frequency reference is a crystal oscillator operating at about 90 MHz (the output frequency divided by 56). This type of source provides very high rejection of unwanted harmonics.

The pulse-modulator circuits for the travelling-wave tubes are shown schematically in fig. 1. The output of the travelling-wave tube is connected by coaxial cable
to a microstrip transmit-receive module. This module is shown in fig. 2; it routes the signals to and from the antenna, contains the mixer stage of the receiver and has provision for power monitoring and test-signal injection in self-test routines.

Another important aspect of receiver performance is its behaviour in the presence of multipath reflections or echoes from obstacles such as buildings or other aircraft. These reflected signals can tend either to reinforce or cancel the direct signal; they affect the amplitude and distort the edges of pulses in the received messages. At typical aircraft speeds the change in pulse amplitude tends to be constant for the duration of a 60-μs word, but varies randomly from one word to the next. When the multipath delay approaches or exceeds half a microsecond the data may be 'corrupted'. This means that a 'one' might change to a 'zero' or vice versa. The peak detector incorporated in the threshold-control system is arranged to set the detection threshold at one-half of the amplitude of the first pulse in the word train (this pulse is always three or four microseconds long). The threshold level is then held for the duration of the incoming word even when the bit pattern includes long strings of 'zeros'. In this way multipath echoes which appear in the spaces of the pulse train are suppressed provided their amplitude is less than half that of the first pulse in the message train.

Receivers

Both data-link receivers have a sensitivity of $-89$ dB relative to 1 mW and a bandwidth of about 3 MHz. The bandwidth is a compromise between the conflicting requirements of fast pulse response and adjacent-channel rejection.

Accurate range measurement, and the need for precise timing of the bit-sampling clocks, make stringent demands upon the design of the circuits controlling the gain and detection threshold. The transponder receiver needs to regain full sensitivity immediately after exposure to very strong signals, for example interrogations from nearby aircraft. It therefore uses a logarithmic amplifier in preference to an automatic-gain-control system with its inherent time delays.

Achievement of optimum sensitivity, consistent with the prevailing conditions of pulse and continuous-wave interference and circuit noise, is ensured by means of a constant-false-alarm-rate (CFAR) system; the general arrangement is shown in fig. 3. A control loop automatically adjusts the receiver threshold level so that it becomes less sensitive as the interfering pulse rate increases. This results in a constant noise-pulse frequency at the video output.

The transponder

In fig. 4 a photograph of a prototype transponder is shown. It weighs 20 kg and is powered by an external 24-volt battery but is otherwise self-contained.

The preferred design of the antenna which provides 360° horizontal coverage is a rectangular slotted wave-
guide with a tapered matching section at its base. The vertical pattern of this antenna has to be closely controlled in order to obtain high gain at low angles of elevation; this has been achieved by computer-aided design techniques.

The interrogator

In fig. 5 the main components of the aircraft equipment are shown. The transmitter-receiver unit and the logic unit are both powered from a 28-volt d.c. supply and weigh about 5 kg each. The pilot's controller is
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**Fig. 3.** Constant-false-alarm-rate (CFAR) threshold control in the ground receiver. The intermediate-frequency signal IF is derived from a logarithmic amplifier; it is detected, filtered, amplified and compared with a threshold voltage $V_t$. Any signal exceeding $V_t$ results in a logic-one level at the output of the comparator Co and this triggers a fast-recovery monostable $M$ with a period of 70 µs. $M$ is triggered by a data-link message or any isolated noise spike or interfering pulse. Its output is smoothed by a low-pass filter with a time constant of 5 ms and added to a peak-detected component $V_p$ of the detected signal. The constant-current generator $G$ sets $V_t$ lower than $V_p$ by a constant amount; the threshold level is thus 6 dB below peak signal level. The threshold-control loop automatically adjusts $V_t$ to maintain a constant pulse rate at the comparator output; in this way the receiver becomes less sensitive as the interfering pulse rate increases. The peak detector is reset by $RS$ at the end of the received word.

The transponder can accept digital angle data from the interferometers over distances of up to 2 km. This data is sent serially on a balanced cable at the system bit rate of 1.01125 megabits per second. A self-clocking code is used: this means that timing information, needed for decoding the data, is included in the message and only one balanced cable is needed. The transponder can send B-channel and air-traffic-monitoring information by cable to a remote point; the same self-clocking code is used for this.

The transponder initiates a self-test sequence at 3/4-second intervals which checks the correct functioning of both the transponder and the interferometers. The results of the ground-unit checks are transmitted to the aircraft in each A-channel reply and may be sent by cable to a remote monitoring point. In this way any ground-unit malfunction is brought to the attention of both pilots and ground staff. In order to save battery power the transponder causes the interferometers to be switched off when no aircraft are interrogating the system.

![Image](image-url)

**Fig. 4.** The ground transponder (early military prototype). It weighs 20 kg and can withstand parachute dropping and man-handling over rough terrain. The control panel is seen at the front. The cylindrical omnidirectional antenna is mounted on top.
used for the selection of addresses, frequency channels and flight-path angles; it contains only switches.

Two aircraft antennas are needed because the geometry of most aircraft makes it impossible to realize 360° of coverage in the horizontal plane from a single antenna. Each antenna consists of a printed-circuit stacked-dipole array housed in a thin plastic radome; the aerodynamic and structural characteristics make it suitable for supersonic aircraft. The vertical coverage is about ±20° to the half-power points. The feeders are 50-ohm coaxial cables.

The pilot may check the operation of all circuits and flight instruments by means of a press-to-test button in the controller. System failures are indicated by fault flags on the aircraft’s instruments. Fig. 6 shows some of the instruments used with MADGE in a typical helicopter installation.

**System parameters and traffic capacity**

In MADGE, an air-initiated system has been adopted: the aircraft interrogates and the ground station transponds; range is derived in the air and transmitted to the ground. Aircraft interrogations cannot readily be synchronized and this results in a random-access system in which interrogations occur on a random basis and messages inevitably overlap.

The alternative choice would have been a ground-initiated system in which the ground station interrogates and the aircraft transpond; range would be derived on the ground and transmitted to the aircraft with the angle data. A ground-initiated system would be time-ordered: each aircraft would be interrogated in turn at an interval which allows sufficient time for the transponded message to be received. In this way there are no overlapping messages.

At first sight it might be thought that the air-initiated random-access system is at a disadvantage in a dense-traffic situation on account of overlapping interrogations arriving at the ground transponder. Erroneous data resulting from word overlap is eliminated by address matching and by the use of redundant codes. A number of replies are lost in this way, however, and this must be allowed for by making the interrogation rate higher than the required reply rate.

On the other hand, in a simple ground-initiated time-ordered system the number of aircraft which can use the system is limited by the fact that the ground station must allow enough time between interrogations in order to receive replies from aircraft at maximum range. Furthermore, the requirement for operation in the neighbourhood of other ground stations on the same frequencies makes effective time-ordering impractical. In the MADGE air-initiated system the ground station is capable in principle of handling up to 200 aircraft at one time. The same total number of aircraft can be handled by a number of ground stations within radio range of each other, all sharing the same radio-frequency channels.

Air initiation has the great added advantage that no special acceptance procedures are necessary when a new aircraft wishes to obtain guidance. This leads to flexibility of application, making the system equally suitable for temporary landing strips or large fixed installations.

**Traffic capacity**

The traffic capacity of a system may be defined as the maximum number of aircraft which can simultaneously obtain satisfactory guidance from one ground transponder. The reply rate from a transponder to a particular aircraft decreases as the total number of interrogating aircraft increases and once the reply rate falls
below a certain threshold value satisfactory guidance can no longer be obtained. The traffic capacity is equal to the number of interrogating aircraft corresponding to this threshold value. When several ground transponders share the same frequency channel and are within radio range of each other it is convenient to regard them as forming a single system and to define the traffic capacity in terms of the total number of aircraft receiving replies.

The reply rate received at the aircraft has been the subject of a detailed theoretical analysis. The validity of this analysis has been confirmed by a 'Monte-Carlo' computer simulation and by experimental evidence. A simplified account of the theoretical analysis is given in Appendix I. The results are shown by fig. 7, together with a number of plotted points obtained from the Monte-Carlo computer simulation.

In establishing the minimum acceptable validated-reply rate for adequate guidance, angle information is the critical variable; it is acquired when the validated-reply rate exceeds 15 per second, and is then continuously available until the rate drops below 8 per second.
Fig. 7 shows that with 200 aircraft the rate always exceeds the 15-per-second acquisition threshold by a suitable margin and is rather more than 20 per second in the case of a single ground station. This allows for some loss of data because of noise and interference originating outside the system. Thus the requirement for handling 200 aircraft is met in all cases considered. The CFAR system is organized in such a way that the probability of detection (unlike the probability of validation) is scarcely affected by traffic density. In fact the results are pessimistic for aircraft at relatively close range because the tendency for strong signals to suppress weaker ones has not been taken into account in the analysis.

Data integrity and message format

The term 'data integrity' refers to the ideal case in which the data output at a receiving terminal corresponds exactly to the data addressed to an input terminal at the transmitting station. In practice we require that corruption of a message by crosstalk or interference should be eliminated or signalled in a reliable way when it occurs; furthermore, noise and distortion numbers generated by this circuit have an additional purpose. They provide a random or universal air address which may be used by aircraft entering the system without an assigned address.

Interrogation jitter and random addresses

The interrogations generated by the airborne unit do not follow one another at equal 20-ms intervals but are subjected to a defined amount of random jitter (± 2 ms peak). In fact the interval between one interrogation and the next is independent of the previous interval and is selected from 16 possible values. This prevents accidental synchronism with repetitive interference originating either within the system or from other sources.

The random-number generator which controls the interrogation rate is shown in fig. 8. The 4-bit random

![Fig. 7. Graph of reply efficiency W as a function of the number of interrogating aircraft GA.](image-url)
restriction of 3 MHz sets a limit to the minimum width of the pulses used for encoding the data. For these reasons a bit period of about 1 μs was selected for the system. The actual bit rate (1.01125 Mbits/s) is an outcome of the choice of range-measuring unit (0.005 n miles or 9.26 m): for convenience the bit-clock frequency is derived by dividing the range-measuring-clock frequency by 16.

General arrangement of format

Each 'one' is encoded by a pulse occupying the whole bit period (non-return-to-zero format). It can be seen from Table I that the message begins with a marker pulse which is three bits (about 3 ps) long. In the guidance channel the subsequent 'one' of the channel address extends the marker pulse to four bits so that the interrogation word provides a pulse of adequate duration for the interferometer to process. Another function of the marker pulse is to provide information to the receiver video-processing circuits to enable the

Table I. Format of 60-bit message. Applies to A-channel reply (YA), B-channel interrogation (Jo), and B-channel reply (Yn).

<table>
<thead>
<tr>
<th>Sequential bit number</th>
<th>No. of bits</th>
<th>Function</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td>3</td>
<td>marker pulse</td>
<td>'111', extended by bit 4 in A channel</td>
</tr>
<tr>
<td>4-5</td>
<td>2</td>
<td>channel address</td>
<td>'10' = A channel, '01' = B channel</td>
</tr>
<tr>
<td>6-15</td>
<td>10</td>
<td>air address</td>
<td>Y_A: elevation data</td>
</tr>
<tr>
<td>16-25</td>
<td>10</td>
<td>10-bit data word</td>
<td>J_B, Y_B: auxiliary message</td>
</tr>
<tr>
<td>26-40</td>
<td>15</td>
<td>15-bit data word</td>
<td>Y_A: azimuth and flags J_B: range</td>
</tr>
<tr>
<td>41-43</td>
<td>3</td>
<td>column-parity bits</td>
<td>Y_A: auxiliary message cover 15 most significant bits, 20-34 associated with 26-40</td>
</tr>
<tr>
<td>44-46</td>
<td>2</td>
<td>row-parity bits</td>
<td>'10' = 26-40 valid associated with 16-25</td>
</tr>
<tr>
<td>47-48</td>
<td>2</td>
<td>row-parity bits</td>
<td>'10' = 16-25 valid</td>
</tr>
<tr>
<td>49-50</td>
<td>2</td>
<td>procedure code</td>
<td>'10' = B-channel call-up in Y_A</td>
</tr>
<tr>
<td>51-52</td>
<td>2</td>
<td></td>
<td>53-54</td>
</tr>
<tr>
<td>55-60</td>
<td>6</td>
<td>ground address</td>
<td>59-60 are '00' in current systems</td>
</tr>
</tbody>
</table>

Fig. 8. Random-number generator. This circuit triggers interrogations at a mean interval of 20 ms with a random jitter of up to ± 2 ms. It also provides random aircraft addresses. The multivibrator circuit MV sets the interval between interrogations. The pulse widths are controlled by the states of two two-bit counters C. The counters are activated alternately by the 16-MHz clock. The clock is gated randomly by noise originating in a diode D. The counters generate the random air address at the terminals RAA. A gate level G is used to hold the random address RAA during the reply-checking period which follows an interrogation.

Table 1. Format of 60-bit message. Applies to A-channel reply (YA), B-channel interrogation (Jo), and B-channel reply (Yn). The A-channel interrogation word (JA) has only 25 bits of which the first 15 follow the sequence given in this table. Bit rate: 1.01125 megabits per second.

The use of amplitude modulation on the radio-frequency carrier has a bearing on the characteristics and distribution of the check bits. Check bits at logic one are required in order to detect possible data-corruption by fading. But pulse interference is much more likely to falsify message bits at logic zero. It therefore follows that an adequate number of check bits in each state must be provided. The 25 bits of data are sent in complementary form (meaning that '0' is sent as '1' and '1' is sent as '0'); this is done in order to reduce the error-to-signal ratio caused by pulse interference when the value of the encoded variable is small.

Clock pulses have to be generated for the purpose of shifting and sampling the digital messages as they are received. Synchronization is controlled by the leading edge of the marker pulse; as the displacement of this edge (due to noise or interference) approaches a value of about 0.5 μs the resultant loss of synchronization will prevent validation and cause rejection of the incoming word.
Validation conditions and parity bits

Validation is the process of checking digital addresses against preset patterns and verifying that the redundant bits obey predetermined rules. The redundancy in the MADGE messages is based on parity codes. Channel-switching commands, and certain other single-bit message elements demanding high integrity, are sent as complementary pairs. In a complementary pair '0' is sent as '01' and '1' is sent as '10'. This may be interpreted as a parity grouping comprising one data bit and one parity bit. The other parity groups comprise five data bits and one parity bit. Both these parity groupings contain an odd-parity bit and an odd number of data bits. The advantage of this arrangement is that a total fade (giving a sequence of 'zeros') and continuous-wave interference (giving a sequence of 'ones') are detected as erroneous states and rejected.

The central data section of the 60-bit word consists of 25 bits of data, of which 15 bits are protected by two-coordinate parity. This arrangement is explained by reference to fig. 9. The data bits are assigned to various positions in a 5 x 5 matrix. The five rows form parity groups in association with the parity bits on the left (44, 45, etc., see Table I). Three of the columns, which contain all the more significant bits, form three additional parity groups associated with parity bits 41, 42, and 43.

It has been shown that codes using a two-coordinate parity check are well protected against noise occurring in random patterns [2]. In the MADGE data channels errors due to receiver noise are randomly distributed and affect single bits, but an interfering pulse may falsify an even number of adjacent spaces in the message. Under pulse interference a message format in which the parity groups follow each other sequentially would thus have poor error-detection characteristics. This defect is prevented in the MADGE format by breaking up and interlacing the parity groups in the transmission sequence corresponding to the pattern shown in fig. 9. The probability of detecting bursts of up to 14 consecutive errors is 1 for the azimuth word and 0.985 for the elevation word.

Acquisition of range data in the interrogator depends on the validation of the marker pulse, air and ground addresses, four complementary pairs and the three 6-bit column parity groups. For azimuth and elevation data the appropriate row-parity conditions are added to the range-validation criteria, thus providing a two-coordinate check on all except the least-significant data bits. The reply efficiencies for range, azimuth and elevation data are monitored separately.

Probability of validation

The probability of validation of a reply depends on the rate at which single-bit errors occur. It can be shown by an analysis of the parity-checking system adopted here (see Appendix II) that the validation conditions imposed for azimuth data imply a bit-error probability of 3.45% when the probability of validation \( V \) is 16%. This value of \( V \) represents a mean data-refreshment rate of eight per second: if the valid-reply rate becomes lower than this figure, the aircraft receives no angle guidance but range data may still be available.

The probability of bit errors varies with the signal-to-noise ratio. It is influenced by the detection-threshold control system (CFAR system) following the intermediate-frequency detector. These effects are analysed in Appendix III and the results are presented in fig. 10: this gives the probability of validation as a function of signal-to-noise ratio. There are different curves for messages having different validation conditions.

Undetected errors

When validated, a reply may nevertheless contain occasional errors if the system is working near the limit of sensitivity. These undetected errors result in noise at the data outputs of a receiving terminal. Such noise depends on the rate at which validated words are accepted. It is greater at a lower validation rate, because every error lasts as long as the interval between one validation and the next. For this reason the lower limit of eight per second is set for the angle-data validation rate below which the data is cancelled even if it is valid.

A computation of the probability of accepting one or more errors per validation is given in Appendix IV.
When applied to the nine most significant azimuth bits, it gives the probability of accepting one or more errors per validation as less than $4 \times 10^{-3}$ when the bit-error probability is at its worst value of 3.45%. Under these conditions the validation rate is eight per second; the mean time between accepted errors is therefore about half a minute.

**Analog processing and flag control**

We shall now consider various analog circuits whose function is to make the output data compatible with the needs of instruments and pilots. The electrically operated warning tabs or flags with which aircraft instruments are fitted are de-energized and come into view when the data becomes invalid or unreliable. Separate flag outputs are provided for azimuth (approach and overshoot), elevation, range and velocity data. Additional two-state outputs of a similar kind provide information such as the availability of ground units for guidance service and a warning to the pilot that the elevation angle is too low.

The flag-control circuits consist of analog integrators which measure the duty cycle of a composite digital function. The integrator output is arranged to operate a trigger circuit with sufficient backlash to avoid flutter or ambiguity. The fault-flag integrators measure the reply efficiency for the data concerned. Normally the time delay between the failure of a signal and the appearance of a fault flag is not more than one second; in the case of the range flag, however, a short additional delay is generated in order to allow time to switch to the alternative antenna.

![Graph showing probability of validation V as a function of signal-to-noise ratio S/N. The curve J_A gives the probability of validation of the guidance interrogation at the transponder, Y_f and Y_p give respectively the validation probabilities for range and azimuth-angle data at the interrogator. The plateau is caused by the CFAR control. In order to acquire azimuthal guidance a validated-reply rate of 15 per second or a validation probability of 30% is required.](image)

**Smoothing and rate-limiting**

Since a higher noise builds up in the analog circuits as the data-refreshment rate becomes lower, a limit is set by cancelling the data when the rate is too low. In order to accept as low a rate as possible, noise is reduced in the analog circuits for range and angle data by means of an integrating capacitor. Its time constant (150 ms) may be augmented by additional lags in the read-out instruments. The analog noise resulting from undetected errors contains components of very low frequency, which are stored in the integrating capacitor. The additional lags in the read-out instruments do not help in suppressing these components.

In the case of the angle-processing circuits the undetected errors may produce full-scale excursions at the digital-to-analog interface. These errors are held at the interface until another reply is validated. Even when the validation rate is at its maximum value of 50 per second, the resulting excursions at the analog output would be unacceptable if reliance were placed on the time constant $\tau$ of 150 ms alone. For this reason the angle-processing circuits include rate-of-change limiters that restrict the rate at which the integrating capacitor can charge. The limit adopted is 50% of full-scale voltage per second: this may be written as $V_m/\tau_m$ where $V_m$ is the full-scale voltage and $\tau_m$ is 2 seconds. The effect of the time constant $\tau$ by itself is to multiply the digital noise by the reducing factor $1/\sqrt{2F\tau}$, where the product of the validation probability $V$ and the interrogation rate $F$ gives the data-refreshment rate. A rate limit of $V_m/\tau_m$ volts per second multiplies noise of amplitude $V_m$ by the additional reducing factor $\tau/\tau_m$. Noise voltages at the integrator input are thus in general limited to $V_m\tau/\tau_m$.

The sensitivity of the guidance outputs can be adjusted to suit the aircraft type. In the case of azimuth guidance, angle errors are greatest at a low sensitivity, corresponding to $10^\circ$ full-scale. When the validation rate has dropped to its minimum value (eight per second) the noise due to transmission errors has an r.m.s. value of 0.026°. The largest component of this noise is due to highly weighted single-bit errors accepted by the cross-linked portion of the parity array.

The mean amplitude of these rare transients at the analog output is 0.5° when the validation rate is eight per second: their decay time constant is 150 ms. With a typical external time constant of 300 ms, the peak amplitude is reduced to less than 0.2° at the guidance instrument. A momentary decrease of the validation rate below eight per second will trip the flag trigger before these transients can increase substantially.

---

A simple rate-of-change limiter is shown in fig. 11. This circuit is used for the azimuth data, because the peak digitization noise generates voltage ramps here which are not steeper than the rate-of-change limit. In the case of the elevation guidance output this condition is not met. The elevation rate limiter is actuated by any excursion of the signal amplitude which exceeds the expected maximum.

'Beam-softening'

At short distances the pilot prefers the deviation from the flight path to be presented to him in metres instead of degrees. This is achieved by the procedure known as 'beam-softening'. Before display the angular differences $\theta - \theta_0$ and $\beta - \beta_0$ are multiplied by a factor which is a constant $k$ at ranges above a certain value $r_0$ and linearly proportional to range below $r_0$. For example, the azimuth-guidance output $A_o$ is given by:

$$A_o = k(\theta - \theta_0) \quad \text{for } r \geq r_0,$$

$$A_o = \frac{kr}{r_0} (\beta - \beta_0) \quad \text{for } r < r_0,$$

where $r_0$ is set at 0.99 n miles (1.833 km). When $k$ is chosen so that the full-scale deflection at long range is equivalent to a 5° angular displacement, at range $r_0$ it is equivalent to a displacement of 5° or 160 m; below $r_0$ it is interpreted as 160 m. This multiplying process is achieved by means of a digital-to-analog converter which uses an analog voltage derived from the range digits as a reference.

When the reply message indicates that the aircraft is within the overshoot sector the sensitivity factor $k$ is automatically halved in order to coarsen the sensitivity of the guidance outputs: this is done to make it easier for the pilot to pick up the missed-approach flight path. At the same time the sign for both azimuth outputs is reversed in order to preserve the correct convention for left and right indication.

Range and velocity measurement

Range is derived by the aircraft from measurements of the time lapse between the end of the interrogation and the arrival of the reply. As stated in the description of the data-link functions, the time lapse is measured by means of a range clock operating at a frequency of 16.1800 MHz, one count being equivalent to a distance of 0.005 n miles (9.26 m).

As long as the proportion of validated replies remains below 22% (11 per second) the aircraft system operates in the search mode. The timing sequence of the range-measuring system in this mode is shown in fig. 12. At a precisely timed moment $t_0$ near the end of each interrogation word $J$ the interrogator starts a fixed count $D_1$, which lasts approximately as long as the duration of the reply word $Y$. The range-measuring counter is started at the termination of $D_1$. It is stopped as soon as a reply received from the transponder has been validated; this takes place at an instant $t_v$ near the end of the reply word. The range count $R_1$ then gives the range measured.

During the search mode it is important that time should not be wasted in processing interference. The first 15 bits of the message are therefore checked serially on receipt, and as soon as an error is detected the logic becomes free to process another train of pulses. In practice this means that even in dense-traffic conditions range is normally acquired within a fraction of a second.

As long as the reply efficiency stays below 22% the range count is ignored. When, however, it reaches this value the range count is transferred to the range store. The range fault flag then withdraws and the system adopts the tracking-gate mode which is illustrated in fig. 12b. In this mode range signals are available so long as the data-refreshment rate exceeds a mean value of 4.5 per second.

The stored range value indicates the time after the interrogation at which the reply may be expected. The tracking gate is arranged to open at 16 range-clock intervals (about 1 µs) in advance of the expected time of arrival of the reply and it closes about 2 µs after it. In this way a 3-µs window is provided for the leading edge of the reply word: this edge is used as a time reference for bit-clock synchronization and range measurement. At an approach speed of 1000 km/hour the 1-µs margin in advance allows 22 successive failures to validate, or 'misses', before reversion to the search mode becomes necessary.
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It is shown in fig. 12b that in the tracking-gate mode the fixed count \( D \) and the range count \( R \) occur in reversed order. The range count is started at \( t_0 \) and is stopped after the first bit of the marker pulse has been checked. Its value is then \( R_2 \), which is 32 range-clock units (2 \( \mu \)s) too great, first because the transponder introduces a 1-\( \mu \)s delay before replying to an interrogation, and, secondly, because the first bit of the reply word has been included in the range count. These 32 range-clock units are subsequently subtracted from \( R_2 \) before storing the range count.

When the range-clock count has reached a value equal to the stored value \( R_s \) obtained from the preceding validation, the tracking gate opens. Because of the 1-\( \mu \)s delay at the transponder this will be 1 \( \mu \)s ahead of the next arrival, discounting any small change in the range value due to the motion of the aircraft.

Both modes of operation use the same reference time, \( t_0 \); the relationship between \( t_0 \) and the trailing edge of the interrogation word may be finely adjusted so as to cancel timing errors due to circuit propagation delays.

Errors in the range measurement occur for a number of different reasons. One is the finite rise-time of the pulse whose leading edge serves as a time reference. Others are multipath propagation and thermal noise, which both distort the leading edge. Additional sources of error arise in the processing circuits.

Errors may be classified as bias or noise. Bias errors are those which may be treated as invariant over a period of about 15 minutes. Noise may be subdivided into drift and jitter components. Drift noise consists of variations in the band 0.001-2 Hz, which are too slow to be affected by analog filtering, or by digital averaging of 10 successive samples. Jitter components involve random changes occurring at the validation rate.

**Pulse rise-time effects**

The leading edge of the marker pulse is used as a timing reference for range measurement because all subsequent pulse edges are subject to possible distortion by multipath reflections originating from earlier parts of the message. The shape of this reference edge at the input to the video comparator is governed by the pulse response of the tuned intermediate-frequency amplifier and post-detector filter.

At the comparator the leading edge of the marker pulse is compared with a threshold level. The moment at which the edge crosses the threshold is accepted as the arrival time of the pulse. The time delay from the start of the pulse to the threshold-crossing point is a function of the signal strength (see fig. 13a), and, consequently, of the range. This may also be visualized in terms of a fixed pulse shape which is intersected by the threshold at a level proportional to the range of the signal (fig. 13b).

Obviously the range errors introduced by the different time delays depend on the shape of the pulse edge, and on its rise time as determined by the filter characteristics in the receiver. The rise time \( t_r \) of a filter is defined as the time delay between the 10% and 90% levels in response to a unit step (fig. 13b).
Weak signals cross the threshold in the part of the rise-time characteristic which is approximately linear and has a slope defined by $t_r$. For strong signals the threshold is located below the 10% level so that it becomes necessary to consider the form of the curvilinear foot of the characteristic. For both the logarithmic and linear amplifiers it has been found that the logarithm of the delay is proportional to the signal strength in decibels. This relationship holds over a range of signal strengths extending from the weakest signal capable of being validated to a level about 55 dB higher.

Propagation errors and thermal noise

Signals are normally subject to fading caused by various factors such as meteorological conditions, ground reflections and aircraft movements like pitch and bank. Certain conditions may also produce reinforcement of the signal. Since fig. 14 is plotted with a logarithmic range scale the resultant changes of the range reading $\delta r$ can be read off the curve by noting

A relationship between the range $r$ and the range error $\delta r$ can be obtained from empirical data:

$$\delta r = D(r/R)^\alpha,$$

where

$$D = (ci/\alpha)(1 - 5^{-\alpha}).$$

Here $D$ is defined as the range error for a signal that crosses the threshold at half the pulse height and $R$ is the range for this condition; it is derived from typical power-budget figures. $c$ is the velocity of light and $\alpha$ is a constant which depends on the filter characteristics; it has a value of 0.39 in the interrogator and 0.425 in the transponder.

The total range-measuring error is the sum of the contributions of the down-link and the up-link. Fig. 14 shows the composite error curve. The error figures have been normalized for calibration adjustment at a range of 100 metres. (The up-link contribution includes the effect of a swept threshold control in the airborne receiver. This reduces the sensitivity at the timing edge in the period immediately following the end of each
that a 6-dB fade is equivalent to doubling the range. For the purpose of specifying accuracy it is normal to assume that the system must handle fades of up to 10 dB in normal flight.

Pulse distortion due to multipath reflections is highly variable in nature and may cause periodical misses, or, in relatively rare circumstances, extended dropouts due to message corruption. As a source of range-measuring errors, however, such distortion is less serious since the detection threshold for acceptable signals is always less than 60% of the pulse amplitude. This means that only the lower portion of the leading edge is used for timing valid signals and this is practically immune from severe distortion.

However, the rate at which the edge rises is affected by multipath components arriving with a delay which is very small compared with $t_r$ [3]. These components, which we shall call 'zero-delay echoes' are in fact the principal source of range errors arising from multipath transmission. They may either reinforce or attenuate the leading-edge build-up by a factor which depends on the relative strength of echo and signal. In typical circumstances relative motion and random variations at reflecting surfaces cause the echoes to vary in phase between one interrogation and the next. In this case range noise is generated at the validation frequency. For zero-delay echoes that are 6 dB lower than the signal the resultant noise (before averaging) is equivalent to signal fluctuations having an r.m.s. value of about 3 dB. The mean error or bias in these circumstances is a reinforcement effect of 1 dB, equivalent to a small decrease of range. The resulting range error may be read from fig. 14.

When a reflecting object is much closer to the flight path (or its extension) than 1/20 of the range, the phase of the echo may be relatively static. In this case a zero-delay echo at a level of -6 dB could generate a bias error corresponding to signal-strength limits of +3.5 and -6 dB.

Range noise is also generated by random or thermal noise in the receiver circuits. The magnitude of the effect is governed by the noise-voltage to threshold-voltage ratio at the video comparator, and this in turn depends on the controlled false-alarm rate. In our transposed model of the edge-detection process (fig. 13b) the thermal noise produces fluctuations of the height of the threshold-crossing point above the baseline of a standard pulse. The corresponding changes in the nominal value of the range can be introduced on the abscissa of the error curve in fig. 14 to find the fluctuations of the range error. The noise-voltage to threshold-voltage ratio is 0.43 when the probability of a false alarm has its nominal value of 1% as determined by the CFAR system, so that thermal noise generates range errors corresponding to signal-strength fluctuations of about 4 dB at the validation frequency.

**Additional range errors**

Apart from the errors due to propagation and thermal noise, bias errors and digitization noise are generated by the timing circuits at both ends of the link. Minor additions are the calibration error of the range-clock oscillator and a bias error arising from cable delays depending on the arrangement of the equipment. Digitization noise is a jitter effect due to the timing uncertainty ($\pm$ 31 ns) in the synchronization process at the receivers; in the two-way path it has a total value of 3.8 metres r.m.s. before averaging.

The bias errors have an unpredictable, random value. They may be characterized by their 'two-sigma value'; if a normal distribution is assumed, 95 per cent of the values lie between the limits $-2\sigma$ and $+2\sigma$, where $\sigma$ is the standard deviation of the distribution. The two-sigma value of the error in the timing circuits is estimated as 5 metres, including a drift component of 1.5 metres.

The analog range output is subject to additional zero and calibration errors plus a velocity-dependent noise component due to nonlinearity of the digital-to-analog converter. The two-sigma value of these errors does not exceed 20 metres plus 0.5 m/km at all operating temperatures, with an increment of 30 metres at ranges above 2 n miles (3.7 km).

Two-sigma values of the total range error resulting from the various components are summarized in Table II. The values are based on long-term sampling with $\pm$ 3 dB of multipath noise and a 20% probability of 10-dB fades.

**Velocity measurement**

Differentiation of the analog range signal with respect to time is used to obtain the velocity of the aircraft. For a satisfactory accuracy it is necessary to have close tolerances even in the least-significant bit values of the range digital-to-analog converter. This is because inaccuracies in the bit values generate velocity noise.

Table II. Summary of range errors. Totals represent 95% probability limits over operating-temperature range.

<table>
<thead>
<tr>
<th>Range (km)</th>
<th>Digital (metres)</th>
<th>Analog (metres)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bias</td>
<td>noise</td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>30</td>
<td>37</td>
<td>15</td>
</tr>
<tr>
<td>50</td>
<td>42</td>
<td>16</td>
</tr>
</tbody>
</table>

which is proportional to the fractional errors and independent of the weights of the bits. Bits of a lesser weight change at a proportionally higher rate so that the time derivative is the same for bits of different weights.

A simplified circuit of the range differentiator is shown in fig. 15. This is basically a conventional analog differentiator with preamplification. There is a digitally controlled back-off system, which subtracts from the analog range voltage a large fraction derived from the five most-significant range bits (of weight from 1 n mile to 16 n miles). By subtracting this slowly varying fraction which is of no use for the determination of the velocity, a more efficient use is made of the linear voltage range of the preamplifier and more preamplification can be applied.

The noise in the velocity output is about 2.5 knots r.m.s. at 5 n miles and 7.5 knots at 15 n miles. In order to supplement the 150-ms time constant in the range analog amplifier, the velocity circuit incorporates a second-order lowpass filter. The digital noise translates into voltage steps; it is therefore desirable that the filter should have a fast settling time without overshoot. The Bessel transfer function provides these features with the added advantage of a constant time delay in the pass-band. An active Bessel-filter circuit is employed, which is shown in fig. 16.

The back-off digits are coupled to the back-off voltage by way of a digital backlash system. This is necessary because random fluctuations of the least-significant range bit would otherwise generate instability of the voltage, due to carries, when the total weight of the bits that are suppressed in generating the back-off voltage approaches 1 n mile.

The necessity for preamplification may be explained in the following way. Analog differentiation of a voltage $V$ requires the measurement of a charging current $I$ such that $I = CdV/dt$, where $C$ is the differentiating capacitance. The full-scale value of the velocity output is ± 200 knots (1 knot = 1 n mile/hour). The voltage available from the range-measuring system has a full-scale value of 10 V (for 30 n miles) and at 1 knot it is changing at a rate of about 93 μV/s. Space limitations make it necessary to restrict the size of the capacitor $C$;

if $C$ is 1 μF the charging current corresponding to 1 knot is 306 pA when no preamplification is used. Operational amplifiers are available for measuring currents as low as this but the limiting factor is the leakage (over the working temperature range) of available capacitors of suitable size, even with the best dielectric available. The leakage current introduces a range-dependent velocity error. The automatic back-off system divides such errors by the voltage gain of the preamplifier; it multiplies the charging current $I$ by the same factor, so that the leakage and drift requirements become much less stringent.

The MADGE data link has built-in flexibility. In its present form two different functions (guidance and two-way digital communication) are provided by time-division multiplexing. The principle could be extended. For instance, a long-range navigation facility can be provided simultaneously with the short-range guidance
role by associating the transponder with an additional rotating antenna; in this case azimuth data for navigation purposes is provided by a shaft encoder.

In the basic system as described the flight path of each aircraft is under the control of the pilot. In fact the logic hardware of the data link already provides for an alternative guidance mode in which flight-path deviation data is determined by a computer at the ground station. In this mode of operation it is possible to control complex traffic patterns, with individual nonlinear tracks allocated to each aircraft that enters the system; the flight paths could be continuously modified to suit the total traffic situation at any time. This ground-controlled mode retains the procedural advantages of random access from air to ground and it is again possible to provide simultaneous control for as many as 200 aircraft.

Appendix I. Traffic analysis

Symbols:

\( A \) number of aircraft per ground transponder
\( F \) interrogation rate per aircraft (50 per second)
\( f \) rate of interfering interrogations
\( G \) number of transponders using the same frequency pair
\( h \) ground dispersion factor, \( 0 < h < 1 \)
\( J \) width of A-channel interrogation word (24.7 \( \mu \)s)
\( k \) fraction
\( U \) transponded replies per interrogation
\( W \) uncorrupted replies received per interrogation
\( Y \) width of A-channel reply word (59.3 \( \mu \)s)

Ground response efficiency

Two radio frequencies are assumed: one for all down-links and another for all up-links.

An interrogation arriving at the transponder will generate no ground reply either when the transponder is replying to another aircraft or when the transponder is processing an interrogation from another aircraft. The fraction of interrogations whose leading edges are overlapped by the reply dead time is

\[ k_1 = (A - 1)UFY. \]  

(1)

The interfering interrogation rate is

\[ f = (AG - 1)F. \]  

(2)

The transponder is organized so that any interrogation can generate a processing dead time \( J \) unless it is completely masked by a reply dead time \( Y \); the proportion thus masked is

\[ k_2 = f_2J = fJ(1 - (A - 1)UFY - fY). \]  

(3)

The probability \( p_1 \) that the leading edge of an interrogation is free for processing is then

\[ p_1 = 1 - k_1 - k_2. \]  

(4)

The probability \( p_2 \) that an interrogation is not overlapped by a later interrogation is approximated by Poisson statistics, because the mean number of signals during \( J \) is small compared with a possible maximum of \((AG - 1)\). Whence

\[ p_2 = \exp(-fJ). \]  

(5)

Since \( U = p_1p_2 \) it follows that

\[ p_1 = U \exp(fJ). \]  

(6)

Combining eqs. (4) and (6) gives:

\[ U = (1 - fJ)(\exp(fJ) + (A - 1)F(Y - fJY + fY)). \]  

(7)

where \( f = (AG - 1)F. \)

Air reply efficiency

Other ground stations may produce reply crosstalk, in which case the reply efficiency is \( W < U; \) \( W \) is the system-traffic component of the reply efficiency \( V \) in the aircraft.

The interfering reply rate is

\[ f_2 = A(G - 1)UF. \]  

(8)

When there is only one ground station \((G = 1)\), then \( f_2 = 0 \) and \( W = U \). In the general case when \( G > 1 \) reply crosstalk at the aircraft receiver is partially inhibited by overlapping of the corresponding interrogations at an interfering transponder. The vulnerable periods, which precede and follow the leading edge of a reply in the aircraft, each have the value

\[ Y_2 = Y - J + hJ, \]  

(9)

where the ground dispersion factor \( h \) is zero when the inter-
foring transponder is less than 4.8 km from the home transponder, and reaches a value of unity \((Y_s = Y)\) when the spacing is 11.8 km or greater. Applying Poisson statistics, as in eq. (5), gives

\[ W = U \exp (-f_s \cdot 2Y_s). \]

Substituting from eqs. (8) and (9) we get:

\[ W = U \exp (-A(G - 1) \cdot UF \cdot 2(Y - J + hJ)). \]  

A graph of \( W \) versus \( GA \) is presented in fig. 7.

Appendix II. Validation and bit-error probability

Symbols:

- \( V \) probability of accepting an incoming message
- \( q \) probability of error for each bit checked

The probability of validating \( m \) invariant bits (such as address bits) is \((1 - q)^m \) where \( m \) is defined as the confidence index for the set of bits.

Single-coordinate parity groups

Let \( n \) be the number of bits in a parity group (including one parity bit); \( p = 1 - q; s = \mu - q = 1 - 2q \). The probability that \( r \) bits will be in error in the group of \( n \) bits is

\[ n! \prod_{r=n-r}^0 (1-q)^q p^r. \]

Only odd numbers of errors break the parity code and are therefore detected; these correspond to the negative terms in the expansion of \((p - q)^n\). Since \((p + q)^n = 1\) it may be deduced that for the group of \( n \) bits the probability of acceptance is

\[ A(n) = \frac{1}{2} + \frac{1}{2}q^n, \]  

and the probability of rejection is

\[ R(n) = \frac{1}{2} - \frac{1}{2}q^n. \]  

The probability that one particular bit is in error in any word accepted is given by:

\[ Q(n,1) = q \left( \frac{1}{n} + \frac{s^{n-1}}{s^{n-2}} + q \right). \]  

From eq. (13) it follows that the bit-error improvement factor due to the parity check is about \(1/(n - 1)q\) when \( nq \ll 1 \).

The confidence index for the \( n \)-bit group is a function \( \phi \) such that \((1 - q)^n = A(n)\), see eq. (11). When \( nq \ll 1/3 \) this gives the approximate relation

\[ \phi = n - \frac{1}{2}n(n - 1)q. \]  

Validation of complete message

When parity checking is applied along \( x \) columns and \( y \) rows (as shown in fig. 9) the error rate in the matrix of cross-linked rows and columns is very small, so that the doubly checked bits may be taken as a set of \( xy \) invariant bits. The total confidence index for the message is defined as

\[ M = a - b \log n + xy + 

where the \( \phi \) are obtained from eq. (14) using, in each case, a value of \( n \) which excludes any doubly checked bits in the group. \( a \) and \( b \) are constants which characterize the validation conditions. Hence the probability of validating a complete message is

\[ V = (1 - q)^{n(n - 1)}q^n. \]  

Bit-error probability as a function of \( V \)

The inverse function of eq. (16) is obtained by an approximation which is valid when \( q \ll 1 \). If \( M = a \), \( q = 1/(a \log(1/V)) + \delta \), \( \delta = \gamma \); then for \( M = a - b \log n \) we obtain

\[ q = 2/[(1 + \sqrt{1 - 4b^2})\log(1/V)]. \]  

For azimuth data \( M = 53 - 22q \); if \( V = 16\% \), eq. (17) gives \( q = 3.45\% \).

Appendix III. Validation and signal-to-noise ratio

Symbols:

- \( N \) r.m.s. value of noise voltage
- \( S \) r.m.s. value of signal voltage
- \( T \) threshold voltage

Under weak-signal conditions the probability \( q_o \) of an error on a true logic-zero is determined by the controlled-false-alarm rate \( f \) and is

\[ q_o = f/B, \]  

where \( B \) is the bandwidth defined by the intermediate-frequency amplifier and post-detector filter. The probability \( q_1 \) of an error on a true logic-one depends on the signal amplitude. The mean bit-error probability is taken as

\[ q = \frac{1}{2}(q_o + q_1) \]  

on the assumption that zeros and ones are equally distributed in the message. We define \( x_o = T/N \) and \( x_1 = (S - T)/N \). Assuming Gaussian statistics we obtain the following relations for determining \( q \) in conjunction with eqs. (18) and (19):

\[ x_o = G^{-1}(q_o), \]  

\[ q_1 = G(x_1) = G(S/N - x_0), \]  

where \( G(x_1) = \frac{1}{2} - \frac{1}{2} \text{Erf}(x_1/2) \) and \( G^{-1}(q) \) is the inverse Gaussian function, so that \( G(x_o) = q_o \).

Threshold-raising

When the signal voltage \( S \) reaches a critical value \( S_1 \) the control system raises the threshold, thus reducing \( q_o \). In the general case the bit-error probabilities are given by the following relations:

\[ x_o = G^{-1}(f/B), \]  

\[ q_1 = G(x_1 + \frac{1}{2}(S - S_1)/N), \]  

\[ q_1 = G(S/N - x_o - \frac{1}{2}(S - S_1)/N), \]  

where the terms in \( S - S_1 \) are taken as zero when \( S < S_1 \).

If the bit-error probabilities are derived in this way as a function of the signal-to-noise ratio, the probability \( V \) of validation can be calculated from (16). \( V \) is shown as a function of \( S/N \) in fig. 10.

Appendix IV. Undetected errors and data noise

One-coordinate parity

Eq. (13) in Appendix II gives the probability of accepting an error in any particular bit of a parity group checked along one coordinate. In a group containing \((k - 1)\) data bits and one parity bit the noise variance is

\[ Q(k,1) = \sum_{i=1}^{k-1} w_i^2, \]  

where the \( w_i \) represent the weights of the data bits. Owing to saturation effects in analog processing circuits a parity group may contain a sub-group of data bits which are not additive. A generalized form of eq. (13) gives the probability of accepting one or more errors per validation within a sub-group \( r \) where \( 1 \leq r < k - 1 \):

\[ Q(k,r) = 1 - p^r(1 + s^r + s^{2r})/(1 + s^r). \]  

For \( r \) bits each with a non-additive weight of \( w \) the noise-variance contribution is

\[ Q(k,r)w^2, \]  

Two-coordinate parity

We now consider the undetected errors in an array of \( n \)-bit parity groups in which \( z^2 \) data bits are checked along two coordinates and \( z < n - 1 \). The square matrix \( z^2 \) is bounded by \( 2z \) partial parity groups of \( n - z \) bits each. The probability that
there will be no errors in the matrix $z^2$ is
\[ p^2 A(n - z), \]
where $p = 1 - q$ and $A(n - z)$ is the probability of accepting any one of the partial parity groups; see eq. (11) in Appendix II.

The probability of accepting exactly one error in the matrix is derived from the fact that there are $z^2$ equiprobable positions for an error and in each case two of the partial parity groups must contain an odd number of errors, which would normally result in rejection. The probability is
\[ z^2 p^2 (1 - q) R(n - z) A(n - z), \]
where $R(n - z)$ is the rejection probability given by eq. (12) in Appendix II.

We now define a function $E_1(n, z^2)$ as the probability of accepting exactly one error in the block $z^2$ expressed as a fraction of the probability of blocks devoid of errors; $n$ is the number of bits in each of the cross-linked parity groups. By division we get
\[ E_1(n, z^2) = z^2 t^2 n, \]
where $t = R(n - z) A(n - z)$ and $u = q/p$. The equivalent function for exactly two errors involves two classes of error pattern. Proceeding as before we get
\[ E_2(n, z^2) = z^2 (1 - r^2) (1 + \frac{r}{(n - 1)}), \]
where
\[ r = R(n - z) A(n - z). \]

The probability of accepting three errors or more is normally small enough to be neglected.

The probability of accepting one or more errors per validation in the matrix is
\[ \sum_{i=1}^{z^2} E_i / (1 + \sum_{i=1}^{z^2} E_i). \]

In practice $E_1 \ll 1$ and we may take the probability as $E_1 + E_2$. With $n = 6$ and $z = 3$ we have $E_1 + E_2 < 4 \times 10^{-3}$ when $q = 3.45\%$. Eqs. (23) and (25) give expressions for the noise contributions of the partial parity groups when $k$ is taken as $(n - z)$. For the square matrix the noise-variance contribution is
\[ E_1 n^2 + E_2 n^2, \]
where $n$ is the r.m.s. value of the bit weights and $n^2$ is the r.m.s. value of all two-bit combinations, with due allowance for saturation effects.

Summary. This second article about the MADGE aircraft-landing aid describes the digital data link between the landing site and the aircraft. The link is an air-initiated random-access system. It passes horizontal and vertical angular guidance information from ground-based interferometers to the aircraft. The airborne terminal converts this information into a form suitable for aircraft instrumentation; it also derives the slant distance to the landing site from the message go-and-return time and transmits this distance to the ground terminal. The ground terminal can output the aircraft's identity and three-dimensional position to a remote display.

Up to 200 aircraft may be served by one ground terminal. Messages are protected by address codes and two-coordinate parity. The airborne processing circuits include guidance rate limiters, 'beam-softening' and distance and velocity measurement.
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The double issue that brings this year's volume to a close is given over to the theme of 'Light', or more accurately, to research on incandescent and discharge lamps. Subjects such as light emitting diodes (LEDs) are therefore not included — even though Philips are active in that field — nor are applications. Neither — but with one important exception — do we include anything on the subject of phosphors, since these have been extensively treated in recent years.

In the incandescent lamp the main emphasis is on the problem of efficacy, which in fact is physically identical with the problem of lamp life. Our knowledge of the processes that determine the life of present-day incandescent lamps is now fairly complete. Although, in relation to the prevention of these processes, a halogen lamp with a net mass loss of zero for each element of filament is still a distant goal, we have gained further insight into the ways in which that goal might be attained. Recently, considerations quite unconnected with efficiency have prompted investigations into whether the carbon-filament lamp might perhaps have more to offer than it did 70 years ago.

Although the efficacy is also important in discharge lamps — more than ever in recent years — the most urgent problems with these lamps are to be found elsewhere. While gas discharges have a much higher efficacy than incandescent lamps, the colour rendering is not so good, and the low-pressure discharge lamps have the disadvantage of a lower luminance. Solutions to the problem of colour rendering are being sought both by developing lamps that radiate a 'better' spectrum with reasonable efficacy, and also from investigations to determine the minimum number of spectral lines necessary for good colour rendering. This work has led to some very surprising results, and in the meantime a new class of fluorescent lamps has been based on them.

Almost everything we have to say about incandescent lamps in this special issue is contained in a single three-part article. Discharge lamps and related studies, however, form the subject of a number of separate articles, some more concerned with the physical principles, others with the technology. The first of these separate articles is intended as a survey of the field, and includes a table listing the types, characteristics and applications of modern discharge lamps.
The tower of Berne Cathedral, illuminated by conventional incandescent lamps (pressed glass, 150 W) and halogen lamps (quartz glass, 2000 W).
Research on incandescent lamps

I. Survey

Since Edison made the first incandescent lamp in 1879, with a carbon filament, the principle of the incandescent lamp has not changed very much. The principle is still to pass an electric current through a solid body so as to heat it to such a high temperature that at least some of its radiation is emitted in the visible part of the spectrum. The major improvements since then have been the replacement of carbon by tungsten, the use of an inert-gas filling — previously the bulb was evacuated — the coiling of the filament and finally the addition of halogens.

The great advantage of tungsten compared with other filament materials is that its vapour pressure is low, so that loss of the filament material by evaporation is slow. Other advantages are its selective emissivity and its great strength at elevated temperatures. Most subsequent improvements have also aimed at reducing the rate of evaporation. The inert gas does this by inhibiting the transport of tungsten. The principal feature of modern iodine and bromine lamps is that the bulb is made clear, which allows smaller bulbs to be used. This in turn makes it possible to use a higher inert-gas pressure, which further reduces the rate of tungsten evaporation.

The evaporation rate of the filament material has received so much attention because it is vitally important to the life and luminous efficacy of most lamps. The higher the temperature of the filament the more efficient is the energy conversion, but the greater the rate at which the filament evaporates, resulting in a shorter life. In a type of lamp whose life is completely determined by vapour transport of tungsten, the life varies in a way determined by the temperature dependence of the vapour pressure of tungsten. This implies, for example, that a 70% increase in efficacy, achieved by raising the filament temperature from 2800 to 3200 K, will shorten the life of such a lamp by a factor of about 100. An improvement of efficacy by raising the temperature is therefore only possible if ways of suppressing the adverse consequences of the temperature increase can be found. This calls for a thorough knowledge of the filament defects and transport mechanisms that govern the life of the lamp. In part II of this article a closer look will be taken at the transport problem in incandescent lamps and at the burn-out mechanism. If life is determined by the transport of tungsten in the vapour phase and by hot-spot development, a regenerative cycle based on chemical transport could prolong the life. The aim is then to prevent loss of mass from any part of the filament. This aim is not completely achieved in halogen lamps. Although the iodine or bromine cycle returns tungsten from the bulb to the filament, the hottest parts of the filament — where evaporation losses are greatest — do not in principle have any more tungsten returned to them than the cooler parts. In part III the possibilities of a truly regenerative cycle will be discussed. An example of prolonging the life of a lamp by processing the coiled filament to improve the temperature distribution along the coil is dealt with in a separate article in this issue [2].

So far we have only considered increasing the efficacy by raising the filament temperature while maintaining an acceptable life. Another way to increase efficacy is to improve the selective emissivity of the lamp. Efforts have been made in the past to find materials that have a better selective emissivity than tungsten, and a special study has been made of high-melting oxides. These selective radiators were not however a success, mainly because of two unwanted effects: thermal instability at high temperatures and the gradual decrease in selectivity with rising temperature [3]. The best way of improving efficacy by increasing the selectivity appears to be to use a filter that is transparent in the visible part of the spectrum but reflects the infrared radiation back to the filament. A filter of this type was successfully introduced some years ago to improve the efficacy of low-pressure sodium lamps [4]. In an incandescent lamp, however, the situation is rather more difficult because the desired part of the radiation spectrum is directly adjacent to the part to be reflected. This means that the optical properties of the filter must undergo a sharp change within a very narrow frequency range, which calls for a filter characteristic with steep sides [3].

Investigations into ways of improving the efficacy of incandescent lamps along the lines indicated above

---

2. J. Schroeder, this issue, p. 332.
5. See, for example, H. J. J. van Boort and R. Groth, Philips tech. Rev. 29, 17, 1968.
form a prominent part of incandescent-lamp research at Philips. This does not mean, however, that the results of the work are only to be evaluated in terms of the improvement in efficacy obtained. A better understanding of the burn-out mechanism may also lead to a smaller spread in lamp life, which is also an improvement of quality. The process by which a better temperature distribution along the filament is obtained not only results in a longer life but also in a higher light output with a better distribution. Improvement of the efficacy of incandescent lamps is therefore not just an end but also an incentive.

II. Transport and burn-out in incandescent lamps

E. Fischer, J. Fitzgerald, W. Lechner and W. Lems

The only way of increasing the efficacy of incandescent lamps — except by improving their selective emissivity — is to increase the filament temperature. Such an increase in temperature is however always accompanied by a decrease in life. This means that increasing the efficacy is mainly a problem of extending the life. An understanding of the defects and transport mechanisms that determine life is therefore necessary to ensure that the correct measures are taken.

The oldest model used in explaining the finite life of filaments is the hot-spot model, which was introduced in the early days of lamp research. A more comprehensive version of this model has been developed in our laboratories, and this has been compared with experiments on straight wires in vacuum and in lamps filled with an inert gas. The essential features of the hot-spot model will now be briefly recapitulated.

A hot spot is a small region of the filament where the temperature is higher because of a local inhomogeneity. The temperature difference $\Delta T$ between the spot and the rest of the filament increases with time, because tungsten evaporates from the hot spot at a faster rate. The final result of this process is that the lamp fails through localized melting or fracture of the filament. The essential features of the model are the existence of an initial inhomogeneity and tungsten transport by evaporation. (In the case of an inert-gas filling the transport rate is controlled by the rate of the tungsten diffusion through the inert gas.) The hot-spot model yields a relationship between the life of the lamp and the initial relative temperature difference $\Delta T/T$ of the hot spot.

Recent work on burn-out has supplemented the simplified model by taking quantities such as the spot length $L$ and the heat conduction along the wire into account. The causes of hot spots, and tungsten transport inside the coiled filament (such as turn-to-turn diffusion) are still being studied, and investigations are in progress of cases where there is reasonable ground for assuming that lamp life is determined by transport mechanisms other than evaporation. We shall make no attempt to present a balanced survey, let alone a complete account, of all that has been done in this field; that would be far beyond the scope of this article. We shall limit ourselves to a discussion of the causes of initial spots and of the tungsten transport through the inert gas. After a discussion of some recent observations on filamentary lamps, with particular attention to turn-to-turn diffusion and to effects caused by the observed development of crystal planes ('facets'), we shall close with an attempt to draw a few conclusions about the nature of the mechanisms that determine lamp life and the operating conditions under which they become important.

Causes of hot spots

The inhomogeneities usually considered as causes of initial spots are constrictions in the wire and variation in electrical resistivity, in emissivity or in filament geometry. Since the initial temperature difference $\Delta T$ of a spot is typically of the order of a few degrees Celsius, an accurate determination of the initial variations is hardly possible.

From the observation that filaments that were given an extra smooth finish had a greatly increased 'deadly weight loss' — i.e. the weight loss of the filament at the end of life — H. Hörster et al. have concluded that the life of the filaments they studied did not depend on a bulk property of the material. The correlation they observed between the temperature distribution along the wire after switching on and the original variations (measured along the length) in wire diameter led them to the conclusion that constrictions were the main cause of spots. Photography of a coiled fila-
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form a prominent part of incandescent-lamp research at Philips. This does not mean, however, that the results of the work are only to be evaluated in terms of the improvement in efficacy obtained. A better understanding of the burn-out mechanism may also lead to a smaller spread in lamp life, which is also an improvement of quality. The process by which a better temperature distribution along the filament is obtained not only results in a longer life but also in a higher light output with a better distribution. Improvement of the efficacy of incandescent lamps is therefore not just an end but also an incentive.

II. Transport and burn-out in incandescent lamps

E. Fischer, J. Fitzgerald, W. Lechner and W. Lems

The only way of increasing the efficacy of incandescent lamps — except by improving their selective emissivity — is to increase the filament temperature. Such an increase in temperature is however always accompanied by a decrease in life. This means that increasing the efficacy is mainly a problem of extending the life. An understanding of the defects and transport mechanisms that determine life is therefore necessary to ensure that the correct measures are taken.

The oldest model used in explaining the finite life of filaments is the hot-spot model, which was introduced in the early days of lamp research. A more comprehensive version of this model has been developed in our laboratories, and this has been compared with experiments on straight wires in vacuum and in lamps filled with an inert gas [11]. The essential features of the hot-spot model will now be briefly recapitulated.

A hot spot is a small region of the filament where the temperature is higher because of a local inhomogeneity. The temperature difference $\Delta T$ between the spot and the rest of the filament increases with time, because tungsten evaporates from the hot spot at a faster rate. The final result of this process is that the lamp fails through localized melting or fracture of the filament. The essential features of the model are the existence of an initial inhomogeneity and tungsten transport by evaporation. (In the case of an inert-gas filling the transport rate is controlled by the rate of the tungsten diffusion through the inert gas.) The hot-spot model yields a relationship between the life of the lamp and the initial relative temperature difference $\Delta T/T$ of the hot spot.

Recent work on burn-out has supplemented the simplified model by taking quantities such as the spot length [3] and the heat conduction along the wire into account [3]. The causes of hot spots, and tungsten transport inside the coiled filament (such as turn-to-turn diffusion) are now being studied, and investigations are in progress of cases where there is reasonable ground for assuming that lamp life is determined by transport mechanisms other than evaporation. We shall make no attempt to present a balanced survey, let alone a complete account, of all that has been done in this field; that would be far beyond the scope of this article. We shall limit ourselves to a discussion of the causes of initial spots and of the tungsten transport through the inert gas. After a discussion of some recent observations on coiled filaments, with particular attention to turn-to-turn diffusion and to effects caused by the observed development of crystal planes ('facets'), we shall close with an attempt to draw a few conclusions about the nature of the mechanisms that determine lamp life and the operating conditions under which they become important.

Causes of hot spots

The inhomogeneities usually considered as causes of initial spots are constrictions in the wire and variation in electrical resistivity, in emissivity or in filament geometry. Since the initial temperature difference $\Delta T$ of a spot is typically of the order of a few degrees Celsius, an accurate determination of the initial variations is hardly possible.

From the observation that filaments that were given an extra smooth finish had a greatly increased 'deadly weight loss' — i.e. the weight loss of the filament at the end of life — H. Hörster et al. [1] have concluded that the life of the filaments they studied did not depend on a bulk property of the material. The correlation that they observed between the temperature distribution along the wire after switching on and the original variations (measured along the length) in wire diameter led them to the conclusion that constrictions were the main cause of spots. Photography of a coiled fila-
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mental heated by a current pulse (flash testing) also indicated that constrictions are an important cause of initial spots \[41\]. Since constrictions not only increase the electrical resistance but also reduce heat capacity, flash testing is a sensitive method for the detection of variations in wire diameter.

However, the fact that wire constrictions have been shown to be the main cause of hot spots does not mean that other causes can be ruled out. Local variations in the pitch of the filament coil could be relevant, and inhomogeneous distribution of potassium-filled bubbles has recently been suggested as a possible source of local variation in the electrical resistivity. (Potassium is added to produce a wire with interlocking crystals, which does not sag.) It is not clear, however, whether such a distribution exists right from the beginning or whether the inhomogeneity develops through bubble migration and growth, which might occur in the presence of a temperature gradient \[6\]. The initial question here of course, is about the cause of the temperature gradient. A purely statistical fluctuation in bubble density cannot account for an effective local increase in resistance over a characteristic spot length, because the number of bubbles initially present in such a volume element is too large — of the order of $10^{10}$, depending on the wire diameter.

### Tungsten transport in an inert gas

The hot-spot model gives some impression of the processes that set limits to the life of incandescent lamps, but no information about the transport rate of the tungsten. To calculate this rate, a detailed investigation of transport processes in the filling gas is necessary. For straight incandescent wires, the transport of tungsten from the filament to the wall is by diffusion and convection. In the case of coiled filaments, there is also transport inside the coil, and in certain circumstances this transport may determine the life. In this section we shall confine ourselves to the transport from the filament to the wall; the transport inside the coil will be discussed in the next section.

The treatment of the problem of transport from the filament to the wall is usually based on Langmuir's stationary-film hypothesis \[6\]. G. R. Fonda \[7\] was the first to tackle the problem, and W. Elenbaas \[8\] extended the theory. This model assumes that the filament is surrounded by a gas layer, with the tungsten transport by diffusion inside this layer and by free convection outside it. This assumption of free convection is however only a valid approximation for large lamps. If the effect of the lamp geometry on the transport is to be taken into account, then the temperature and velocity field must be accurately calculated.

E. Fischer and J. Fitzgerald \[9\] have made such calculations for a cylindrical lamp operating horizontally, and have verified them experimentally. Some details of their results will be presented below. The more general case can be described qualitatively as follows.

The main parameter that determines the life of an incandescent filament is the temperature, which controls the vapour pressure $p_v$ of tungsten at the surface of the wire. The rate of evaporation, and hence the mass loss, per unit time, is proportional to $p_v$. For two identical filaments — identical in geometry and the magnitude of the defects — the life will be inversely proportional to the vapour pressure of the tungsten:

$$\tau \propto p_v^{-1}.$$ 

If the effect of the inert-gas pressure $p$ and the lamp geometry on the operation is to be considered, it is necessary to know whether the transport is mainly by diffusion or convection. If diffusion predominates, the flow rate of the tungsten is determined by the diffusion coefficient and the concentration gradient. The diffusion coefficient is proportional to $p^{-1}$, the concentration gradient to $R^{-1}$, the reciprocal of the distance between the filament and the envelope. Under these conditions the life $\tau$ is proportional to $p R$. In lamps with high values of $R$ or a high pressure $p$, the transport is mainly by convection. In this case there is an additional transport, proportional to $p^2 R$, so that for large $R$ and $p$ the life decreases with increasing $R$ and $p$. It follows that for a given inert-gas pressure there is an optimum lamp diameter, which will give the maximum life.

This optimum lamp diameter has been determined by Fischer and Fitzgerald in their investigations of a horizontally operating incandescent lamp \[9\]. The first step was the determination of the temperature and flow fields of the inert-gas filling, both experimentally and theoretically, as mentioned above. The spatial temperature distribution was measured by holographic interferometry; the flow field was made visible by introducing very fine tracer particles of quartz glass (25 μm).

*Fig. 1* shows a comparison between the calculated temperature fields, obtained from a numerical solution of
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the basic equations of fluid dynamics, and the fringe pattern obtained by interferometry. For the cylindrical lamp, and with the observer looking in the axial direction, the fringes represent the isotherms. The calculated and experimentally determined isotherms differed by less than 10%. Good agreement between theory and experiment was also obtained for the flow field, as shown in fig. 2. When the velocity field of the gas flow is known, the tungsten transport from the incandescent wire can be calculated, taking convective transport into account as well as diffusion by concentration gradients. Because of the low tungsten concentration in the vapour phase, an experimental verification of the tungsten transport was not possible in this case. The results of calculations of the tungsten transport rate as a function of lamp size at a constant inert-gas pressure are shown in fig. 3. For the example chosen — argon at a pressure of $10^6$ Pa (10 atm), wire diameter 1 mm, wire temperature 3200 K — the transport rate is a minimum at a tube radius of about 3 mm.

Lamps of this filling and size will always be halogen lamps. The formalism used can also be applied in the
Fig. 2. Flow field, calculated and found experimentally, in the lamp of fig. 1 for two values of the argon pressure \( p \).

Case by simply changing the boundary conditions for the tungsten concentration at the wall. The optimum dimension for a minimum in the radial transport rate is hardly affected by the addition of a halogen.

As we said earlier, with coiled filaments it is also necessary to take into account the axial transport inside the coil. This effect, which we shall discuss in the next section, can be the factor that determines the life if there is a high temperature gradient along the filament.

Observations on coiled filaments

When a straight wire is coiled the free surface area, i.e. the area responsible for mass and energy losses, is reduced to about half of the corresponding total wire surface. This means that the evaporation rate is also reduced by a half \(^{[10]}\). A coiled filament should therefore have about twice the life of a straight wire of the same wire diameter, but if the hot-spot model is valid the deadly weight loss should be identical \(^{[1]}\). In the cases where the coiled filament has a smaller deadly weight loss than the corresponding straight wire, defects introduced by coiling, other transport mechanisms, and possibly changes in shape might also be of significance. Of course, other failure mechanisms than those...

Fig. 3. A calculation of the number of tungsten atoms \( M \) leaving the filament per second, and the heat flow \( Q \) (both per unit of length) in axially symmetric argon-filled lamps as a function of the radius \( R \) for an argon pressure of \( 10^6 \) Pa (10 atm), a wire diameter of 1 mm and a wire temperature of 3200 K. The curves show a minimum at \( R \approx 3 \) mm.

described by the spot model could also be present.

We shall now summarize the work on transport inside the coil with particular reference to the case of a high temperature gradient (turn-to-turn diffusion). We shall then present some recent results on the formation of crystal facets on the wire surface; these facets can influence the life by changing the energy balance as well as the mechanical stability of the coil.

Fig. 4. Coiled-coil filament of a gas-filled incandescent lamp (220 V/200 W) shortly before the end of life. The wire has 'facets' from which the development of tungsten single crystals can be identified. The crystals extend over several turns. The photograph was taken with a scanning electron microscope.

**Axial tungsten transport**

The assumption that evaporation is the main transport mechanism does not necessarily mean that the filament will eventually burn out at the place where the initial filament temperature is highest. In the case of a low-voltage lamp (with a relatively large ratio of wire diameter to length) the influence of the heat conduction along the filament produces a marked temperature gradient in the axial direction. As a consequence there is a high concentration gradient of tungsten in the vapour phase along the coil. This sets up an axial mass transport from turn to turn. The conditions under which this axial transport determines the life, with experimental evidence of burn-out at positions of maximum axial transport, have been described in an earlier article [1]. Observations on low-voltage automobile lamps (type H3, 12 V/55 W) and projection lamps (12 V/100 W) have shown symmetrical hot-spot development on both sides of the centre. The filaments of these lamps do not burn out at the centre, where the temperature is highest at the beginning of life, but at locations where there is a maximum of the net axial component of the tungsten flow. The presence of bromine or iodine in the envelope does not affect this transport as long as the amount of tungsten which is locally transported back to the filament in the form of tungsten-halide molecules is small compared with the evaporation rate. Because of the low thermal stability of the compounds formed by tungsten with iodine and bromine, this condition will be met in the region of the filament where the temperature is highest.

A quite different situation would arise if the dissociation of the tungsten-halide compound took place at such a high temperature that it only occurred at the hottest parts of the filament. In principle a zero net tungsten transport via the vapour phase could then be achieved. This possibility, which might perhaps be attained with a gas mixture containing fluorine, will be discussed in part III of this article.
When axial transport determines the life of low-voltage lamps, a longer life should be obtainable if the temperature distribution along the coil is altered in such a way that the net mass flow per turn is constant along the coil. The probability of burn-out will then be equal for all turns. Such a temperature distribution can be obtained by treating the coil with fluorine [11].

Facet formation

Depending on the temperature of the incandescent filament and the pressure of the inert gas (e.g. if the pressure is about 10^9 Pa at temperatures below 3000 K) a tungsten coil develops flat surfaces, known as facets. A scanning-electron-microscope photograph of a coiled-coil filament is shown in fig. 4 as an example. These facets can be identified as crystal planes. From the orientation of the facets the orientation of the single crystal in question, which extends over several turns, can easily be identified. The observation of facets has raised the question as to whether they affect the life of the filament. Development of facets might perhaps change the energy balance, causing a change in average or local temperature, or the mechanical stability might be affected if constrictions are formed.

The results of an investigation [12] on straight coils in argon (wire diameter 36 μm, inert-gas pressure 8 × 10^4 Pa) can be summarized as follows. At temperatures above 3000 K the filament wire remains circular in cross-section throughout its life. The life-determining transport mechanism appears to be evaporation, as identified by the activation energy. Below 3000 K, facets predominantly of {100} type develop. Between 3000 K and 2700 K the life-determining transport mechanism again appears to be evaporation. However, the observed life does not correspond to an extrapolation (based on the activation energy) of the results above 3000 K. We have found that as a result of the development of facets the temperature decreases and hence the life increases as compared to the situation (constant-voltage operation and equal initial temperature) in which the cross-section of the wire remains circular. The main cause of this is probably that the formation of facets increases the resulting effective emissivity of the filament.

Facets also occur below 2700 K, but the situation with regard to life is different. In this temperature region the results depend on the kind of current. When operated with direct current, the lamp has a considerably shorter life than when operated with alternating current. Scanning-electron-microscope pictures of coils operated with a.c. and d.c. current have shown that the coils look much the same outside, but are very different at the interior. Whereas the interior of an a.c.-operated coil remains more or less circular, the inside of a d.c.-operated one was found to be lozenge-shaped.

![Fig. 5. Whereas the inside of an a.c.-operated facetted coil remains more or less circular (see fig. 4) the inside of a d.c.-operated coil becomes lozenge-shaped. The coil shown was taken out of the lamp shortly before the end of life and then broke.](image)

Fig. 5 shows a d.c.-operated coil, which was switched off near the end of life, and broke after it was taken out of the lamp. As can be seen, the facets on the outside and inside of the coil are not parallel, which leads to constrictions. These constrictions apparently develop further into deep notches until the coil becomes mechanically unstable and breaks. Fig. 6 shows that little is left of the initial cross-section at the position where the coil broke.

The temperature dependence of life below 2700 K indicates that evaporation is no longer the life-determining transport mechanism for d.c.-operated coils. Just as in d.c.-operated vacuum lamps below 2300 K [13], surface migration appears to be the mechanism responsible for failure. In vacuum lamps this limiting temperature is lower than in the gas-filled lamp because the inert gas reduces the evaporation rate by about two orders of magnitude, whereas surface migration is probably not affected. The site of failure was found in most cases to correspond to a hot spot that was present before the facets had formed. This indicates that the faceting observed for single-coil filaments does not

give rise to new hot spots during life. Facetting could, however, lead to the faster development of an initial hot spot.

In view of the foregoing, it appears generally useful to warn against extrapolating the results of high-temperature 'forced' life tests to lower operating temperatures. This could for example lead to the extrapolation of results obtained on non-facetted coils at high temperatures to the region where, because of the development of facets, the temperature decreases during life, and finally to a temperature region where it is not in fact the evaporation that determines life but more usually the surface migration.

Although the mechanisms that determine life are reasonably well understood, only modest improvements in the lamp's efficacy can be attained by improving the quality of the filaments. This, however, does not imply that such improvements are unimportant.

Only by establishing a truly regenerative cycle that will suppress the development of spots caused by evaporation — with no local transport via the vapour phase — can any substantial improvement in lamp life or efficacy be expected. In that case other burn-out mechanisms will probably determine the life of incandescent lamps.

Summary. The description of the burn-out mechanism of incandescent filaments in terms of the development of a hot spot from an initial inhomogeneity through enhanced evaporation appears to be qualitatively correct in the great majority of cases. An important cause of initial hot spots is the presence of local constrictions in wire diameter. In cylindrical gas-filled lamps there is a minimum in the evaporation as a function of diameter. In low-voltage lamps the transport of tungsten occurs mainly in the axial direction of the coil (turn-to-turn diffusion). Such filaments do not necessarily burn out at the hottest place (the centre) but at the places where the axial tungsten transport is greatest. Facets, which appear on the wire when the operating temperature is lower than 3000 K, do not seem to be a cause of hot-spot development during life. A substantial improvement in lamp life (or efficacy) can only be expected if the development of hot spots is suppressed by a truly regenerative cycle.

III. Regenerative chemical cycles in tungsten-halogen lamps

J. H. Dettingmeijer, G. Dittmer, A. Klopfer and J. Schröder

Halogen lamps

Incandescent lamps in which iodine \([11]\) or bromine \([21]\) is added to the inert-gas filling have been widely used for about fifteen years. They are mainly used in projectors and in reflector-type lamps. Their efficacy is about twice that of the ordinary incandescent lamp because the temperature of the filament in a halogen lamp is higher.

In the ordinary incandescent lamp the size of the bulb must be matched to the temperature of the filament to keep blackening of the bulb — and hence light losses — within reasonable bounds. In halogen lamps, on the other hand, the evaporated tungsten is returned to the filament by a chemical transport process, which prevents blackening of the bulb. This makes it possible to use small bulbs, and because of their greater mechanical strength, these bulbs can be filled with inert gas at a higher pressure. The small volume of such bulbs also permits the use of a heavier
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As will be shown below, in iodine or bromine lamps the addition of halogen does not in itself have any moderating effect on the processes that lead to burn-out in lamps filled with inert gas. Fluorine seems to offer the best prospects of a true regenerative cycle, but the development of a fluorine lamp will be long and difficult, and there is no certainty as yet that it will succeed.

- **Halogens as chemical transport media**

The transport media most often considered for chemical cycles are the halogens iodine, bromine, chlorine and fluorine, possibly combined with oxygen. This is because the tungsten halides and oxyhalides are sufficiently volatile at the relatively low temperature of the bulb. A simplified picture of the chemical transport can be obtained by considering that the evaporated tungsten from the hot incandescent filament diffuses through the inert gas towards the bulb wall, reacting in the cooler zones with the transport medium to form a volatile compound. In their turn the reaction products diffuse in the direction of the filament. In certain temperature zones the volatile compound dissociates completely or partly, depending on its thermal stability, and in the process tungsten is released. The transport medium is then available again for renewed reactions in the cooler zones. The result of the process is that there are no tungsten deposits on the wall, and therefore there is no overall weight loss for the filament during life.

Although the tungsten transport towards the bulb wall may be suppressed by the halogen cycle, there may nevertheless be a transport along the filament coil, as in inert-gas-filled lamps without halogen. This happens when the halogen compounds dissociate in zones where the temperature is substantially lower than that of the incandescent coil. Since in this case the tungsten transport is largely determined by the vapour-pressure curve, the development of a hot spot is not prevented. For this reason attempts have long been made to use those halogens that form the most stable compounds with tungsten. The thermal stability of the tungsten halides increases from the iodide to the fluoride. However, the chemical reactivity increases in the same order, and this is one reason why the first halogen lamps put on the market contained iodine and bromine.

**Transport and equilibrium conditions**

We shall now take a closer look at the processes that take place in the halogen lamps. Besides the physical processes that also occur in ordinary gas-filled lamps, such as evaporation and diffusion, there are also chemical processes in which tungsten compounds are continuously being formed and broken down again. At the incandescent coil itself and at the filament supports the reactions between halogen and tungsten are heterogeneous, whereas in the space between bulb and coil the reactions are homogeneous because they take place completely in the gas phase. Since no tungsten settles on the bulb wall in these lamps, we only need to consider what happens at the filament coil, where we examine the heterogeneous equilibrium of solid tungsten and halogen. It is thus assumed that local thermodynamic equilibrium exists in the immediate vicinity of the coil, which means that the heterogeneous reactions are fast compared with the diffusion processes. The composition of the gas phase can then be calculated as a function of temperature and pressure, provided of course that we know which chemical compounds are present and their thermodynamic characteristics. Often, however, very little accurate thermodynamic information or none at all is available on the compounds at high temperatures. In such cases there is no option but to calculate with estimated values and then to verify and improve the estimates by matching them with equilibrium compositions found experimentally.

It is more convenient, particularly in complex systems, to treat the tungsten-containing components of the gas (free tungsten and compounds) not separately but collectively. This is done by taking the sum of the partial pressures, each multiplied by a weighting factor equal to the number of tungsten atoms per molecule of the compound in question. We shall refer to this summed pressure as the total effective tungsten pressure and express it as $\Sigma P_w$.

The transport of tungsten now proceeds from places near the coil where the total effective tungsten pressure is high to places where it is low, and tungsten is therefore deposited. Because of the high pressure of the inert gas, the mass transport takes place by diffusion. Since a quantitative description of the tungsten transport is extremely complicated, owing to the different diffusion coefficients of the various components, we shall confine ourselves here to a qualitative description of the reactions in the lamp.
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Characteristic features of lamps containing iodine, bromine, chlorine or fluorine as transport medium

**Iodine**

Originally iodine was chosen as an additive because it is the least reactive of the halogens. It was assumed at the time that the return transport took place by means of the compound W1₂. An indication of what was actually happening came from the observation that small traces of oxygen were indispensable to the cyclic process in the iodine lamp. The explanation was found when it was shown that at low temperatures WO₂I₂ is the stable compound with sufficient volatility [6], and that the cycle stopped as soon as the system was deprived of oxygen by the addition of carbon [7].

Fig. 1 gives the total tungsten pressure $\Sigma p_W$ as a function of temperature at an initial pressure of 10³ Pa (10⁻² atm) of I₂ with an addition of 0.01% of oxygen. The filling pressure of iodine is relatively insignificant, since $\Sigma p_W$ is determined mainly by the added oxygen.

The total quantity of oxygen that may be present in the gas phase is in turn limited by the vapour pressure of the solid tungsten oxide that settles on the colder parts of the lead-in wires. The tungsten will preferentially be transported to the point at which the curve has a minimum. At an operating temperature of 3200 K the tungsten transport between neighbouring turns of the coil that have slightly differing temperatures takes place almost completely as tungsten vapour, and hence goes from the hotter to the cooler turn. At operating temperatures corresponding to the minimum in the $\Sigma p_W$ curve, and where tungsten is transported from the cooler to the hotter turns, the cool ends of the coil are attacked. This effect increases with the amount of oxygen (or water vapour) present [8].

**Bromine**

Whereas the halogen is used in its elemental form in iodine lamps, this has long been discontinued for bromine lamps. This was because it turned out that the dosage of pure bromine was extremely critical, since any excess of bromine attacks the relatively cool filament ends and supports. It was not until hydrogen bromide was added to the filling that these undesired transport effects could be almost completely eliminated [9].

The total effective tungsten pressure in hydrogen-bromide lamps with a filling pressure of $2 \times 10³$ Pa of HBr is also shown in fig. 1 as a function of temperature. At low temperatures HBr hardly reacts at all with tungsten. Only WBr₂ and WBr₅ then have a small partial pressure. The total effective tungsten pressure is approximately three thousand times smaller than the partial pressure of HBr, which means that the amount added is not very critical. At high temperatures the HBr is largely dissociated. The compounds WBr₂ and WBr₅, which have low partial pressures, are in equilibrium with atomic bromine. As can be seen from the curve, $\Sigma p_W$ at the bulb wall, which has a temperature of 800 K, is greater than at the much hotter filament; consequently there is no blackening of the bulb. Because of the low thermal stability of the tungsten bromides, $\Sigma p_W$ at the filament will mainly be determined by the tungsten vapour pressure. Under these circumstances the same burn-out mechanisms as in the iodine lamp and the ordinary gas-filled lamp must therefore prevail.

It can thus be seen that the application of the total effective tungsten pressure for the heterogeneous equilibrium system explains very satisfactorily why the halogen cycle with oxyiodide or bromide is regenerative for the bulb wall but not for the filament.

The shape of curves like those shown in fig. 1 depends to a great extent on the enthalpy of formation of the appropriate tungsten-halogen compounds. The curve for iodine in fig. 1 is based on values found in the literature. In calculating the other curve a value of 234 kJ/mol (56 kcal/mol) was taken for the enthalpy of formation of gaseous WBr₅. The stability taken in fig. 2 for gaseous WCl₅ and WF₅ [9] is also lower than has usually been assumed by other investigators.

**Chlorine and fluorine**

As we noted earlier, the thermal stability of the tungsten compounds increases from bromine to fluorine. A comparison of the total effective tungsten pres-
sure as a function of temperature on the addition of the pure halogens bromine, chlorine and fluorine is shown in fig. 2. Stable compounds are still found at very high temperatures in the tungsten-fluorine system; if an appropriate filling pressure is used the total effective tungsten pressure only falls off at high temperatures.

For this reason an experimental investigation was made of the tungsten-fluorine system. The tungsten transport in a lamp was measured under stationary conditions and also under dynamic conditions, as in a gas-flow system [9]. Fig. 3 shows the composition of the gas phase. At the low temperature the compounds WF₆ and WF₅ are stable; their chemical and thermodynamic properties are well known [10].

At high temperatures, WF₄ predominates whereas WF₅, WF₃ and WF occur in equilibrium only when there is an excess of atomic fluorine. Since it has not yet proved possible to isolate these lower tungsten fluorides, their thermodynamic properties were determined indirectly by varying the reaction enthalpies until the calculated \( \Sigma p_W \) values corresponded to the experimental values. The \( \Sigma p_W \) curve corresponding to this gas-phase composition has already been shown in fig. 2. Just as in the case of iodine and bromine, the marked decrease towards the higher temperatures causes a continuous tungsten transport from low-temperature to high-temperature sites, which again gives corrosion of the cooler filament ends. In the next section we shall see how this problem may perhaps be overcome.

### A regenerative cycle using F₂, SiF₄ and Cl₂

Present investigations are aimed at discovering chemical transport systems that operate in such a way that the filament contains no zones from which tungsten is transported preferentially. Translated into terms of total effective tungsten pressure this means discovering systems that keep \( \Sigma p_W \) constant within the range of temperatures found in the lamp, for which this quantity first starts to decrease at temperatures above the operating temperature.

In the tungsten-fluorine system \( \Sigma p_W \) must be increased both at low temperatures and at very high temperatures to the level required by the WF₄. To overcome the deficiency at high temperatures, the partial pressure of the lower-valency tungsten fluorides must be increased. This can be done by adding a volatile fluorine compound that first starts to release atomic fluorine at temperatures in the region of 3000 K. Silicon tetrafluoride is a suitable compound, since it dissociates above 2500 K into SiF₂ and 2F. The deficiency at the lower temperatures can be cor-
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rected by adding chlorine. Fig. 4 shows the curve for the total effective tungsten pressure when the additions to the tungsten-fluoride system are optimally dosed.

![Graph showing the total effective tungsten pressure](image)

The curve is almost horizontal, apart from a small ripple.

The curve in fig. 4 relates to the heterogeneous chemical equilibrium system. To give a good description of the transport phenomena in the lamp it is necessary to bear in mind that the diffusion coefficients of the reacting components are different. Only when this is done is it possible to determine the effect of the ripple in the curve on the tungsten transport and the extent to which a regenerative cycle can be achieved or approximated.

Summary. The tungsten cycle in halogen lamps is described and discussed with the aid of thermodynamic-equilibrium calculations. The chemical cycles in commercially available lamps keep the bulb clear but are unable to prevent the formation of hot spots. The use of a mixture of fluorine, silicon tetrafluoride and chlorine may well bring us a step nearer to a chemical transport system in which no spot is formed on the filament from which tungsten is transported at a faster rate than elsewhere. Final conclusions about the practicability of such a system have not yet been reached.
Demonstration and test vehicle for exterior lighting

The vehicle shown, with its extensible mast, can readily be used anywhere for demonstrating the effect of lamps and lanterns for external lighting. In addition, the place where the driver normally sits — on the right of the picture in this case — is occupied by equipment that can measure and record the luminance of the road surface. It can also make a video recording of the 'driver's' view of the road and traffic. Provided a telephone line is available, a terminal in the vehicle can be connected to a computer in Eindhoven. This enables the crew to make a rapid design for any lighting project.
Discharge lamps

R. Bleekrode, M. Koedam and L. Rehder

Introduction

The best-known gas-discharge sources of light, the sodium lamp and the mercury-vapour lamp, originally developed in completely opposite directions. To increase the useful output from the discharge, the gas pressure and current density in the sodium lamp always had to be made smaller, whereas in the mercury lamp they always had to be made larger. This can be attributed to the fact that 'resonance radiation' — emitted when an atom returns from an excited state to the ground state — is enhanced by low pressure and low current density, whereas the radiation from transitions between higher energy levels is enhanced by high pressure and high current density. In sodium vapour the visible radiation is resonance radiation, and the radiation from higher transitions is primarily in the infrared. In mercury vapour the visible radiation comes from higher transitions; the resonance radiation is in the ultraviolet.[1]

Among the lamps listed in Table I the low-pressure sodium lamp and the super-high-pressure mercury lamp are the ultimate outcome of this development. The first type of lamp has the highest luminous efficacy of all radiation sources, and is widely used for road lighting. The other type, together with the super-high-pressure xenon lamp, is outstanding for its very high luminance. This makes it possible to obtain a high luminous flux from a compact source (CS), giving

Table I. A selection from the discharge lamps marketed by Philips, and the tin-halide lamp, now in an advanced stage of development. The efficacy figures given under η in the first column exclude ballast losses; the figures given under η' in the second column include them. $L$, luminance. $R_g$, general colour-rendering index.[2].

<table>
<thead>
<tr>
<th>Code</th>
<th>η (lm/W)</th>
<th>η' (lm/W)</th>
<th>$L$ (cd/cm²)</th>
<th>$R_g$</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOX</td>
<td>183</td>
<td>150</td>
<td>10</td>
<td></td>
<td>Road lighting</td>
</tr>
<tr>
<td>SON</td>
<td>100</td>
<td>88</td>
<td>25[+1]</td>
<td></td>
<td>Projection, searchlights, etc.</td>
</tr>
<tr>
<td>HPLN</td>
<td>51</td>
<td>47</td>
<td>10</td>
<td></td>
<td>Offices and other work spaces</td>
</tr>
<tr>
<td>CS</td>
<td>20</td>
<td>170 000</td>
<td>90</td>
<td></td>
<td>Floodlighting</td>
</tr>
<tr>
<td>CSX</td>
<td>40</td>
<td>72 000</td>
<td>65</td>
<td></td>
<td>Indoor lighting</td>
</tr>
<tr>
<td>TL33</td>
<td>80</td>
<td>67</td>
<td>67[+2]</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>TL84</td>
<td>80</td>
<td>67</td>
<td>67[+2]</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>HPI</td>
<td>83</td>
<td>78</td>
<td>600 (14[+3])</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>HPI</td>
<td>65</td>
<td>60</td>
<td>400 (9[+3])</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

and enhanced continuum radiation. The spectrum of a super-high-pressure xenon lamp, for example, consists mainly of a recombination continuum in the visible region (fig. 1a).

The development has diversified along various paths. The desire for at least some colour discrimination at certain traffic routes and road intersections can now be met by the high-pressure sodium lamp. Because of the marked broadening of the sodium lines (fig. 1b) this lamp allows some colour discrimination, yet maintains a very high luminous efficacy. Low-pressure mercury-vapour lamps in the form of fluorescent lamps have been in use for some decades. In these lamps the dominant ultraviolet radiation is no longer accepted as a loss but converted into visible radiation. The nature of the fluorescent powders determines the spectrum. These lamps combine good luminous efficacy with good colour rendering. Their main use is for lighting in offices and other workplaces. A fluorescent powder, emitting in the red, is also used nowadays to improve the colour rendering of the high-pressure mercury lamp. Like the high-pressure sodium lamp, it is used for outdoor lighting. Although its colour rendering is better, it has a much lower luminous efficacy than the high-pressure sodium lamp.

Many attempts have been made in the past to improve the colour rendering of discharge lamps by using metals that give a better spectrum than mercury.

![Spectral power distributions](image)

**Fig. 1.** Spectral power distributions $P(\lambda)$ of the radiation from three of the lamps in Table I. a) Super-high-pressure xenon lamp, b) high-pressure sodium lamp, c) HPI lamp. Good colour rendering is obtained with a continuous spectrum (a), but also with a limited number of lines in the visible spectrum (c). The pressure-broadened sodium line of (b) gives some colour discrimination, though only to a limited degree. This line clearly shows the self-absorption so characteristic of optically dense plasmas. The vertical scales for the power are arbitrary and differ for (a), (b) and (c). There are steps in the spectra because the measuring equipment records the total power in intervals of 5 nm (a) or 2 nm (b and c).
Owing to chemical difficulties, however, no success was achieved until these metals were introduced into the lamp as an iodide or some other halide. In the discharge itself the halide dissociates and the radiation emitted is from the metal. The resulting metal-halide lamps may be roughly divided into three types: those that emit a spectrum with a relatively small number of lines, those emitting a large number of more or less equally distributed lines, and those whose emission is mainly a continuous spectrum of molecular radiation. Examples are the HPI lamp with iodides of sodium, thallium and indium (see fig. 1c), lamps with iodides of dysprosium and other rare-earth metals, and the 'tin lamp', respectively. This tin lamp contains mercury, tin iodide and tin chloride, and in some cases lithium chloride is added to make the light still more white. Metal-halide lamps are mainly used for lighting sports stadiums, roads and shopping streets. The tin lamp is more suitable for indoor lighting. Its colour temperature can be selected within a wide range by an appropriate choice of the tin halides.

These lamps, three of which are shown in fig. 2, are the subjects of continuous research \[3\], some idea of which will be given in this article. Other articles in this issue will deal with more specific aspects. The greatest activity is of course to be found in the younger branches of the lamp family — the high-pressure sodium lamp and the metal-halide lamp, which are barely ten years old.

The research may broadly be divided into the physical investigation of the gas discharge itself and work on the technological aspects of lamp manufacture. Research on the discharge is ultimately aimed at improving the luminous efficacy and colour quality of the lamps, and also at improving the current-voltage characteristic with respect to the power supply. These goals may not always be apparent, since improvement can only be achieved by means of a better understanding of the complex processes taking place inside the lamp, and therefore the investigations are initially concerned with acquiring that understanding. The technological work is primarily aimed at extending the useful life of the lamps.

Research on gaseous discharges

The radiation from these lamps is produced in the gas-discharge column, which takes up almost the entire space between the electrodes. The physical state in the column, and in particular the field-strength, is virtually
independent of the distance to the electrodes. The ionized gas (the 'plasma') is practically neutral. Space charges are found only in layers near the electrodes [4]. In this section we shall confine ourselves to the phenomena in the column. It will also be assumed that the column has cylindrical symmetry.

Electrical conduction and light production in the column arise from the following basic processes. The free electrons are accelerated by the field. Through inelastic collisions they excite and ionize atoms or molecules. In the steady state the ionization is in equilibrium with the recombination of electrons with ions. In low-pressure discharges the recombination takes place mainly at the wall, in high-pressure discharges mainly in the interior. The current is carried by the highly mobile electrons, compared with which the ions and the atoms are almost at rest. The emitted radiation originates from excited atoms or molecules returning to lower energy levels. Radiation may also be emitted as a result of the recombination of electrons with ions.

We shall briefly recall here the functions of the 'buffer gas' which is nearly always used, e.g. the inert gas in a low-pressure sodium lamp. The buffer gas limits the mobility of the electrons, and this has two advantages: firstly, the electrons do not reach the wall so quickly and thus remain longer available to the discharge, and secondly the current is kept at practical vapour. In high-pressure lamps the role of buffer gas is usually taken by mercury. Ignition, however, is again by means of an inert gas.

This simple qualitative description of the processes inside the lamp is not sufficient if we wish to optimize the design of a particular lamp, in other words to choose the gas filling, the gas pressure, the tube diameter and so on in such a way that the light production meets the specifications as closely as possible. To do this it is necessary to go into more detail, and many complications are then encountered. These arise from the fact that, although the properties of the plasma do not depend upon the position in the axial direction, they are certainly not independent of the distance from the axis: the degree of ionization of the plasma decreases from the centre towards the wall. Radial gradients are therefore present in the concentrations of electrons, atoms and ions, and also in temperature, and these gradients cause diffusion currents of particles to and from the centre and also set up an outwardly directed heat flow. Furthermore, there is interaction between all the various kinds of particles, not only through elastic and inelastic collisions but also through the absorption and emission of radiation.

A complete physical description of such a complicated situation is not at all easy to produce. The usual approach is therefore to describe systems of interest by models that are simple enough for math-

Table II. Some characteristic quantities for low-pressure, high-pressure and super-high-pressure discharges.

<table>
<thead>
<tr>
<th></th>
<th>Low-pressure</th>
<th>High-pressure</th>
<th>Super-high-pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>(Pa)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current density</td>
<td>(A/cm²)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplied power/cm</td>
<td>(W/cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiated power/cm</td>
<td>(W/cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron density</td>
<td>(cm⁻³)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas temperature</td>
<td>(K)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electron temperature</td>
<td>(K)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree of ionization</td>
<td></td>
<td>10⁻⁴-1₀⁻¹</td>
<td></td>
</tr>
</tbody>
</table>

values. Since the lowest excitation energy of the inert gas is much higher than that of the sodium, the collisions of the electrons with the inert-gas atoms are virtually elastic and only a small fraction of the energy is transferred per collision. Nevertheless, because of the large number of such collisions, energy transfer does take place from the electron gas to the inert gas, which means that the inert gas has another important function: it makes an essential contribution to the heat balance of the lamp. Finally, it is the discharge in the inert gas that makes it possible to start the cold lamp, which of course initially contains virtually no sodium ematical treatment yet agree with reality in the essentials. It is evident that the models for high-pressure and low-pressure discharges will be very different. Table II shows how widely some of the practical quantities differ for various types of discharge. Note in particular how
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[4] There are many books on the physics, technology and applications of discharge lamps; we should like to mention in particular:


steeply the supplied and radiated power per centimetre length of discharge increases with increasing pressure. We shall return presently to the considerable difference between electron temperature and gas temperature in the low-pressure discharge.

Models are tried out in conjunction with experiments, of course, which may indicate how to find the model or improve it, verify the chosen model or give the values for the parameters. In view of the complexity of the subject matter, the investigator requires an extensive range of measuring methods; the most important ones are spectroscopy, in both the optical and the microwave bands, and the use of electrostatic probes. The measurements may be made with lamps, but are also made on model systems. The quantities measured are the electric field-strength, the concentration, temperature and velocity distribution of the electrons, the concentrations of the various kinds of particles (particles in the ground state, excited or ionized particles), the gas temperature, the intensity and spectral distribution of the radiation, and all quantities should preferably be measured as a function of place or of time. This subject of plasma diagnostics \([5]\) will not be dealt with here. A method that seems to open up new perspectives — measurements of light scattering due to the plasma — is the subject of a short report in this issue \([6]\). In the remainder of this section we shall be concerned with a rather brief outline of models used in practice.

**High-pressure discharges**

The high-pressure discharge \([7]\) is the one whose theory is the least complicated. Owing to the high particles density the energy transport and the exchange of energy (kinetic, excitation, dissociation and ionization energy) between the particles take place almost entirely by way of collisions. This means that local thermal equilibrium \((\text{LTE})\) will prevail everywhere in the discharge. We can thus assign to each small volume element a temperature \(T\), which, in accordance with the rules of statistical thermodynamics, completely determines the velocity distributions of all types of particles, the numbers of electrons, atoms (in different excited states) and ions, and also — in the complex case of metal-halide lamps — the direction of the chemical reactions \([8]\). The only exception in this respect is the radiation field. In complete thermal equilibrium the spectral distribution of the radiation field would be a Planckian distribution at the given temperature \(T\), but this is never the case because the radiation field interacts freely with the cold environment of the discharge tube.

The problem thus reduces to that of determining \(T\) as a function of \(r\), the distance from the axis. In principle the function \(T(r)\) follows from the energy-balance equation, which in the simplest case is:

\[
\sigma E^2 = \text{div} \left( - \kappa \text{grad} T \right) + U(T). \tag{1}
\]

Here \(\sigma\) is the electrical conductivity, \(E\) the electric field-strength, \(\kappa\) the thermal conductivity and \(U\) the radiated power per unit volume. Equation (1) is merely a formal way of saying that the Joule heat generated is partly dissipated by heat conduction while the remainder is emitted in the form of radiation. If the radiation originates from atoms that return from energy state 2 to state 1, then \(U\) is determined by \(T\) through the population \(n_2\) of energy level 2. After eq. (1) has been solved for the given boundary conditions, the total radiated power can also be calculated. One of the difficulties in this calculation is that \(\sigma\) and \(\kappa\) are themselves functions of \(T\), which must be known from theory or experiment.

In some high-pressure discharges, particles diffuse in the form of atoms from the hot centre to the cooler outer regions, where they recombine to form molecules, and then diffuse back to the interior, where the molecules again dissociate. The dissociation-energy transport thus produced can be an important part of the total energy transport \([9]\). Excitation and ionization energy may be transported in a similar way. In such cases we must add another term to eq. (1): \[
\sigma E^2 = \text{div} \left( - \kappa \text{grad} T \right) + U(T) + \text{div} \sum_i j_{Di}. \tag{2}
\]

Here \(j_{Di}\) is the diffusion-current density and \(u_i\) the excitation, ionization or dissociation energy of particles of the kind \(i\). To solve eq. (2) we must know the relevant diffusion coefficients as well as \(\sigma\) and \(\kappa\) as a function of temperature.

The greatest theoretical difficulty, however, is found in the radiation term \(U\). In an optically thin plasma — a plasma from which every generated photon \(hv\) is simply emitted — the term \(U\) is equal to \(A_{21}n_2hv\), where \(A_{21}\) is Einstein's coefficient of spontaneous emission. In practice, however — in low-pressure discharge lamps as well — the radiative transport is much more complex, because most of the photons are re-absorbed by atoms, which then jump from state 1 to state 2; \(U\) is therefore only a small fraction of \(A_{21}n_2hv\). This effect is most pronounced at the centre of a spectral line, and in inhomogeneous optically dense plasmas it produces 'self-reversal' \(\text{(see fig. 1b)}\). The theoretical treatment \([10]\) is often difficult. In the first place, \(U\) is the small difference between a large emission term and a large absorption term. Secondly, all parts of the plasma interact with one another through the radiative transport. Thirdly, the spectral distribution of the net emitted power is sensitive to the exact form of the...
atomic spectral line and to the probability of photons being extinguished on the way.

All the parameters in the outlined model calculations depend only on $r$; they have a cylindrically symmetrical distribution and are constant in the axial direction. In fact, deviations from such constancy are clearly observed in some vertically operating metalhalide discharges. In such discharges axial segregation of the gas components may occur as a result of the convection in the plasma (not considered here) in combination with diffusion [11].

Low-pressure discharges

In low-pressure discharges the existence of LTE cannot be assumed, which makes it much more difficult to set up a model. In addition to the energy-balance equation we now have a 'balance equation' for every kind of particle. We shall explain this by taking the simplest conceivable case, a 'two-level model'. The model only contains atoms in one state (the ground state), ions and electrons. Owing to electroneutrality, the ion concentration is everywhere equal to the electron concentration ($n_e$). Assuming a low degree of ionization, we can take the atom concentration $n_1$ to be constant. We then only need to consider one-particle-balance equation, which is the one for the electrons:

$$-D_a \text{div} \text{grad} n_e = kn_1 n_e. \quad (3)$$

The left-hand side of the equation gives the net number of electrons flowing out of the volume element as a result of ambipolar diffusion (where $D_a$ is the ambipolar diffusion coefficient). This number must be equal to the net number of electrons created by collision ionization, which is proportional to $n_e$ and to $n_1$ (the right-hand side).

In the usual discussion of eq. (3) it is assumed that $k$ is a constant. In the case of cylindrical symmetry the solution $n_0(r)$ is then a Bessel function of order zero, and from the boundary condition $n_0(R) = 0$ ($R$ is the radius of the tube) a relation is found between $k$, $D_a$, $n_1$, and $R$ $(2.405/R = \sqrt[4]{kn_1/D_a})$. The collision cross-section $q$ — giving the probability that an electron of energy $E$ will ionize an atom on colliding with it — depends, however, on $E$, and therefore $k$ depends on $f(E)$, the electron-energy distribution:

$$0 \leq k = \int q(E)f(E)\sqrt{E} dE. \quad \infty$$

If for example the electron gas is hotter in the interior than at the wall, then $f(E)$ is not the same in the interior as at the wall, and therefore $k$ is in general by no means a constant. The two-level model is not very realistic, since it does not even include the production of radiation — the ultimate purpose of the lamp; it does however indicate something that is also true for other models, i.e. that the model is not complete without the knowledge of the collision cross-sections $q(E)$ and the energy-distribution function of the electrons $f(E)$. Multilevel models [12] include several particle-balance equations containing various collision terms. Usually it is only the collisions of the electrons with other particles (atoms in different states and ions) that are important, since these are the ones that mainly cause ionization, excitation and de-excitation. The collision cross-sections in these processes are often reasonably well known; it is $f(E)$ that is generally the stumbling block.

In most non-LTE models it is assumed that thermal equilibrium exists between the heavy particles (atoms, ions) and also between the electrons but not between the heavy particles and the electrons. This is a reasonable assumption, since there is a large exchange of energy when two particles of approximately the same mass collide, whereas the energy exchange is very small for colliding particles of very different mass. The function $f(E)$ is then a Maxwell-Boltzmann distribution, determined by one parameter, the electron temperature $T_e$. We have already seen that $T_e$ and the gas temperature $T_g$ may differ widely (Table II).

If we cannot assume a Maxwell-Boltzmann distribution for the electrons the situation becomes even more complicated. Considerable deviations from this distribution have been observed in neon and argon discharges, for example. These are mainly due to the fact that electrons whose energy is greater than the lowest excitation energy $E_1$ of the atom interact much more strongly with the gas, through inelastic collisions, than the other electrons, which of course only undergo...
elastic collisions. These deviations in the collision frequencies can be accounted for reasonably well without great mathematical effort by dividing the electrons into two groups, depending on whether their energy is greater or smaller than $E_1$, each group with its own Maxwell-Boltzmann distribution but with different temperatures [13].

In expressions like eq. (3) the balance for a particular kind of particle is obtained by considering all the processes by which particles appear in a volume element $dxdydz$ or disappear from it. As already mentioned, this requires a knowledge of $f(E)$. If $f(E)$ is not known, a rigorous treatment of the whole problem can be made by setting up the Boltzmann equation for $f(E)$ and solving it as well as possible. Here all the processes that cause a particle to change its velocity, and hence its energy, have to be taken into account. In other words, a detailed description is given of how particles appear in or disappear from a volume element of the phase space $(x, y, z, v_x, v_y, v_z)$ [14].

So far we have assumed the discharges to be in a steady state, and in general this is a permissible assumption. Although nearly all lamps are operated from 50 Hz a.c., the relaxation times of the plasma are usually less than a hundredth of a second, which means that the plasma conditions are fairly close to those of the steady state. Studies of the dynamic behaviour of plasmas at higher frequencies, however, have led to interesting conclusions. The relaxation time of the electron gas is found to be much shorter than that for the plasma as a whole, so that there are frequencies at which the current variations are followed by the electron temperature $T_e$ but not by the whole plasma. It is perhaps interesting to note that the luminous efficacy of fluorescent lamps is greater in this frequency range (a few kHz) than at 50 Hz [15].

**Technological aspects**

Even when we have succeeded in providing a new experimental discharge lamp with a high efficacy and good colour rendering, there remains an important question. How long will these good qualities last? The technological problems that face us here are many and various: many chemicals, some of them very reactive, are used in discharge lamps, and the operating temperatures are often extremely high. If proper precautions are not taken, disastrous reactions may take place between gas, wall and electrodes. In actual fact it is important to ensure that the composition of the gas, the light transmission of the envelope, the electron emissivity of the electrodes and, for fluorescent lamps, the properties of the fluorescent powder, will remain reasonably constant for a long period of time.

Changes in the composition of the gas may be caused by the release of hydrogen. This increases the ignition voltage, since on collision with a hydrogen molecule the energy of an electron is easily lost in translational, rotational or vibrational energy of the molecule. Furthermore, the high thermal conductivity of the hydrogen gas may upset the heat balance inside the lamp. For these reasons the quartz-glass or glass wall of a lamp must be baked at a sufficiently high temperature during manufacture. If this is not done the wall will later give off water: this dissociates, the oxygen combines with material such as the tungsten of the electrodes, and the highly undesirable hydrogen remains behind in the gas.

The space between the inner and outer envelopes of a high-pressure lamp must also be free from hydrogen, which would otherwise diffuse very quickly into the discharge volume because of the high temperature of the gas-discharge wall. The outer enclosure of a low-pressure sodium lamp must in fact be evacuated to give good heat insulation. Since it is almost impossible to make the outer envelope completely free from water, the hydrogen produced in the space between the gas-discharge tube and the outer envelope is removed by getters [16].

Sodium readily reacts with glass or quartz glass. Although such a reaction would remove sodium from the gas, this would not matter in practice, since there is always a surplus of sodium (condensate) present. However, sodium compounds are formed in the wall, and in the long run these cause impermissible blackening. For this reason it was not possible to produce sodium lamps before sodium-resistant wall materials had been developed. The low-pressure sodium lamp is made with soda-lime glass coated with a thin borate-glass layer that sodium ions cannot penetrate. In the high-pressure sodium lamp vacuum-tight walls of translucent sintered alumina ($\text{Al}_2\text{O}_3$) are found to be satisfactory. The sodium in the low-pressure lamp, incidentally, itself acts as a getter, in particular for the water given off by the wall.

A light-absorbing layer may gradually form on the wall as a result of the transport of electrode material, e.g. tungsten, to the wall. This transport is often caused by electrode evaporation or sputtering, but it may also be due to chemical reactions resulting from contaminants in the gas.

Finally, the light transmission of the wall may also be impaired by recrystallization. The required vitreous
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state is metastable, and in principle the transition to the crystalline state is a question of time. Normally the recrystallization process is negligible, but in the super-high-pressure lamps, for example, the very high temperatures prevailing may make recrystallization the life-determining factor. In some halogen lamps the process is catalysed by constituents of the gas.

The most important requirement for the electrodes, which act alternately as cathode and anode when connected to an a.c. supply (the usual case), is to maintain the electron emissivity. For this purpose it is essential to prevent chemical corrosion of the emitting surface. Here again, water is disastrous, causing the formation of tungsten oxide, which ultimately covers the surface. To keep the electrode emissive while at the same time avoiding evaporation, it is necessary to keep the temperature within a fairly narrow range. The temperature is determined by Joule heating in the electrode itself, by electron and ion bombardment, thermal conduction and radiation, and is therefore sensitive to the geometry. Chemical corrosion may alter the geometry and in this way indirectly impair the electrode operation. A change in the geometry of the electrodes may also affect the gas filling by raising or lowering the temperature of the coldest spot in the tube, which of course determines the vapour pressure of the components that partly remain condensed when the lamp is operating.

Summary. After a brief description of the low-pressure and high-pressure sodium lamp, the high-pressure mercury lamp, the super-high-pressure mercury and xenon lamp, fluorescent discharge lamps and metal-halide lamps, an account is given of research now in progress in this field. Considered in detail, gas discharges are highly complex phenomena, which are studied by means of many diagnostic aids combined with model calculations. High-pressure-discharge models presuppose local thermal equilibrium (LTE). A considerable problem in the theoretical treatment is the effect of radiative transport in an optically dense plasma. In low-pressure discharges there is no LTE, and the nature of the energy-distribution function of the electrons becomes important. If this is a Maxwell-Boltzmann distribution, a temperature can be assigned to the electrons, which, in low-pressure discharges, will be much higher than the gas temperature. At high frequencies it may happen that the electron gas is in a state of equilibrium at every instant whereas the plasma as a whole is not. Technological research aimed at improving the useful life of the lamps is primarily concerned with preventing interactions between filling gas, wall and electrodes from causing changes in gas composition, the light transmission of the wall and the electron emissivity of the electrodes.
Carbon-filament lamps with a chemical transport cycle

At the beginning of this century nearly all electric lamps had a carbon filament, but by about 1910 the carbon filament was almost entirely superseded by the tungsten filament. Carbon-filament lamps of the traditional type are now only produced on a limited scale, for special purposes. The main reason for the switch to tungsten was that it has a much slower rate of evaporation than carbon at the same temperature. This means that under the same operating conditions, the bulb of a tungsten-filament lamp does not blacken nearly as quickly as that of a carbon-filament lamp. The difference between carbon and tungsten can also be seen from Fig. 1, which shows their vapour-pressure curves. Nevertheless the carbon-filament lamp does have its virtues. In principle a carbon filament can operate at much higher temperatures than a tungsten filament, because carbon sublimes at about 4100 K whereas tungsten melts at a temperature four hundred degrees lower. Fig. 2 shows the temperature dependence of the luminance and luminous efficacy for both carbon and tungsten. At the same temperature, the efficacy of the carbon-filament lamp is rather worse than that of the tungsten lamp, but the carbon filament has a greater luminance. For applications requiring high luminance, carbon would therefore seem to have the advantage over tungsten. Another reason for taking a new look at the carbon-filament lamp is that much more information is now available about the various kinds of carbon and the ways in which they can be manufactured and shaped. Finally there is the question of possible shortage of materials; there is some risk of this with tungsten, but not with carbon.

A primary object of the investigation — to which we shall confine ourselves here — was to find a way of preventing the bulb from blackening at filament temperatures considerably higher than those used in the traditional incandescent lamp (2100 K) while maintaining an acceptable life.

We tried to see whether this could be done by filling the bulb with a gas that reacts with carbon and functions in much the same way as iodine or bromine in...
halogen lamps\textsuperscript{[2]}. A gas of this kind would have to convert carbon into stable gaseous compounds at the bulb wall and close to it. These compounds would then be transported by diffusion and convection to the filament, where the carbon would be released again because of dissociation due to the high temperature—and in the ideal case would completely regenerate the filament. The 'transport gas' released on dissociation would then diffuse to the bulb wall again. A lamp in which a mechanism of this type is operative can operate at higher temperatures, giving a higher luminance and efficacy.

The occurrence of a chemical transport cycle and its properties can in principle be predicted for any gas from chemical thermodynamics. The model we used is shown in fig. 3. It is assumed that there is a film of solid carbon on the bulb wall. The essential assumption is that there is thermodynamic equilibrium both at the wall and at the filament. The composition of the gas at

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{Model of a (chemical) transport reaction in a carbon-filament lamp. \textit{F} filament, \textit{W} bulb wall. The two volumes \(V_1\) and \(V_2\) each contain solid carbon and gas. The temperature in both volumes is assumed to be uniform (\(T_W\) is about 500 K, \(T_F\) is 2500-3000 K). It is assumed that both volumes contain equal numbers of bonded or free atoms of the reactive element. After exchange of the gas in the two volumes the original composition of the gas phase is restored. In this process an effective transport of carbon takes place from the solid phase in one volume to that in the other.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{graph.png}
\caption{a) Calculated composition of the gas in the heterogeneous system carbon-fluorine as a function of absolute temperature \(T\). The partial pressure \(p_p\) of the compounds formed is plotted vertically. \(C_2, \ldots, C_5\) are carbon molecules; \(C\) and \(F\) are atomic carbon and atomic fluorine respectively. The calculations were based on a total quantity of fluorine corresponding to a constituent pressure of \(2 \times 10^3\) Pa. No data relating to kinds of molecule at pressures lower than 10 Pa are included. b) Calculated carbon total vapour pressure \(\Sigma p_C\) of the heterogeneous system carbon-fluorine as a function of \(T\). The parameter used is the total number of bonded or free fluorine atoms, characterized by the constituent pressure \(p_F\). Curve \(a\): a lamp with this variation of \(\Sigma p_C\) will still have a clear bulb, at least at filament temperatures between 2300 and 2900 K, since \(\Sigma p_C\) is then lower near the filament than at the wall; for curve \(b\) somewhat higher temperatures are possible, up to 3000 K. In the case of curve \(c\) carbon transport goes towards the bulb wall at all filament temperatures above 2000 K.}
\end{figure}


\textsuperscript{[2]} See for example J. H. Dettingmeijer, G. Dittmer, A. Klopfer and J. Schröder, this issue, p. 302.
a given temperature can then be calculated from the available thermodynamic data relating to the (heterogeneous) equilibrium between the solid carbon and the reactive transport gas.

If there are many kinds of molecule the composition of the gas will be rather complex. For instance, in the case of the heterogeneous system carbon-fluorine, which we shall now consider, we have to contend with the molecules $\text{C}_2$, $\text{C}_3$, $\text{C}_4$, $\text{C}_5$, $\text{CF}$, $\text{CF}_2$, $\text{CF}_3$, $\text{CF}_4$, $\text{C}_2\text{F}_2$, $\text{C}_2\text{F}_4$, $\text{C}_2\text{F}_6$, and $\text{F}_2$, as well as the atoms C and F. The composition of the gas phase of this system is given as a function of temperature in fig. 4a.

From the curves in fig. 4b the direction of carbon transport — towards the bulb or away from it — can be determined for a given temperature distribution in the lamp. Here we assume that two volumes of gas with equal numbers of bonded or free fluorine atoms are exchanged between the region near the relatively cool bulb and the region near the much hotter filament. (In reality the exchange takes place by diffusion and convection.) After the exchange the original equilibrium is restored, which means that the composition of the gas phase is now the same as it was before the exchange. In proportion to the difference in total va-

The extent to which a gaseous medium takes up the carbon in a bonded or free form may be expressed by a kind of total vapour pressure ($\Sigma p_c$). This is done by summing the partial pressures of the gaseous carbon compounds, taking into account the number of carbon atoms present in the various kinds of molecule. Fig. 4b shows a plot of $\Sigma p_c$ for the carbon-fluorine system as a function of temperature. The parameter $p_F$ is the constituent pressure, a quantity that characterizes the total number of bonded or free fluorine atoms.

Pour pressure $\Sigma p_c$ that can be read off in fig. 4b between the two exchanged volumes, there must have been an effective transport of solid carbon from the one volume to the other. The transport always goes from a region where the carbon total vapour pressure is high to a region where it is low, and carbon is therefore deposited from the gas phase in this region.

A lamp with a gas filling corresponding to curve $a$ in fig. 4b will still have a clear bulb at filament temperatures between 2300 and 2900 K, i.e. at temperatures...
near the minimum in the curve. If the fluorine content is high enough for curve c to apply, the mechanism will transport carbon to the bulb, and the lamp will not be usable. Our experimental results agree with these predictions (fig. 5) [3].

A life of several hours has already been achieved with experimental carbon-filament lamps operated at a filament temperature of 3000 K, and a life of the order of several tens of hours has been reached with a filament temperature of 2500 K. These are promising results.

The calculations have also shown that a transport cycle that keeps the bulb clear is feasible not only with fluorine but also with chlorine or hydrogen. This has been confirmed in the meantime by experiments [4].

W. J. van den Hoek
W. A. Klessens

Open-air laboratory for road lighting

A short piece of roadway at a Philips establishment at Acht, near Eindhoven, has been arranged as a lighting laboratory. The road surface is 250 m long by 17 m wide, and the equipment provided can be used for investigating the performance of experimental lanterns and the associated optical equipment. The 'lamp posts' can be moved on rails. The lanterns can be mounted at any height up to 16 m above the road surface, and their position in the horizontal plane can also be varied.
Low-pressure gas discharges

J. Polman, H. van Tongeren and T. G. Verbeek

The low-pressure gas discharge, whose behaviour we shall describe here, is the basis of two efficient and therefore widely used light sources: the low-pressure sodium lamp and the fluorescent lamp. Some data relating to these two lamp types are shown in Table I.

The radiation from the sodium lamp consists almost entirely of the resonance radiation of the sodium atom (see fig. 1), whose wavelength is close to that of the maximum in the eye-sensitivity curve (the spectral-luminous-efficiency curve). It is partly for this reason that the sodium lamp is the light source with the highest luminous efficacy [1]. Since it emits light of virtually a single wavelength, it gives no colour rendering.

In the fluorescent lamp a mercury discharge is used. This discharge yields mainly ultraviolet radiation (fig. 1), which is converted into visible light by a coating of fluorescent powder on the tube wall [2]. By carefully choosing the wavelengths at which the powder fluoresces, very good colour rendering can be obtained [3].

In this article we shall confine ourselves to discussing the region of the gas discharge that is responsible for light generation: the positive column [4]. Other regions of the discharge are discussed elsewhere in this issue, as are also the problems connected with the electrodes [5].

The number of processes that come into play in the positive column and the extent to which these processes interact with one another make the whole picture rather unclear. Numerical calculations based on a sufficiently simple theoretical model, however, allow studies to be made of the effects of changes in the various quantities of interest. This not only provides a greater understanding of the properties of a discharge, but also enables predictions to be made about the consequences of changing one or more of its parameters. Estimates can also be made of the likely behaviour of discharges that differ considerably from those now used.

First of all we shall describe the theoretical model we have used for the positive column [6-11]. Then we shall look more closely at the development of the model and at comparisons with experiment, both for the fluorescent lamp and for the low-pressure sodium lamp: the 40-W fluorescent lamp and the 180-W low-pressure sodium (SOX) lamp.

<table>
<thead>
<tr>
<th>Diameter of discharge</th>
<th>Fluorescent 40 W</th>
<th>SOX 180 W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall temperature</td>
<td>about 40 °C</td>
<td>about 260 °C</td>
</tr>
<tr>
<td>Current (r.m.s.)</td>
<td>430 mA</td>
<td>940 mA</td>
</tr>
<tr>
<td>Buffer gas</td>
<td>75% argon</td>
<td>99% neon</td>
</tr>
<tr>
<td>Buffer-gas pressure</td>
<td>350 Pa (2.5 torr)</td>
<td>600 Pa (4.5 torr)</td>
</tr>
<tr>
<td>Luminous flux</td>
<td>3200 lm</td>
<td>33 000 lm</td>
</tr>
<tr>
<td>Efficacy</td>
<td>80 lm/W</td>
<td>183 lm/W</td>
</tr>
<tr>
<td>Colour temperature</td>
<td>4200 K</td>
<td>—</td>
</tr>
<tr>
<td>General colour rendering</td>
<td>(for ‘colour 33’)</td>
<td>65</td>
</tr>
</tbody>
</table>

![Fig. 1. Energy-level diagrams for sodium and mercury; only the principal levels for the low-pressure discharges are shown.](image)

![Energy-level diagrams for sodium and mercury.](image)

Table I. Some data for two types of low-pressure discharge lamp: the 40-W fluorescent lamp and the 180-W low-pressure sodium (SOX) lamp.

[1] See Table I in the article by R. Bleekrode, M. Koedam and L. Rehder, this issue, p. 308.
Ambipolar diffusion and the diffusion of uncharged particles are not independent of each other but are placed solely at the wall of the discharge tube. Ions and electrons reach the wall by diffusion; the two groups of particles also come into play here. The velocity distribution at the wall. In the steady state the ionization and recombination processes are equal and much lower than the concentrations of the uncharged particles. In our model we assume that all the concentrations are constant in the axial direction and radially symmetrical. The electrons are mainly responsible for charge transport; the contribution from the ions is small because of their low mobility. Owing to the low pressure the interaction between the electrons and the heavier particles is insufficient, and the electric field is also too high to permit an energy equilibrium to be established between the two groups. Equilibrium does exist, however, within each group, and we may therefore speak of a gas temperature and an electron temperature. The electron temperature is much higher than the gas temperature; the difference may be a factor of ten or more. The pressure in the discharge, however, is sufficiently high for the mean free path of all particles to be much smaller than the dimensions of the discharge vessel.

Collisions of electrons with uncharged particles can give rise to ionization, mostly via an intermediate excited state, thus generating new electrons and ions. These particles disappear as a result of recombination; in the cases considered here this is assumed to take place solely at the wall of the discharge tube. Ions and electrons reach the wall by diffusion; the two groups of particles are not independent of each other but are linked by electrostatic forces. This diffusion process may therefore be described by a single parameter, the ambipolar diffusion coefficient. It will be shown that the behaviour of the discharge is to a great extent determined by ambipolar diffusion followed by recombination at the wall. In the steady state the ionization and recombination must be in equilibrium with one another. Ambipolar diffusion and the diffusion of uncharged particles also come into play here. The velocity distribution of the electrons must therefore be such that the ionization exactly compensates the loss of charge carriers by diffusion. This velocity distribution can be described to a good approximation by a Maxwell distribution. A distribution of this type is characterized by a single temperature, which means that this temperature, the electron temperature, is partly determined by the ambipolar diffusion. The approximation for the energy distribution of the electrons can be improved by introducing a modification on the high-energy side \[18\]. A more exact description of the energy distribution can be obtained by solving Boltzmann's equation \[18\]. This is no easy matter, however, and numerical calculations require a great deal of computer time, particularly for the time-dependent case.

The important role of diffusion in this whole picture implies that the properties of a discharge can be radically changed by altering the diffusion. This is usually done by adding an inert gas to the filling of a discharge lamp. Because of collision processes the inert gas reduces the speed of the diffusion process without itself taking part in the discharge. The inert gas added also reduces the mobility of the electrons in the discharge and consequently has an effect on the lamp voltage required for a particular current. In this way a discharge lamp can be adapted to the available supply voltage. The usual inert-gas addition in a sodium lamp is a mixture of 99% neon and 1% argon \[14\]; in a fluorescent lamp a mixture of 75% argon and 25% neon would be used.

A complication is that the resonance radiation cannot emerge directly from the discharge, but only after repeated absorption and re-emission. This radiation transport is a very complex process \[19\]; it is one of the main problems in model calculations, and as yet it has not been completely solved.

The transport of particles and energy in a discharge is effected by diffusion, ionization, excitation and radiation. The model for the positive column consists of a number of equations that describe these processes. To begin with, there are continuity equations for the various particle concentrations, then there is the energy-balance equation for the electrons and finally the equation that gives the relation between current and field-strength in the column. The equations are found to contain one unknown more than the number of equations. The equations can be solved, however, by imposing an extra boundary condition, e.g. by specifying the value of the discharge current.

Solving the set of equations gives the voltage across the column and the concentrations of electrons, ions and excited and non-excited uncharged particles. From the concentration of the excited particles we can calculate the radiation output of the discharge as a function of the power supplied to it.

If we confine ourselves to the description of a sodium discharge and assume only one excitation level in the calculations, the model outlined above may be expressed by the equations given below. To start with, we have the continuity equations for the concentrations of uncharged atoms \(n_0\), excited atoms \(n_e\), ions \(n_i\) and electrons \(n_e\). The last two equations are identical since the plasma is assumed to be neutral \(n_i = n_e\). The equations...
In these expressions $D_a$ is the diffusion coefficient for atoms, $D_i$ the diffusion coefficient for excited atoms and $D_k$ the ambipolar diffusion coefficient. Owing to the radial symmetry, all that is left of the operator $\nabla^2$ is the expression

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right).$$

The parameters $k_{jk}$ are the reaction-rate coefficients for the transition from state $j$ to state $k$ resulting from the collision of a particle in state $j$ with an electron. They can be calculated by integrating the appropriate collision cross-section $\sigma_{jk}$ over all relevant electron velocities:

$$k_{jk} = \int \sigma_{jk}(v) f(v) dv,$$

where $f(v)$ is the distribution for the electron velocities.

In solving the continuity equations the following boundary conditions are taken: for all particles $\frac{\partial n_i}{\partial r} = 0$ for $r = 0$ and all values of $t$ owing to the radial symmetry; also, $n_i(R,t) = n_w(R,t) = 0$, and $n_e(R,t) = n_w$, where $R$ is the radius of the discharge vessel and $n_e$ the concentration of the uncharged atoms at the wall. Finally, $\tau_{eff}$ is the effective lifetime of the excited state. The effective lifetime may be many times greater than the natural lifetime of the excited state, because the resonance radiation is 'imprisoned' in the plasma by the repeated absorption and re-emission. The extent to which this is the case, and hence the radiative transport in the discharge, depends on the population in the ground state ($n_0$) and in the excited state ($n_e$). All this leads to rather complicated calculations.

The equation for the conservation of electron energy is:

$$\int_0^R \frac{\partial}{\partial t} \left[ n_i(r,t) \frac{3}{2} kT_e \right] 2\pi r dr =$$

$$\frac{3}{2} kT_e D_k \left( \frac{\partial n_e}{\partial r} \right) |_{r=R} 2\pi r + E I - \int_0^R \left( P_{el} + P_{inel} \right) n_i(r,t) 2\pi r dr,$$

where $k$ is Boltzmann's constant and $P_{el}$ and $P_{inel}$ are the elastic and inelastic losses per electron and per second. This equation, together with the relation between current and field-strength:

$$I(t) = E(t) \epsilon \int_0^R n_i(r,t) \mu_e(r) 2\pi r dr,$$

permits the power taken up by the column to be calculated, always provided, as mentioned earlier, that an additional boundary condition is specified, e.g. in the form of a given discharge current. The product $\mu_e E$, where $\mu_e$ is the electron mobility, in the last equation gives the drift velocity $v_d$ for the electrons in the discharge. The concentration $n_i$ of the excited atoms and the effective lifetime $\tau_{eff}$ of this state then allow the light output for this power to be determined.

Results of model calculations

Results of numerical calculations based on the model described above are given in fig. 2 and fig. 3, which show the concentrations of the various kinds of particle as a function of the radius in a sodium and in a mercury discharge under practical conditions for these discharges. The figures give relative values for the various quantities; some numerical values are listed in Table II.

The differences in behaviour between the two discharges are mainly explained by the differences in current density. It can be seen in the case of the sodium discharge that at higher current densities the concentration of Na atoms at the axis drops virtually to zero. The decrease in the concentration of the uncharged

---

Na atoms near the axis of the discharge is referred to as 'depletion' [16].

In a mercury discharge the concentration distributions show little variation when the current density is varied. For the mercury discharge it is therefore a reasonable approximation to take the concentration of atoms in the ground state as constant; the concentrations of ions and excited atoms as a function of the radius can be described to a good approximation by Bessel functions of order zero [6]. When introducing these approximations the model equations can simply be integrated over the radius, which then leaves equations that only have a time dependence. This makes it easier to study time-dependent processes and reduces the computer time required for the numerical calculations. A typical calculation of this kind will be presented in the next section.

It is only when $2\pi/\omega$ lies between these values that the current modulation can produce a periodic change in the electron temperature $T_e$, thus causing, as we shall show, a distinct change in the behaviour of the discharge. If $2\pi/\omega$ is much smaller than the characteristic times, the discharge is too slow to follow the current variations and $T_e$ will adjust to a level corresponding to the average current $I_0$. If, however, $2\pi/\omega$ is much greater than the characteristic times, we then have what is in fact a slowly varying d.c. discharge. Here again there will be hardly any variation in $T_e$, since only slight changes in $T_e$ can cause current variations, because of the exponential relation existing between $T_e$ and the ionization rate.

In the intermediate region, i.e. for $r_a > 2\pi/\omega > r_e$, a modulated discharge current may be expected to cause a modulation of the electron temperature, for the charge-carrier concentration in the plasma will not then follow the current modulation, since $2\pi/\omega$ is less than $r_a$. This implies that current variations can only occur as a result of variation of the drift velocity of the electrons, which in turn means that the field-strength in the plasma must also be subject to these variations. In this case the electron temperature will follow the field-strength variations, because $2\pi/\omega > r_e$.

The far-reaching consequences that result from such a periodic variation of $T_e$ may be understood from the reasoning summarized in fig. 4 together with the results of numerical calculations and experimental measurements. There is reasonable agreement between measurements and calculations as long as the modulation coefficient $\beta$ does not exceed 0.5 (fig. 5). The calculations indicate that a further increase in $\beta$ should give a further decrease in the concentration of excited atoms, but the measurements show that the concentration in fact increases. An explanation for this disparity between theory and experiment can be found by studying the effects of time-dependent deviations in

---

![Table II. Some numerical results of calculations on low-pressure discharges in a mixture of sodium and inert gas and a mixture of mercury and inert gas.](image)

<table>
<thead>
<tr>
<th>Mercury discharge</th>
<th>Sodium discharge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>140 mA</td>
</tr>
<tr>
<td>Electron concentration on the axis</td>
<td>$2 \times 10^{18}$ m$^{-3}$</td>
</tr>
<tr>
<td>Tube diameter</td>
<td>36 mm</td>
</tr>
<tr>
<td>Wall temperature</td>
<td>42 °C</td>
</tr>
<tr>
<td>Concentration of uncharged atoms at the wall</td>
<td>$2.2 \times 10^{20}$ m$^{-3}$</td>
</tr>
<tr>
<td>Buffer gas and buffer-gas pressure</td>
<td>Argon 400 Pa (3 torr)</td>
</tr>
</tbody>
</table>

The time-dependent behaviour of a low-pressure mercury-inert-gas discharge

The time-dependent behaviour of the mercury-inert-gas discharge used in a fluorescent lamp is not only relatively easy to describe but is also of practical importance, since lamps of this type are almost invariably operated from an a.c. supply. In order to continue to benefit from the agreement between the theoretically and experimentally known d.c. behaviour, we started by studying a modulated d.c. discharge in which the current $I$ through the discharge can be described as a function of time $t$ by $I = I_0 (1 + \beta \sin \omega t)$. Here $I_0$ is the value of the d.c. current, $\beta$ the modulation coefficient and $\omega$ the angular frequency of the modulation.

The behaviour of the discharge is determined by the duration of the period $2\pi/\omega$ of the modulation in comparison with the two characteristic times that enter into the description of the discharge [7] [8] [17]: the ambipolar diffusion time $r_a$ and the relaxation time $r_e$ for the electron energy. Representative values of these times are about 1 ms for $r_a$ and 5 µs for $r_e$. 

---

![Fig. 4.](image)
When the electron temperature is periodically varied as a result of periodic current variations, the excitation and ionization coefficients will follow the variation. These coefficients depend exponentially on the temperature, and therefore the average of $T_e$ may be lower than the d.c. value required to maintain the same temperature.

Since the excitation coefficient depends exponentially on temperature, the modulation of the concentration of excited particles will not be a sinusoidal function of time.

A drop in the mean electron temperature also entails a decrease in field-strength and drift velocity. As a consequence the mean electron concentration at a given current must increase.

The velocity distribution of the electrons $^{181}$. Calculations with the time-dependent Boltzmann's equation have shown that deviations of this kind may occur when the electron temperature increases rapidly as a result of a rapid increase in the electric field-strength. This may have the effect of altering the velocity distribution in such a way that there are relatively more electrons of high energy than there would be in a d.c. discharge with the same average electron energy. This will clearly cause an increase in both excitation and ionization. The calculations show that this effect increases with the modulation of the electron temperature. Experiments on a pulsed gas discharge have revealed that this pulsation may in fact have a considerable influence on the behaviour of the discharge $^{181}$. R. Bleekrode and J. W. van de Laarse, J. appl. Phys. 40, 2401, 1969.


Fig. 6. Radiation output $I_a$ of a pulsed mercury discharge as a function of pulse frequency $f$. The outputs have been normalized to the output of a d.c. discharge at the same power (this level is indicated by a dashed line). Curve $a$ gives the output at a wavelength of 436 nm, curve $b$ the output at a wavelength of 254 nm.

A relative increase in the number of fast electrons has the greatest influence on the populations at the higher levels, which explains why the effect on the 254-nm emission is less than the effect on the 436-nm emission. (The 436-nm emission originates from a transition terminating at the $3p_1$ level.)

Similar arguments can also be applied to discharges operated from a normal a.c. supply, and these have been confirmed experimentally. The efficiency of such a discharge is highest at supply frequencies of about 100 kHz, and lowest at 500 Hz. The standard 50-Hz supply is not ideally suitable here.

The efficiency measurements and calculations referred to above relate only to the positive column; what is more, they were carried out on discharges with dimensions not normally used in practice. It is also found that the electrode losses are smaller for a high-frequency discharge current.

At the present state of the technology the overall improvement of efficiency, however, is not very substantial. This means that, after allowance has been made for the losses arising in the conversion of the 50-Hz mains voltage into a 100-kHz supply voltage, only a slight improvement of efficiency remains. However, fluorescent lamps in trains and aircraft are operated from higher-frequency a.c. supplies.

From what we have said above it can be seen that experiments and analysis of the properties of the theoretical model provide a good understanding of the behaviour of a low-pressure sodium-inert-gas discharge.

As we have already seen (fig. 2), depletion occurs in a sodium discharge at higher currents. At higher current densities the ionization reaches a level at which the uncharged atoms can only just reach the central part of the discharge, and excitation is then confined to a zone along the wall.

From the equations (1), (2) and (3) forming part of the model discussed above for the positive column, we can derive the relation

$$n_0(r) = n_w - \frac{D_0}{D_a} n_0(r) - \frac{D_1}{D_0} n_1(r),$$

which describes the depletion in the steady-state case. Under the normal conditions in a low-pressure sodium-inert-gas discharge the last term amounts to no more than 10% of the total. Since $D_a$ is about 7 to 10 times greater than $D_0$, and $n_0(r)$ increases towards the axis of the discharge, $n_0$ will decrease towards the discharge axis, the rate of decrease increasing with the current and hence the value of $n_e$.

Fig. 7 shows a number of current-voltage characteristics for a sodium-inert-gas discharge. When these characteristics were taken a heat pipe was used to keep the wall temperature of the discharge tube and hence the sodium density constant. With this arrangement the wall temperature could be adjusted as required and kept independent of the power taken by the discharge. It can be seen that, as the current increases, there is initially a decrease in the voltage as a result of stepwise ionization. At the same time the sodium-ion concentration increases, so that near to the axis the concentration of atoms in the ground state decreases, as indicated by equation (4). This concentration will gradually become so low that any further increase in the ionization of Na atoms can only be produced by an increase in voltage. Once all the sodium atoms have been ionized, a further increase in current is only possible through the ionization of inert-gas atoms. Their ionization energy is much higher than that of the Na atoms, which means that the voltage across the discharge must increase sharply to produce a further rise of current, as can clearly be seen from the characteristics. The figure also shows that the rise in the lamp voltage as a result of depletion occurs at a current value that increases with the wall temperature and hence the concentration $n_w$ of atoms at the wall. The consequences of depletion may also be recognized.
LOW-PRESSURE GAS DISCHARGES

Fig. 7. Current-voltage characteristics of a d.c. sodium discharge for constant wall temperature.

Curve a wall temperature 248.2 °C ($n_w = 2.7 \times 10^{19} \text{ m}^{-3}$),
curve b wall temperature 255.6 °C ($n_w = 3.3 \times 10^{19} \text{ m}^{-3}$),
curve c wall temperature 257.4 °C ($n_w = 4.1 \times 10^{19} \text{ m}^{-3}$),
curve d wall temperature 260.0 °C ($n_w = 4.6 \times 10^{19} \text{ m}^{-3}$).
The diameter of the discharge tube was 2 cm. The particle density of the 99% neon-1% argon mixture added as buffer gas is about $10^{23} \text{ m}^{-3}$.

from measurements and calculations of other parameters of the discharge as a function of the current (fig. 8). All the calculations were carried out at currents below the critical value $I_{\text{crit}}$, where very considerable depletion causes a marked increase in the electric field-strength. It should be recalled here that a basic assumption for the model was that the inert gas in a discharge is not ionized, a condition that is not satisfied at currents above $I_{\text{crit}}$. The effects shown in fig. 8 are in complete agreement with equation (4) and with the description of the depletion given above. Thus, when $I_{\text{crit}}$ is approached there is an increase both in field-strength and in electron temperature. According to eq. (4) the electron concentration at the axis in the event of complete depletion, i.e. where $n_e(0) = 0$, must be approximately equal to $(D_0/D_a)n_w$, since in that case $n_a(0) \approx 0$. If sodium is the only source of ions, which is the case up to $I_{\text{crit}}$, and since $n_w$ is constant as long as the wall temperature is constant, this implies that $n_e(0)$ is determined by the ambipolar diffusion coefficient $D_a$, which characterizes the total diffu-

Fig. 8. Effect of depletion of a sodium discharge on the behaviour of various parameters of the discharge as a function of the current $I$, at constant wall temperature. Measurements at a wall temperature of 236.1 °C are indicated by +, and those at 254.3 °C by O. The solid lines give the model calculations at these two temperatures (only for currents below the critical value). The diameter of the discharge tube was 2.8 cm. a) The field-strength $E$ in the positive column. b) Electron temperature $T_e$. c) Luminous efficacy $\eta$; the results of measurements and calculations were set equal at a single point, since absolute measurements of efficacy are very difficult with the arrangement of the discharge tube in a heat pipe. The arrows indicate the critical current values. d) Electron concentration $n_e$. In all cases there is at least a reasonable qualitative agreement between measured and calculated behaviour.
sion of electrons and ions. This coefficient is proportional to the ion mobility and the electron temperature: \( D_a = \mu_k T_e \). An increase in the electron temperature with depletion will therefore initially indicate a decrease in the electron concentration at the axis. Here again, there is at least a qualitative agreement between theory and experiment. To improve the quantitative agreement between measurements and calculations it is necessary to refine the model used in a number of ways. Thus, the way in which the radiative transport is taken into account and also the description of the atomic processes should be examined in greater detail. The higher energy levels of the sodium atom should also be included in the calculations.

The sodium lamp

In practice low-pressure sodium lamps are almost invariably operated from an a.c. supply. The above description of the d.c. behaviour, although contributing to a better understanding of the discharge, is not directly applicable to practical situations. The main reason for this is the occurrence of hysteresis in the discharge. The behaviour during a decrease in current is not the same as that during an increase in current, as can be seen from fig. 9. We have therefore made a closer study of the differences between d.c. and a.c. discharges in a low-pressure sodium lamp. Calculations indicate that the maximum depletion in a sodium lamp occurs about 2 ms after the maximum of the 50-Hz current. This effect is one of the causes of the hysteresis.

The characteristics of an a.c.-fed lamp, plotted while the wall temperature was kept constant by external means (fig. 10), show substantial agreement with the d.c. characteristics [23]. The lamp characteristic plotted for a lamp with the normal heat insulation [23], whose wall temperature was thus not kept constant, shows that under standard conditions the effective wall temperature is about 258 °C and that in this case depletion effects do indeed come into play. This also appears from fig. 11, where the behaviour of the field-strength in the discharge is plotted as a function of time for half a period of the 50-Hz a.c. current. The figure also gives the value of the field-strength in a lamp operated with a d.c. current equal to the r.m.s. value of the a.c. current. It can be seen that the current here remains below the critical value. From fig. 8c it can be seen that the efficiency of the discharge as a light source decreases with increasing depletion. At currents above the critical value some of the power dissipated in the discharge is taken up by the inert gas, which is very inefficient as a light producer. Since a large part of the power in an a.c. discharge is dissipated near the current
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**Fig. 9.** Hysteresis in the current-voltage behaviour of a sodium discharge with a 50-Hz supply. \( V \) is the instantaneous value of the voltage, \( I \) that of the current. The arrows indicate the direction in which the point moves along the curve. The dashed curve is the d.c. voltage characteristic.

**Fig. 10.** R.M.S. field-strength \( E_{rms} \) in an a.c. sodium discharge for three values of wall temperature (solid curve) as a function of the r.m.s. value \( I_{rms} \) of the discharge current. The diameter of the discharge tube was 1.9 cm and the particle density of the buffer gas was about \( 10^{23} \text{m}^{-3} \). The dashed curve gives the operating points for a lamp whose wall temperature adjusts to an equilibrium value corresponding to the dissipated power. The operating point of a normal SOX lamp with the same parameters is indicated by \( * \); it can be seen that the wall temperature is about 258 °C and that depletion in this lamp is not negligible.

**Fig. 11.** The field-strength \( E \) in the same SOX lamp as in fig. 10, as a function of the time \( t \) for an r.m.s. discharge current of 1250 mA at a wall temperature of 260 °C, during a half-cycle of the 50-Hz supply. \( A \) is the re-ignition peak; while the curve goes from \( A \) to \( B \) and the field decreases because of an increase in the stepwise ionization in the plasma. The rise \( BC \) is due to the occurrence of depletion; the field-strength then decreases to \( D \) (current maximum) owing to increasing ionization of the inert gas. From then on, as the current decreases, the complete process takes place in the region \( DG \), but in the reverse sequence, and with a phase shift.
maximum, which is just where the maximum depletion occurs, it is to be expected that the efficacy of a sodium lamp will be improved by d.c. operation. Fig. 12 shows the conditions under which d.c. is more efficient than a.c. as an energy source for the discharge, and the conditions under which the opposite applies.

Although a d.c. discharge would be preferable in certain cases, there are a number of problems with d.c. operation, such as the stabilization of the discharge.

Instead of a d.c. supply, a circuit can be used that clips the peaks of a normal a.c. current, giving an approximation to a 'square wave': the r.m.s. and average values of the lamp current are then much closer.

The functions of such a circuit, and indeed of any ballast for a discharge lamp, are to ignite the discharge, to stabilize the discharge and to ensure re-ignition at every half-cycle of the supply. For an SOX 180-watt lamp the ignition and re-ignition voltages are so much higher than the operating voltage, which is 245 V, that the voltage of the unloaded ballast — the open-circuit voltage — has to be 660 V to ensure ignition and re-ignition under all circumstances. This implies that the impedance of the ballast must be high compared with that of the lamp, and therefore the losses will be relatively high. The ballast will then deliver a current that is virtually independent of the load. It has been found that the operating voltage of the lamp increases during life, so that the power taken by the whole circuit will also increase, which is not usually very desirable.

In a ballast designed by J. Rottier[4] an electronic circuit supplies the ignition and re-ignition peaks. The open-circuit voltage of the ballast then does not have to be much higher than the maximum operating voltage of the lamp. Fig. 13 shows the basic circuit diagram for a ballast of this type. The inductance \( L_2 \) is so designed that its iron core is saturated for about one third of the time near the maximum value of the lamp current. This gives a voltage waveform with a strong third harmonic (fig. 14). The use of such a waveform has the effect of reducing the losses mentioned above due to power dissipation in the inert-gas discharge, and increases the luminous efficacy of the lamp by about 5%. A further advantage is that the ballast impedance can now be low since the ignition voltage is supplied by a separate circuit. This means that when the operating voltage rises during the life of the lamp, the delivered current will decrease, so that the power taken will remain approximately constant. The lower impedance also reduces the losses in the ballast, increasing the overall efficiency of the circuit by more than 10%.

---


Prospects for low-pressure discharge lamps

Any substitute for sodium or mercury in discharge lamps would have to meet the following specifications. The metal must have a particle density of about $10^{20}$ m$^{-3}$ (a vapour pressure of a few mtorr) at a temperature lower than 450 °C. If the temperature for this required density in a discharge lamp were to be higher, the luminous efficacy would be reduced by heat losses. In addition, the atoms of the substituting element must give a high-efficiency conversion of the energy dissipated in the discharge into visible light or radiation in the near ultraviolet. These specifications indicate that cadmium, zinc and magnesium might be possible substitutes. Cadmium, whose energy-level diagram is comparable with that of mercury, requires by far the lowest working temperature (about 250 °C), and in this respect is thus comparable with sodium. The radiant emission of cadmium lies in the ultraviolet ($\lambda = 228.8$ and 326.1 nm), which means that, as in the case of mercury, phosphors are necessary for the conversion into visible light.

Summary. Two low-pressure gas discharges are used for lighting purposes: the mercury discharge, in fluorescent lamps, and the sodium discharge. For a proper understanding of the behaviour of these discharges it is desirable to have a theoretical model to describe them. The model given here consists of the equations for the particle densities, the energy-balance equation and the equation giving the relation between current and field-strength, with added boundary conditions.

Study of the time-dependent behaviour of a mercury discharge shows that modulation of the electron temperature occurs at supply-voltage frequencies in the region of 100 kHz, resulting in a higher luminous efficacy. At practical current densities the behaviour of the sodium discharge is determined by diffusion effects. At high current densities a sodium deficit occurs in the centre of the discharge, the buffer gas then participates in the discharge and the efficacy decreases. A specially designed ballast helps to prevent this decrease. This article concludes with a brief review of possible substitutes for mercury or sodium in low-pressure discharge lamps.

A considerable amount of work has been done on the use of cadmium in discharge lamps. Model calculations have shown that the UV radiation can be generated very efficiently: 80-100 lm/W. Measurements have confirmed these calculations. The only serious problem is to find suitable phosphors that are not attacked by the cadmium. Since no such phosphors have yet been found, it looks for the time being as if the low-pressure sodium lamp and the low-pressure mercury lamp are the only lamps of their kind.

One of the three bays of the 'Jan Dellaert' hangar at Schiphol (Amsterdam Airport), specially built for maintenance work on Boeing 747 B aircraft. Each bay is illuminated by 199 high-pressure sodium lamps (400 W).
Temperature profiling of tungsten filaments in incandescent lamps by a chemical transport reaction

The use of incandescent lamps in projectors, floodlights, automobile lamps, etc. requires a high and uniform luminance from the filament. Most of these lamps are low-voltage types with a relatively high filament temperature, and nowadays usually with a halogen filling. The filament in such lamps typically consists of a coil of fairly thick tungsten wire with relatively few turns. This has the drawback that the temperature of the turns is considerably lower at the ends of the coil (200 to 400 °C) than at the centre, because of the relatively high thermal conduction of the wire and the heat dissipation through the thick lead-in wires. Added to this, temperature differences along the coil cause an axial tungsten transport from turn to turn, since the vapour pressure of tungsten is highly temperature-dependent. In low-voltage gas-filled lamps, in which marked axial temperature gradients occur, this effect may exceed the radial evaporation and can even determine the life of the lamp; the filament burns out at the place where the mass loss due to axial tungsten transport is greatest (fig. I) [1].

Clearly, the quality of such lamps could be substantially improved by reducing the temperature differences within the filament coil. A completely flat temperature distribution is not, however, the best solution of this problem. The net mass transport from turn to turn would certainly be zero then, and the luminance would be the same all along the coil, but at the free ends of the coil, where there is a greater radiating surface, the radial tungsten losses would be more than twice as large as at the centre of the coil. Such a measure would therefore lead to faster burnout at the end turns of the coil or at the lead-in wires. The best temperature distribution for long life is one in which the net axial mass transport from turn to turn is constant and exactly compensates the greater tungsten losses at the free ends of the coil. In fig. 1a the solid curve shows the characteristic steep temperature gradient along the coil of a 24-V projection lamp; the hatched area indicates where the optimum temperature-distribution curve should be.

This optimum temperature profile can be obtained in a simple manner by running the tungsten filament very briefly in a fluorine-containing atmosphere before normal operation [2]. The effect of this pretreatment may be explained with reference to fig. 2 [3]. The graph shows the tungsten 'solubility' \( \Sigma_{P_{W}}/\Sigma_{P_{F}} \) as a function of temperature in a gas consisting of argon to which 10^3 Pa (10^-2 atm) of fluorine has been added. Between 2600 K and 3100 K the solubility decreases steeply with rising temperature. For a hot tungsten filament this means that tungsten will be transported from regions of lower temperature to regions of higher
TEMPERATURE PROFILING

Fig. 2. Relative tungsten solubility $\frac{\Sigma PF_2}{\Sigma WF_6}$ in an atmosphere consisting of an inert gas with $10^3$ Pa ($10^{-3}$ atm) of fluorine (solid curve) and in an atmosphere to which oxygen has also been added, producing WOF$_4$ (dotted curve). The transport direction changes at 2500 K and 2600 K respectively. At temperatures below that limit the transport is towards the cooler parts of the system, whereas above it the transport is towards the hotter parts. The maximum in the curve of the system with WOF$_4$ is somewhat flatter, which means that there is only a slight tendency for tungsten to be transported towards the cool bulb wall.

temperature; the transport stops as soon as all parts of the coiled filament have the same temperature. In this pretreatment with fluorine the lamp is switched off as soon as the temperature profile appears to be of the optimum type.

Although in principle such transport reactions are also possible in an atmosphere containing chlorine, the processing is faster in a fluorine atmosphere; the profile is also somewhat smoother and is a better approximation to the optimum curve.

The filament can be profiled either in a separate vessel or in the lamp bulb itself. The cold pressure of the inert gas is $1.5 \times 10^4$ Pa (100-500 torr). We do not add free fluorine to the inert gas but NF$_3$, which is non-toxic and is easily handled; the filling pressure of the NF$_3$ is of the order of $10^3$ Pa. During the profiling process the filament is at a temperature of between 2650 and 2800 K. The whole operation takes no more than about forty seconds.

The experimental results so far obtained with automobile lamps (12 V, 55 W, filled with CH$_2$Br$_2$) show that the pretreatment increases life about 120% for the same luminous flux or, for the same life, gives a 10% increase in luminous efficacy.

When filaments in small lamps are profiled, black spots may appear on the bulb in the immediate vicinity of the lead-in wires, which are cool. This happens because the transport goes in the opposite direction at temperatures below about 2650 K; i.e. it goes from the hot tungsten to the cool bulb wall. The black deposit can be returned to the filament, however, by 'flashing' the lamp in the same atmosphere for a few seconds at 3100 K. Chemical reaction between the fluorine and the quartz glass of the bulb can best be reduced by bringing the bulb into contact with cold water during the pretreatment. Preliminary experiments have demonstrated that the deposition of reaction products can be completely avoided by adding a little oxygen to the reactive gas filling. This results in the formation of WOF$_4$, which gives a flatter maximum in the solubility curve and a reduced mass transport to areas of lower temperature, as can be seen in the dashed curve in fig. 2. The details of this process are at present under investigation.

J. Schröder
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The high-pressure sodium lamp

J. J. de Groot, J. A. J. M. van Vliet and J. H. Waszink

In the visible spectrum the high-pressure sodium lamp, like the low-pressure sodium lamp, mainly emits the resonance radiation of the sodium atom. In the high-pressure lamp (Na pressure 7-40 \times 10^3 \text{ Pa} or 50-300 \text{ torr}) this radiation is spread over a much wider range of wavelengths than in the low-pressure lamp (Na pressure about 0.4 \text{ Pa} or 3 \times 10^{-3} \text{ torr}) [1]. This broadening of the spectrum (fig. 1) is caused by collisions between the particles, which appreciably broaden the excited level. Furthermore, the radiation absorption, which has a maximum at the central wavelengths of the yellow sodium lines, is very large because of the high density of the sodium vapour. This means that the radiation can more easily leave the plasma the farther its wavelength is removed from the central wavelength.

Because of the broadening of its spectrum, the light from the high-pressure sodium lamp permits discrimination between colours, which makes the lamp suitable for town lighting. The monochromatic light emitted by the low-pressure sodium lamp, on the other hand, allows very little colour discrimination and this lamp is therefore mainly used for lighting major roads. In a high-pressure discharge considerably more power can be dissipated per unit volume than in a low-pressure discharge. For this reason the high-pressure lamp is smaller than a low-pressure lamp and its luminance very much higher. Its luminous efficacy, however, is lower than that of a low-pressure lamp. The main reason for this is that an appreciable part of the energy input in a high-pressure lamp is emitted as spectral lines in the infrared. The visible radiation is also spread over a wider range of wavelengths. The spectrum of the high-pressure lamp is not so well adapted to the sensitivity curve of the human eye (the spectral-luminous-efficiency curve) as that of the low-pressure lamp, so that the same radiant power corresponds to a lower luminous flux.

The temperature of the discharge tube in a high-pressure sodium lamp (fig. 2) is fairly high. Sodium vapour is so chemically active at these temperatures that glass or quartz glass cannot be used as the material for the discharge tube. In the present state of the technology the only material suitable for this purpose is alumina, either in a densely sintered polycrystalline form or in the form of single crystals (sapphire). Wall temperatures of up to about 1500 K are permissible with this material.

As well as sodium the lamp also contains xenon, for ignition, and mercury, to reduce the heat-conduction losses and give a better match between the lamp and its ballast. The most important characteristics of the high-pressure sodium lamp are summarized in Table 1.

In this article we shall survey the main physical aspects of a high-pressure sodium lamp and consider some questions that arise in the design of such a lamp. We shall not be concerned here with the ballast, necessary for the stable operation of the lamp, or with the technological problems associated with the manufacture of the various types of high-pressure sodium lamp [2][3].

The physical model for a high-pressure discharge

In research on high-pressure discharges it is desirable to have a simple model for the discharge, partly to improve understanding of the processes involved, and partly to restrict the number of experiments needed for the design stage.

Table I. Characteristics of the SON 400W high-pressure sodium lamp.

<table>
<thead>
<tr>
<th>Gas pressures (in the operating lamp)</th>
<th>Na</th>
<th>Hg</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 000- 20 000 Pa (60-150 torr)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55 000-110 000 Pa (400-800 torr)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 000- 27 000 Pa (150-200 torr)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material of the discharge tube</td>
<td>Al2O3, polycrystalline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter of the discharge tube</td>
<td>7.5 mm</td>
<td>82 mm</td>
<td></td>
</tr>
<tr>
<td>Electrode spacing</td>
<td></td>
<td>4.4 A</td>
<td>105 V</td>
</tr>
<tr>
<td>R.M.S. current</td>
<td></td>
<td>4.4 A</td>
<td>24 W</td>
</tr>
<tr>
<td>R.M.S. lamp voltage</td>
<td>118 W</td>
<td>80 W</td>
<td>200 W</td>
</tr>
<tr>
<td>Electrode losses</td>
<td>120 lm/W</td>
<td>23</td>
<td>2100 K</td>
</tr>
<tr>
<td>Radiant power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ultraviolet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>visible</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>infrared</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminous efficacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colour-rendering index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colour-temperature</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
optimizing lamp design and developing new types. It is particularly important to restrict the number of experiments in cases where experimental parameters cannot easily be varied — a typical example here is the diameter of the discharge tube.

The dominant processes in a high-pressure sodium discharge are elastic and inelastic collisions between the particles in the plasma, and also the emission and absorption of radiation. Because of the high gas density and the low density gradients in the plasma, the diffusion currents are so small as to be negligible. This is quite different from low-pressure discharges, where diffusion is the dominant process.

In elastic collisions between electrons and atoms the electrons transfer to the atoms the energy they have acquired from the electric field, and this process has the effect of heating the gas. These collisions also determine the drift velocity of the electrons in the discharge and consequently the charge transport. The velocity distributions of the atoms and electrons may be described by a Maxwell distribution, so that the atoms may be said to have a temperature $T_g$ and the electrons a temperature $T_e$. The difference between the two temperatures proves to be small in the case of a high-pressure discharge, as we shall see shortly.

As a result of inelastic collisions, atoms are excited or ionized, or one of these processes occurs in the reverse direction, giving rise to de-excitation or volume recombination.

The behaviour of the high-pressure sodium lamp is mainly determined by the radiative processes that take place in the positive column. About 80% of the power emitted in the form of radiation by a high-pressure sodium discharge originates from transitions indicated in fig. 3. A model that only takes these three transitions into account will give a good description of the energy transport in the discharge. Inelastic processes involving mercury or xenon atoms have very little effect under the conditions considered here and we shall therefore disregard them.

In addition to the temperatures $T_e$ and $T_g$ we need various other parameters to describe the plasma in the positive column. These are the densities of all the particles occurring in the discharge, the radiation density and the electric field-strength. It is also necessary to know the effective cross-sections of all the collision processes. It can be assumed that the plasma is homogeneous along its axis, that the partial pressures of Na, Hg and Xe are constant over every cross-section of the discharge, and that the plasma has cylindrical symmetry.

We can now postulate a number of relations between the various parameters, which together form the
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physical model of a steady-state discharge. We begin
with conservation equations for the particle densities
of the sodium atoms in the various states. Next come
the energy-balance equations, one for the electrons
and one for the atoms. The first of these equations states
that the power supplied to the electrons per unit volume
is equal to the power transferred to the atoms by
elastic and inelastic collisions. The power transferred
by inelastic collisions is equal to the power radiated
per unit volume. The second equation states that the
power transferred to the atoms at elastic collisions
corresponds to the losses due to heat conduction. In
the case of local thermodynamic equilibrium it is
assumed that electron temperature and gas tempera-
ture are identical. There is then only one energy -
balance equation, which applies to the system of elec-
trons and atoms collectively. This equation is the sum
of the two already mentioned, and is given in the
introductory article [4] as equation (1). The power
radiated per unit volume is the difference between the
emitted and the absorbed power. The absorbed power
depends on the radiant flux density, which in turn
depends on the particle densities elsewhere in the
plasma. This second dependence is described by an
equation that gives the radiative transport in the dis-
charge, an equation that presents appreciable difficul-
ties in calculations on discharge models, as can be seen
from the discussion in the introductory article [4].
Because of these difficulties we have to use relatively
simple models for calculations on discharges. The set
of equations collectively forming the model for the
high-pressure discharge is completed by the equation
of state for the discharge gas. Simultaneous solution
of these equations yields the values of the discharge
parameters at every point in the column.

If we now compare the high-pressure sodium dis-
charge with the low-pressure discharge described
elsewhere in this issue, we see the following differences.
In the high-pressure discharge a substantial part of the
power taken up by the electrons from the electric
field is transferred to the atoms by elastic collisions. In
this way the gas becomes very hot, and as a result —
unlike the situation in a low-pressure discharge — there
is only a small difference between $T_e$ and $T_g$. Fur-
thermore, as we saw earlier, diffusion currents in the high-
pressure discharge are low, whereas in the low-pressure
case they determine the properties of the discharge.
Among the inelastic processes, volume recombination
at low pressure is negligible, whereas at high pressure
it is in fact the principal recombination process. The
other inelastic processes discussed — excitation, de-
excitation, ionization, and the emission and absorption
of radiation — play an important role in both cases.
It follows from what has been said that there will be
significant deviations from local thermodynamic equi-
librium in a low-pressure discharge but only minor
ones in a high-pressure discharge.

Complete thermodynamic equilibrium can never
exist, however, in a plasma that emits radiation. The
actual deviation from this equilibrium is not easy to
estimate, but nevertheless it is important to know
something of the deviations. If they are small, it is a
reasonable approximation to assume that local thermo-
dynamic equilibrium exists, which makes the calcula-
tions very much simpler. To get some idea of the

![Fig. 2. A high-pressure sodium lamp. The central cylinder is the
discharge tube, made from densely sintered alumina. The
outer envelope, which is cylin-
drical here, is evacuated. An-
other type of envelope is shown
in the introductory article [4].](image)

![Fig. 3. Simplified energy-level diagram for sodium. Only those
levels are shown that appear in the model used here for the
theoretical description of a high-pressure discharge. The ordinary
arrows indicate non-radiative transitions, the wavy arrows the
radiative transitions. The wavelength of the radiation is given
in nm.](image)
The difference between $T_e$ and $T_g$ we have calculated the temperature of electrons and atoms as a function of the radial coordinate, without assuming local thermodynamic equilibrium. Fig. 4 shows a result of these calculations [6]. Near the axis the difference between the two temperatures is small, about 10 K, but near the outside of the discharge the difference increases to about 600 K. This means that there is effective local thermodynamic equilibrium in the hottest part of the plasma, and there is therefore no objection to assuming this equilibrium in calculations of the plasma temperature, field-strength and total radiant flux. However, the spectral intensity distribution of the resonance radiation originating from the outer layers of the discharge can only be accurately described by taking into account the deviations from local thermodynamic equilibrium in these layers. We shall deal with this subject when we discuss the various spectra.

Spectroscopic methods of measurement

For the model calculations referred to above, and for their experimental verification, and also for designing a particular lamp, it is necessary to know various quantities relating to the discharge, such as the vapour density, the temperature distribution in the discharge and the wall temperature of the discharge tube. We measure these quantities by the spectroscopic methods commonly used in plasma physics [6].

As we have seen, line reversal takes place in a plasma of sufficient optical density (fig. 1). This is due to a lack of uniformity in the radial temperature distribution, which gives rise to inhomogeneity in the population densities of the various energy levels. The vapour pressure can be derived from the difference in wavelength $\Delta \lambda$ between the two maxima in the profile of a self-reversed resonance line (fig. 5) [7]. From the maximum radiance of a non-resonant spectral line observed in a particular direction it is possible to derive the maximum temperature in that direction. (Radiance is defined as the radiant flux per unit surface emitted by a radiating object per unit solid angle and per unit wavelength.)

Infrared pyrometry, which is the most obvious method of determining the wall temperature of the discharge tube, can only be used by including in the outer envelope a special window that transmits infrared radiation. It has been found, however, that the wall temperature can be determined simply and reliably by measuring the electron temperature after switching off the discharge [8]. The electron temperature, which is higher than the wall temperature $T_w$ in an operating lamp (fig. 4), decreases to the value $T_w$ within a few milliseconds after switching off the lamp. The time constant for the cooling of the wall is a few seconds, and there is therefore ample time to determine the electron temperature, which has fallen to $T_w$, from the radiance at the centre of an optically thick spectral line like the sodium D line. The wall temperature of the discharge can then be found by extrapolating back to the time at which the discharge was switched off.

---

Measurement and calculation of the macroscopic parameters

The physical and electrical properties of the high-pressure sodium discharge are determined by the choice of the sodium vapour pressure, the nature and pressure of the buffer gas, and the power dissipated in the discharge. In calculating these quantities it may be assumed, as we have seen, that there is local thermodynamic equilibrium in the discharge. As we noted earlier, this considerably simplifies the model.

The densities of the excited atoms and of the electrons follow from the equations of Boltzmann and Saha. The energy-balance equation for the time-varying discharge is now [9]:

$$\frac{\delta T}{\delta t} = \alpha E^2 - \text{div}(-\kappa \text{grad} T) - U(T).$$

The corresponding equation for a discharge that is constant in time has been dealt with in the introductory article [4]. The relation between the discharge current $I$ and the field-strength $E$ is given by

$$I = 2\pi E \int_0^R \rho r \, dr.$$

In the above equations $\rho$ is the mass density and $c_p$ the heat capacity of the gas, $T$ is the temperature, $t$ the time, $\sigma$ the electrical conductivity and $\kappa$ the thermal conductivity. $U$ is the radiant power per unit volume. In calculating $U$ we have assumed that the sodium D lines are optically thick and that the infrared lines are optically thin [10]. From these two equations, together with the equation of state for the discharge gas, we can calculate the temperature $T$ as a function of time and position. The boundary conditions are the wall temperature $T_w$, the condition that $\partial T/\partial r$ is at all times zero at the axis, and the condition that the temperature distribution is $T(r,t_0)$ at any given time $t_0$. Finally, the current $I$ must be given as a function of time. In the case where the current is assumed to be constant as a function of time, this model with local thermodynamic equilibrium [9] [10] yields values for the gas temperature, the field-strength and the radiation output that compare well with the results of a model in which thermodynamic equilibrium is not assumed.
Fig. 8. Measured and calculated emission spectra of a high-pressure sodium lamp. The spectral radiance $L_\lambda$ (in $W/m^2 nm sr$) has been integrated over wavelength intervals of 1 nm and represented as a function of the wavelength $\lambda$. Solid curves give the measured values, dashed curves the calculated values.

a) Sodium pressure 17 000 Pa (125 torr). b) Sodium pressure 40 000 Pa (300 torr). For the band visible at 551.5 nm, particularly in case (b), the absorption coefficient is proportional to the square of the sodium concentration. The diameter of the discharge tube was 7.6 mm, the wall temperature in both cases was 1600 K and the dissipated power 4700 W/m. The calculations were corrected for reflection from the wall of the discharge tube.

Our calculations of the plasma temperature [10], both as a function of sodium pressure and of the dissipated power, are in good agreement with the results of the measurements, as can be seen from fig. 6. Fig. 7 shows the effect, also calculated, of the buffer gas xenon on the field-strength and also the temperature at the axis in a sodium discharge operated from an a.c. supply (50 Hz). Without buffer gas there is a sharp decrease in the plasma temperature while the current passes through zero. As a result there is a temporary decrease in the degree of ionization, giving rise to sharp peaks in the field-strength: the extinction and re-ignition peaks. Raising the heat capacity and lowering the heat conduction of the plasma, which can be done by the addition of a heavy buffer gas like xenon or mercury, will have the effect of increasing the thermal inertia of the discharge. In this way the sharp drop in the plasma temperature during the zero crossing of the current can be avoided and hence the sharp extinction and re-ignition peaks.

The spectrum of the high-pressure sodium lamp

Calculation of the emission spectrum of a high-pressure sodium discharge is necessary to allow the effect of various parameters on the luminous efficacy of a discharge to be predicted without making measurements. The spectrum can be derived from the calculated temperature distribution, the sodium pressure and the equation for the radiative transport in the plasma [10]. In addition to the transitions shown in fig. 3, we have included in the calculations all other lines that make any significant contribution to the light output. Both for calculating and measuring the spectra shown in fig. 8 the intensities in all cases were integrated over wavelength intervals of 1 nm. The measurements were made with a.c. discharges (50 Hz), with time-averaged radiance values. We adopted this procedure because we had found that time-averaged

values compared well with the results obtained from measurements on d.c. discharges for the same dissipated power \[10\].

The agreement between measurements and calculations is in general very good. Two remarks should be made, however. To begin with, the radiance measured for the long-wavelength 'wing' of the spectrum of the sodium D lines is greater than the calculated value, whereas the opposite is the case for the short-wavelength wing. When calculating the spectrum we assumed that the line had a Lorentzian profile determined by resonance broadening. This assumption is justified at relatively low pressures, because the linewidth is then small. In our case, however, we have a line considerably broadened by high pressure, and calculations now have to be carried out for wavelengths so far from the centre that a Lorentzian profile is obviously no longer a good approximation.

The second remark concerns the radiance at the centre of the sodium D lines. As we have seen, a model in which thermodynamic equilibrium is assumed will give a good description for the spectrum of radiation originating from the central part of the discharge. At the central wavelengths of the D lines the absorption coefficient of the plasma is so large, however, that the emitted radiation originates from a thin layer near the wall of the discharge tube. Our calculations lead us to expect a difference of about 600 K between \( T_0 \) and \( T_g \) in this region (fig. 4). The model in which thermodynamic equilibrium is not assumed will therefore yield a higher radiance in the centre of a line than the model that does assume thermal equilibrium. Fig. 9 shows that the non-equilibrium model yields a result in good agreement with the measurements, whereas the equilibrium model yields a radiance value that is too low. This confirms the calculated temperature curves in fig. 4.

**Influence of the buffer gas**

The addition of a buffer gas makes it possible to influence both the electrical and the spectral properties of a high-pressure sodium discharge. The effect of a xenon addition on the electrical behaviour has already been shown in fig. 7. It changes the mobility of the electrons only very slightly, and consequently there is little change in the field-strength. The addition of mercury, on the other hand, has a very considerable effect on electron mobility, and can therefore be used to increase the effective field-strength in the plasma. From the results of calculations presented in fig. 7 it also follows that increasing the thermal inertia of the plasma has a good effect on the extinction and re-ignition peaks. Owing to the poorer thermal con-

ductivity of the plasma after the addition of xenon or mercury, the heat losses are reduced and the light output is increased. To examine the effect of the buffer gas on the luminous efficacy we must first determine the effect it has on the spectral energy distribution.

The main effect of the addition of mercury is to raise the intensity in the long-wavelength wing of the sodium D lines. The addition of mercury or of xenon both give rise to bands in the spectrum whose intensity, at constant temperature, is found to be proportional to the density of the sodium and also to that of the buffer gas. The band observed on the addition of xenon almost coincides with the maximum of the spectral-luminous-efficiency curve; the addition of mercury gives bands on the red wing of the sodium D lines.

By lowering the heat conduction losses, both buffer gases have the effect of increasing the luminous efficacy. Xenon produces a greater increase than mercury, because it improves the spectral intensity distribution. The high xenon pressures required, however, give too high an ignition voltage for the discharge.

**The high-pressure sodium discharge as a light source**

The designer of a high-pressure sodium lamp is free to choose such parameters as the sodium pressure, the type of buffer gas, the buffer-gas pressure and the length and diameter of the discharge tube in such a way as to produce an optimum light source for the
available supply voltage. The compromise he has to find between colour rendering and luminous efficacy is illustrated in fig. 10, where efficacy and colour-rendering index $R_g$ are shown as a function of the sodium pressure.

A high-pressure sodium discharge has a negative, or very weakly positive, current-voltage characteristic. This means that the lamp must always be used in series with a ballast for stable operation. An optimum design is therefore not based on the efficacy of the discharge alone but must also include the ballast. A complication here is that the lamp voltage rises during the life of the lamp. One reason for this is that electrode material settles on the wall, causing blackening of the discharge tube around the electrode and hence locally increasing the temperature of the wall. Since the coolest parts of the wall are situated behind the electrodes and there is a surplus of both sodium and mercury, this also means that the sodium and mercury pressure will increase, thereby increasing the lamp voltage and the height of the re-ignition peaks, while at the same time reducing the luminous efficacy (see fig. 10). Another factor is the upper limit of the wall temperature. When densely sintered alumina is used the wall temperature should not exceed about 1500 K. Above that limit there is sublimation of the alumina, and this has the effect of reducing the transmission of the outer envelope.

We shall now show what the consequences are when a lamp with a given power has to be designed to meet the following specifications: maximum light output, an r.m.s. lamp voltage that to some extent is predetermined by the ballast and the mains voltage, and a wall temperature lower than 1500 K. In doing so we shall consider the influence of the parameters already discussed: sodium pressure, the type and pressure of the buffer gas and the dimensions of the discharge tube.

**The sodium pressure**

As shown in fig. 10 a sodium pressure exists at which the luminous efficacy has a maximum. As the pressure decreases, the radiant efficiency decreases. This may be explained as follows. As the pressure decreases the temperature of the gas rises (fig. 6) and the temperature gradient towards the wall becomes steeper. As a result, losses due to heat conduction increase and the total radiant efficiency decreases (see fig. 11). When the sodium pressure increases, the total radiant efficiency increases slowly. The broadening of the D line, however, is so marked that the spectrum becomes badly matched to the spectral-luminous-efficiency curve. As a result the luminous efficacy decreases at higher pressures. The optimum sodium pressure is that at which the distance between the two intensity maxima of the self-reversed sodium D lines is about 10 nm, as found from measurements on various tube diameters and buffer-gas pressures.

**Wall temperature**

The wall temperature of the discharge tube in an evacuated outer envelope results from a steady state of the power supplied by conduction from the plasma and the power radiated from the wall in the form of heat. The heat-radiation term depends on the radiation-emission coefficient of the wall material of the discharge tube.

Measurements with the 'switch-off method' described earlier have shown that the wall temperature at optimum sodium pressures is mainly determined by the power dissipated in the discharge per cm$^2$ of wall area and depends very little on the tube diameter. For a wall temperature of 1500 K the power dissipation is

\[ \text{See J. J. Opstelten, D. Radielović and J. M. P. J. Verstegen, this issue, p. 361.} \]
between 15 and 20 W per cm². A lower wall loading, and hence a lower wall temperature, results in a lower luminous efficacy for all diameters and gas compositions.

This condition, implied by the maximum wall temperature, yields a relation between the length and diameter of the discharge tube for different values of the power dissipated in the lamp.

If so much xenon or mercury is added that the buffer gas determines the heat conduction in the lamp, the thermal conductivity of the plasma decreases to such an extent that the wall temperature drops by 50-75 K. The buffer gas thus allows a higher wall loading than could have been tolerated without buffer gas.

**Lamp voltage**

The electrical characteristics of a high-pressure sodium lamp are subject to two preconditions: the r.m.s. lamp voltage is predetermined, typically at half the value of the mains voltage. The re-ignition peak must not project too far above the plateau shown in fig. 7, so that re-ignition of the lamp is guaranteed throughout its life.

The re-ignition peak is found to be lower with increasing r.m.s. current, and the height of the peak also depends, as we have seen, on the pressure of the buffer gas. The lamp voltage is the sum of anode fall, cathode fall and column voltage. The electric field-strength in the column does not depend on its length; the r.m.s. value of the current, provided it is not too low, does not affect the field-strength either. The sole factors affecting the field-strength are the diameter of the discharge tube, the buffer-gas pressure and the sodium pressure. The value of the sodium pressure required for maximum luminous efficacy is a fixed quantity. The xenon pressure has very little effect on the field-strength, unlike the mercury pressure, which is determined by the composition of the sodium amalgam used for the dosage of sodium and mercury in the lamp.

The parameters available to us for fixing the lamp voltage are thus the length and diameter of the discharge tube and the composition of the amalgam. This yields, for a given amalgam composition, a second relation between the length and diameter of the discharge tube. We can now draw two sets of curves giving the length as a function of the diameter. In the first set the curves are drawn for given values of lamp power, and in the other for various mixing ratios of the vapour. This mixing ratio follows in turn from the composition of the amalgam. The optimum length and diameter of the discharge tube are now found from the points of intersection of these curves.

Summary. The discharge in a high-pressure sodium lamp can be described on the basis of a model consisting of the continuity equations for the particle densities, the energy-balance equation and the equation of state for the gas. Because of the high pressure it is sufficient for most calculations to assume that the gas temperature and electron temperature are identical. Most problems are encountered in calculating the radiative energy transport. The buffer gas — mercury and xenon — added to the discharge to control the thermal and electrical properties of the plasma is shown to have some influence on the spectral distribution of the emitted radiation.

The insight into the operation of a high-pressure sodium lamp, obtained from experiment and theory, can be very useful in designing high-pressure sodium lamps for which the lamp voltage, the wall temperature and the power dissipation have been specified.
A traffic intersection in Cherbourg, illuminated by 96 metal-iodide lamps (HPIT 1000 W). The average illuminance at the road surface is 60 lux.
Investigation of gas discharges by light scattering

In investigations of gas discharges \cite{1}, it is desirable to make measurements of particle concentrations and temperatures as a function of position, e.g. to verify a theoretical model or to follow changes in gas composition. The most suitable conventional methods are optical spectroscopy and interferometry: good results can be achieved with beams about 1 mm in diameter. These methods have, however, the disadvantage that only integrated results are obtained; e.g. when absorption is measured, the quantity obtained is the absorption of all of the gas in the cylindrical region described by the beam. The local effect can in principle be calculated as a function of the radius \( r \) by applying an Abel inversion to the integral effect, measured as a function of the transverse coordinate \( x \) (fig. 1). However, this is only true for gas columns of perfect cylindrical symmetry. The inversion can also turn small errors of measurement into serious errors in the final result. In particular it is virtually impossible to obtain information about the innermost parts of an optically dense plasma in this way. Measurements with beams parallel to the axis are in theory an alternative, but in practice are not much help because of the presence of the electrodes or other end effects.

We have achieved a substantially better spatial resolution by measuring the light scattering caused by the gas. A beam of laser light is focused on to the volume element under investigation, and the light scattered at right angles to it is collected by a second optical system (fig. 2). The intensity of the scattered light is proportional to the concentration of the scattering particles. The measurement is done with non-resonant light, for which the plasma is optically thin. In general the collected scattered light is an extremely small fraction (\( 10^{-11} \) to \( 10^{-15} \)) of the incident light and is also only a small fraction of the continuum background light emitted by the discharge itself. To distinguish the measured signal from all the many forms of unwanted signals it is therefore necessary to use every available means (double monochromator, a chopper combined with phase-sensitive detection, and laser-beam focusing to about 25 \( \mu \text{m} \)).

There are various kinds of light scattering. 'Raman scattering', at temperatures up to 2000 K, from molecules in flames \cite{2} and in gas discharges \cite{3} and 'Thomson scattering' from electrons in strongly ionized plasmas \cite{4} are examples of methods already used in plasma diagnostics. Our investigation relates to Rayleigh and Raman scattering from atoms in high-pressure discharges at temperatures up to 6000 K.

\[ \text{Fig. 1. Optical absorption measurement, schematic. The circle represents the gas discharge in cross-section. } \]

\[ \text{L laser beam. The quantity measured is the absorption integrated over } y \text{ from } y_1 \text{ to } y_2. \text{ If this integral is measured accurately enough as a function of } x, \text{ and given complete cylindrical symmetry, the absorption can be derived from it as a function of } r \text{ by an Abel inversion. This procedure, however, may lead to considerable errors in the final result.} \]

\[ \text{Fig. 2. Light-scattering measurement, schematic. } \]

\[ \text{G cross section of the discharge tube in the vessel } V. \text{ The light of a laser beam } L_1 \text{ is focused at the point } P \text{ under investigation, and the scattered light } L_2 \text{ is selected by a second optical system. The intensity of } L_2 \text{ is proportional to the concentration of the scattering particles in } P. \]
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Every heavy particle gives rise to some Rayleigh scattering, in which the wavelength of the light remains unchanged. We have used Rayleigh scattering to study discharges in neon, argon and xenon \cite{5}. Since the pressure is constant, the measured density distribution can be translated directly into a temperature distribution. Fig. 3 shows a result for discharges in neon of \(10^5\) Pa (1 atm). Spatial variations in temperatures of thousands of degrees Kelvin are difficult to determine in other ways. Rayleigh scattering is not selective, and all scattering other than that caused by the gas must be carefully avoided. The conventional glass or quartz-glass envelope cannot therefore be used with these measurements. The laser beam and the scattered light pass unhindered through a gap at the centre of the quartz-glass tube. The divided quartz-glass tube is contained in a large vessel (see fig. 2), filled with the gas to be investigated.

In Raman scattering a transition takes place from a metastable state to the ground state or vice versa. This is accompanied by a change of energy which is equal and opposite to the difference between the energy of the scattered photon and that of the incident photon. When indium is irradiated with the non-resonant argon-laser light at 457.9 nm, the scattered light contains a component at 415.8 nm. This means that an In atom has changed from the metastable \(2P_{3/2}\) state to the \(2P_{1/2}\) ground state. If the monochromator is set to 415.8 nm, it therefore only measures scattering by the metastable \(2P_{3/2}\) In atoms. The wavelength shift in Raman scattering makes it possible to analyse discharges in the conventional envelope. Raman scattering seems to be a promising diagnostic aid, particularly for the otherwise relatively inaccessible metal-halide discharges. For absolute measurements of particle densities it is necessary to know the effective scattering cross-sections. In a combined experimental and theoretical study we have determined these cross-sections for the atoms Al, Ga, In and Tl \cite{6}.

We have used the method described for determining absolute densities of Al and In along the axis of metal-halide discharges. Some of the results are shown in fig. 4. It can be seen that the indium concentration remains constant, whereas the aluminium concentration in the lamps shows a decrease. This is attributable to the greater chemical reactivity of aluminium, which disappears as a consequence of chemical reactions.

**Fig. 3.** The temperature \(T\) as a function of the radius \(r\) in discharges in neon of \(10^5\) Pa (1 atm), measured with Rayleigh scattering. The currents were 1 A (\(\triangle\)), 2 A (\(\square\)) and 3 A (\(\times\)).

**Fig. 4.** The densities of aluminium atoms \((2P_{3/2} + 2P_{1/2})\) and indium atoms \((2P_{3/2})\) along the axis of metal-halide discharges as a function of operating time. The chemically active aluminium is removed from the discharge by reactions with the quartz-glass wall and possibly with the electrodes.

---
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The Dante swimming stadium in Munich. During the 1974 Olympic Games it served as an open-air training pool for the swimmers and as a competition bath for water-polo. It is illuminated by 40 HPI 2000-W metal-iodide lamps mounted on five concrete masts at a height of 27 m. The average illuminance is 800 lux.
Metal-halide discharge lamps

P. C. Drop, E. Fischer, F. Oostvogels and G. A. Wesselink

For more than thirty years the high-pressure gas discharge has been the obvious light source to choose for applications requiring a high level of luminance. The most familiar example is the high-pressure mercury lamp used for street lighting. Its luminous efficacy, the colour of the light and the colour rendering leave much to be desired, however, since on the one hand a great deal of energy is emitted in the ultraviolet, and on the other the visible radiation consists of only a few spectral lines, none too ideally located in the spectrum (see fig. 1a). Some improvement was obtained by means of a fluorescent coating on the outer envelope, but it remained desirable to add to the discharge other metals that emit a better spectrum. The great problem here, however, was that most metals do not have a high enough vapour pressure or they react too strongly with the quartz-glass wall.

Some years ago lamps in which this problem has been solved appeared on the market. These lamps are not filled with the pure metal but with a metal compound, usually a halide. The compound is more volatile for many metals (e.g.: Ti, Sn), and for others (the alkali metals) it is less reactive than the metal itself; for the alkaline-earth and rare-earth metals the compound is both more volatile and less reactive. The compound is stable near the relatively cool wall. At the hot centre, however, it is dissociated, so that the free atoms are released for the production of radiation. These lamps still contain mercury, but it acts mainly as a buffer gas; the spectrum is largely determined by the other metals.

This principle has opened the way to an entirely new range of applications, and much research is being devoted to finding the best mixture of halides for each particular application. In this article we shall first briefly consider a number of metal-halide lamps on the basis of their spectra and applications. We shall then go somewhat more deeply into some special physical properties of discharges in metal halides.

Table I. Luminous efficacy $\eta$, colour temperature $T_c$ and general colour-rendering index $R_a$ for some metal-halide lamps. For comparison the table also gives the figures for the high-pressure mercury lamp (with fluorescent layer). The data relate to 400-W lamps.

<table>
<thead>
<tr>
<th>Lamp</th>
<th>Gas filling</th>
<th>$\eta$ (Im/W)</th>
<th>$T_c$(K)</th>
<th>$R_a$</th>
<th>Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-pressure mercury lamp HPLN</td>
<td>Hg</td>
<td>55</td>
<td>4000</td>
<td>45</td>
<td>fig. 1a</td>
</tr>
<tr>
<td>Metal-iodide lamp HPI</td>
<td>Na, Tl, In, Hg</td>
<td>85</td>
<td>4000 or 6000</td>
<td>65</td>
<td>three lines, fig. 1b</td>
</tr>
<tr>
<td>Scandium-iodide lamp</td>
<td>Na, Sc, Th, Hg</td>
<td>85</td>
<td>4000</td>
<td>65</td>
<td>many lines</td>
</tr>
<tr>
<td>Dysprosium-iodide lamp</td>
<td>Tl, Dy, Hg</td>
<td>75</td>
<td>6000</td>
<td>85</td>
<td>many lines, fig. 1c</td>
</tr>
<tr>
<td>Tin-halide lamp</td>
<td>SnI$_2$, SnCl$_2$, Li or In, Hg</td>
<td>60-70</td>
<td>3000-6000</td>
<td>90-95</td>
<td>continuum, fig. 1d</td>
</tr>
</tbody>
</table>

Types of lamp, spectra and applications

Since the metal-halide lamps offer a much wider range of spectral power distributions to choose from, they allow much better combinations of luminous efficacy $\eta$, chromaticity coordinates $(x,y)$ and colour-rendering index $R_a$ than the high-pressure mercury lamp; see Table I. If the choice were entirely free, the first thing would of course to be ensure that all the energy was emitted in the visible part of the spectrum. The actual distribution of the energy in this region, however, is a question of priorities. If the utmost in luminous efficacy is required, for example, it is usually at the expense of the colour rendering, and vice versa. In addition it is always necessary to specify the desired colour temperature $T_c$ of the (white) light $^{[1]}$.

In practice metal-halide lamps may be roughly divided into two categories (see Table I): lamps with a line spectrum originating from atoms and lamps emitting a quasi-continuous spectrum from molecules. The first category includes the Philips HPI lamps (see fig. 2). These contain iodides of the elements sodium, thallium and indium. The dominant lines in the spectrum are the yellow line of sodium, the green line of thallium and the blue line of indium (fig. 1b). The

---

$^{[1]}$ This theoretical problem of optimum spectra for light sources is discussed in the article by J. J. Opstelten, D. Radejović and J. M. P. J. Vorstegen, this issue, p. 361.
wavelengths and intensity ratios of the lines are chosen in such a way that these lamps outperform the high-pressure mercury lamp not only in luminous efficacy but also in colour rendering in spite of the large 'holes' in the spectrum. In lamps containing scandium or a rare-earth metal like dysprosium, the multiline spectra of these additives fill the holes in the spectrum between a number of resonance lines (fig. 1c). For ideal colour rendering the visible part of the spectrum should correspond to the continuous spectrum of the 'Planckian radiator' with the desired colour temperature. This can be approximated by the quasi-continuous radiation from molecules that remain undissociated at very high temperatures, such as the halides of lead, aluminium or tin. This is the principle underlying the 'tin lamp' (fig. 1d), which is at present in an advanced state of development at Philips and will be dealt with here in more detail.

The data shown in Table I give a first indication of the range of applications. However, when a lamp has to be chosen for a particular application, other factors have to be taken into account, of course. These include chromaticity coordinates, colour constancy, reproducibility, ignition devices, operating position, life and cost.

The Philips HPI lamps are used for lighting roads, streets, residential and shopping areas, and also for interior lighting in places such as industrial premises.

![Fig. 1. Spectral power distributions of a) a high-pressure mercury lamp, b) a metal-iodide lamp, c) a dysprosium-iodide lamp, and d) a tin-halide lamp, all 400-W lamps. The vertical scales for the power are arbitrary and not the same for a, b, c and d. Tin-halide lamps usually contain lithium or indium as well (see p. 350); the spectrum (d) is from a lamp without these elements.](image-url)
The tin-halide lamp

In most metal-halide lamps the halide molecules are only there to ensure that the metal is transported to the core of the discharge. Molecules like the monohalides of lead, aluminium and tin, however, are so stable that even at very high temperatures they are not fully dissociated, and make a significant contribution to the radiation from the discharge itself. The best results have been obtained with the tin-halide discharge, and we shall confine the discussion to that case.

The halide may be the iodide, bromide or chloride; the fluoride is too chemically active. Free chlorine would attack the tungsten of the electrodes and shorten the life of the lamp. There must therefore always be sufficient tin iodide present: with each free chlorine atom this produces tin chloride and iodine, both of which are less active. We have obtained the highest luminous efficacy with a mixture of tin chloride and tin iodide.

The spectrum of a tin lamp (fig. 1d) contains tin and mercury lines, and also two narrow molecular bands, at 445 and 555 nm, due to HgI and HgCl, but most of the radiation is emitted as a continuum that extends over the complete visible spectrum. A small part of this continuum is attributed to recombination of electrons with tin ions, but the major part is due to the molecular radiation of the tin halide. This radiation is associated with electron transitions whose initial and final levels are split by the many rotational and vibrational states of the molecule in such a way as to give rise to many bands each consisting of many lines. In a high-pressure discharge these are broadened to such an extent that a continuum is emitted.

In the case of tin iodide, observations with a low-pressure discharge, in which the separate bands could still clearly be distinguished, enabled us to identify the molecular radiation as originating from tin moniodide [3]. This radiation is emitted mainly from a cylindrical sheath around the axis; in the immediate neighbourhood of the axis the SnI is strongly dissociated.

It is interesting to consider how the excited SnI molecules come to be formed in this sheath. To some extent it is undoubtedly due to ordinary thermal excitation in this region, but it is probable that the following process also makes an important contribution. At the centre of the discharge excited tin atoms are formed. Now two of the excited states of tin are metastable and have a particularly long lifetime — according to our measurement of the order of milliseconds. Because of

---

this the excitation energy can be transported to the sheath, either by diffusion of these metastable tin atoms or by series of excitation collisions with tin atoms in the ground state. At the lower temperatures in the sheath the metastable tin atoms then combine with iodine to form excited SnI molecules.

We noted earlier that the colour temperature of the tin lamp can be chosen at will within a wide range — in fact from less than 3000 K to 6000 K. This particularly useful feature is due to the tin diiodide in the lamp. The diiodide is situated in a thin layer near the wall, where it acts as a filter that absorbs the blue more than it does the red (fig. 3). A higher concentration thus makes the colour temperature lower. This concentration can indeed be controlled by means of the lamp filling, because the components in this lamp, unlike those in many other halide lamps, are completely evaporated during operation. In our experience the colour temperature is entirely determined by the concentration of SnI₂. An increase in the SnCl₂ content has the effect of increasing the luminous efficacy, since more SnCl₂ produces more radiation but very little extra absorption, because the absorption due to SnCl₂ is much lower in the visible spectrum than that due to SnI₂ (see fig. 3).

Finally, we ought to mention that our tin lamps also contain lithium or indium, or both \[4\]. This is because the light from a pure tin-halide discharge has a rather greenish hue; the appropriate addition of red light from lithium (610 and 671 nm) and blue light from indium (410 and 451 nm) gives the desired white light — the colour temperature is lowered by lithium and increased by indium. The addition of this particular radiation also improves the colour rendering.

**Special physical properties**

In this section we shall consider some characteristic physical differences between discharges in metal halides and those in mercury vapour. Our discussion will mainly be based on results relating to a model system containing only Sn and I, and which thus — unlike the tin lamp — contains no Hg and no Cl. This system has certain special properties that are characteristic of the tin lamp and also to a greater or lesser extent of other metal-halide discharges.

Apart from the inert gas, which we shall ignore for the moment, a mercury-vapour discharge contains particles of only three types: mercury atoms, mercury ions and electrons. In a pure Sn-I system, on the other hand, we have at least nine kinds of particle: Sn₂⁺, I₂, SnI and SnI₂ molecules, Sn and I atoms, Sn⁺ and I⁻ ions and electrons (e⁻). All these particles react with each other and diffuse amongst each other. In spite of the complexity we have managed to draw up an adequate model for carrying out calculations on discharges in tin iodide and other metal halides \[5\]. Fig. 4 shows one of the results obtained for the Sn-I system.

![Fig. 3. Effective cross-section for photon absorption qₓ of SnI₂ and SnCl₂ as a function of wavelength. The fact that the absorption of light by SnI₂ in the blue part of the spectrum is greater than in the red part is turned to advantage to give the colour temperature of the tin lamp a desired value.](image)

![Fig. 4. Composition of the plasma in an Sn-I discharge determined from model calculations Di. The partial pressure p of the components is plotted as a function of the distance r from the axis (R radius of the tube). The continuum of fig. 4d consists to a small extent of recombination radiation (e⁻ + Sn⁺ → Sn) from the centre of the discharge, but most of it is molecular radiation from SnI in a sheath around the axis.](image)
In these calculations we proceeded from the hypothesis of local thermal equilibrium (LTE) [6]. It is thus assumed that in each small volume element there is one particular temperature $T$, which determines the reaction equilibria. The differences in $T$ from one place to another cause shifts in the equilibria, giving rise to concentration gradients. The resultant diffusion currents prove to have a far-reaching influence, especially on the energy transport. In the case of tin iodide, for example, the SnI$_2$ and SnI molecules diffuse towards the centre of the discharge, where they dissociate into Sn and I atoms. These atoms then diffuse back towards the wall and recombine to form molecules. This cyclic process obviously transports dissociation energy outwards from the centre. In the pure tin-iodide discharge this energy flow is found at some places to be no less than 75% of the total outward energy flow. In a similar manner there is an outward flow of excitation and ionization energy. The energy-balance equation [7] must certainly therefore include a term for this kind of energy transport.

We shall not give a step-by-step account of these calculations, but merely discuss the principal result, which has also been experimentally verified, in more detail. This is the narrowing of the current and temperature profile compared with that of the mercury-vapour discharge. This narrowing can be seen in fig. 5: whereas the temperature profile for a mercury-vapour discharge has the familiar parabolic shape, the region of higher temperatures in a tin-iodide discharge is more closely concentrated. This may be explained in qualitative terms by the following two facts.

In the first place the curve of electrical conductivity as a function of temperature, $\sigma(T)$, is steeper for metal halides than for mercury (fig. 6). At temperatures below about 3500 K the electrical conductivity in the metal halides is very low because no electrons are formed, only negative ions. Owing to their low mobility these ions make very little contribution to the conductivity. At higher temperatures the electrons break away from the negative ions. Owing to their low mobility these ions make very little contribution to the conductivity. At higher temperatures the electrons break away from the negative ions. Since the ionization potential of the metals in question is lower than that of mercury, the electrical conductivity now increases much faster with temperature than that of the mercury plasma.

In the second place the thermal conductivity $\kappa$ in metal halides is much greater than in mercury vapour, especially at relatively low temperatures (fig. 7).
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Whereas only two mechanisms contribute significantly to the heat conduction in mercury-vapour discharges, namely the transport of kinetic energy (classical heat conduction) and the transport of photons via resonance lines (radiative transport [9]), in metal halides the transport of dissociation energy via diffusion, as mentioned above, also makes a very important contribution. This gives a peak in the thermal conductivity at relatively low temperatures.

It is evident that these two effects lead to the narrowing we have mentioned. The steep increase in $\sigma$ with temperature, and hence with the distance to the axis, implies a narrow current channel. The high heat conduction in the region of relatively low temperatures, i.e. in the zone around the current channel, leads to a small gradient in this zone: only a small gradient is necessary to remove the power generated at the centre.

The narrowing of the discharge has important practical consequences. When the temperature profile is parabolic the line of maximum temperature coincides with the axis of the discharge tube ('wall stabilization'). In a narrowed discharge, however, the zone with a small temperature gradient acts as a buffer separating the current channel from the wall. This means that the channel is much more sensitive to disturbances. We shall give two examples.

In the first place, interfering magnetic fields will cause a greater displacement in narrowed discharges than in an ordinary mercury discharge. In particular the magnetic field of the discharge itself may cause instability, especially since this field is higher in the narrowed discharge because of the higher current density. The Lorentz force resulting from this field is oriented towards the axis, and in a completely straight discharge will only give a small increase in gas pressure along the axis. Any curvature of the discharge, however, due for example to electrode effects or convection, will be reinforced by the magnetic field of the discharge, since this field, and hence the Lorentz force, is greater on the inside of the curvature than on the outside (fig. 8).

This may give rise to a bowed or helical and possibly rotating discharge, which may almost come into contact with the wall at some places. Where this happens the envelope can become so hot that it fails. This effect sets an upper limit to the halide concentration that can be used, and consequently sets a lower limit to the temperature of a tin lamp operating in a vertical position (see p. 350).

Secondly, in a lamp operating horizontally, the natural convection can cause a large upward displacement of the current channel, and this can cause overheating of the wall material at the upper surface of the lamp. This means that tin-halide and similar discharges cannot be operated horizontally without taking special precautions. In our tin lamp for horizontal use (fig. 9) we have put the high sensitivity to a magnetic field to good use: an extra loop in the supply leads produces a weak horizontal magnetic field, which compensates for the upward force on the current channel. This solution has the additional advantage that the halide concentration is now no longer limited, so that very low colour temperatures can be obtained.

Finally, an effect that can occur in long vertical metal-halide discharges is the separation of the components of the discharge, accompanied by colour disproportionation or 'demixing'. To study such effects we made an Sn-I-Hg discharge tube that was three times longer than the normal tin lamp of about 4 cm. The
radiation emitted from the top of the tube consisted mainly of mercury light from the core, whereas the radiation from the lower part was mainly molecular SnI radiation from a broader sheath around the centre [9]. This is the result of a combination of convection and diffusion. At the centre of the tube there is an upward convection current of mercury, tin and iodine atoms. Along the wall a stream of mercury atoms and tin-iodide molecules flows downwards. The top. Clearly, this process can only occur if, in spite of this material transport, the total pressure can be kept constant throughout the tube by other gas components, in this case mercury.

The axial demixing can in principle be counteracted by separating the upward from the downward stream, for example by means of a coaxial quartz-glass cylinder, which will prevent radial diffusion between the two streams [10].

![Fig. 9. Tin-halide lamp for horizontal operation. The supply lead forms a loop around the actual discharge tube. The resultant magnetic field gives a downward-directed Lorentz force on the charge carriers, which compensates for the upward force caused by convection.](image)

Summary. Until recently metals other than mercury could not be used in high-pressure discharge lamps because of their low volatility and high reactivity with the quartz-glass wall. This problem has been solved by introducing halides of the metals. These are more volatile or less reactive, or both, than the metals. At the hot centre they dissociate, enabling the free metal to take part in the discharge. The resultant freedom in the choice of spectrum permits much better combinations of luminous efficacy and colour rendering than the mercury lamp. In the HPI lamp with a three-line spectrum the emphasis is on a high efficacy; in the tin lamp, which emits a continuous molecular spectrum, the emphasis is on good colour rendering. The spectrum emitted from the tin lamp originates mainly from SnI molecules in a sheath around the axis; the colour temperature can be freely selected through the choice of SnI$_2$ concentration. Various special physical properties of metal-halide discharges are connected with the fact that the current and temperature profile is narrower than that in a mercury lamp.

---

[9] See the article by R. Bleekrode, M. Koedam and L. Rehder in this issue, particularly p. 312.
A getter for metal-iodide high-pressure mercury-vapour lamps

In the manufacture of high-pressure discharge lamps special precautions are necessary to prevent the excessive release of undesired gases in the operating lamp, whose wall temperature is about 800 °C. It is particularly important to limit the amount of hydrogen released, most of which is produced by the decomposition of water; nitrogen and carbon monoxide are also released, but in smaller quantities. All three gases increase the ignition voltage of the lamp. Hydrogen also has the effect of reducing the luminous efficacy as the time of operation of the lamp increases.

The discharge lamps in which these effects cause most concern are the high-pressure mercury-vapour lamps that use metal iodides, since these compounds are hygroscopic. The magnitude of the problem becomes apparent when we realize that as little as $10^{-4}$ mg of water in an HPI lamp with an inner-envelope volume of 10 cm$^3$, containing 35 mg of iodides of sodium, thallium and indium, will give an unacceptable increase in the ignition voltage.

At the Philips Lighting Laboratory we have made a study to find out the extent to which residual-gas content can be made acceptably low by the use of a getter, instead of outgassing during manufacture. Getters have been used in incandescent lamps for many years, and have more recently been used in the outer envelopes of high-pressure mercury-vapour lamps.

Introducing a getter into the inner envelope of a metal-iodide high-pressure lamp is a far more difficult problem, since there is no known getter material resistant to the atmosphere contained there. The solution described here was first tried out experimentally on 400-W HPI lamps, but is also suitable for other metal-iodide lamps.

Our approach is illustrated in fig. 1. A material (yttrium) with an affinity for hydrogen is surrounded by a material (tantalum) that is resistant to the lamp atmosphere and is sufficiently permeable to hydrogen, at least when the lamp is operating. These two metals have very little mutual solubility, even at the temperatures found at the wall of the operating lamp, and do not form intermetallic compounds.

Of all the metals with an affinity for hydrogen and a sufficiently low vapour pressure, yttrium forms the most stable hydrides. This means that a smaller quantity of yttrium than of any other metal is necessary to reduce the hydrogen pressure at the wall of the operating lamp to a value at which the hydrogen has no adverse effect on the ignition characteristics of the lamp. (This pressure is about 7 Pa, i.e. about 0.05 torr.) The quantity of hydrogen released in a 400-W non-outgassed HPI lamp at a wall temperature of 800 °C will be $5 \times 10^{-7}$ mol at the most. It can be seen from fig. 2 that $3.5 \times 10^{-6}$ mol (0.3 mg) of yttrium is sufficient to prevent the hydrogen pressure from exceeding the value of 7 Pa in a lamp of this type.

![Fig. 1. The new getter for HPI lamps. A pellet of yttrium, which has an affinity for hydrogen, but would not be resistant to the atmosphere in the operating lamp, is surrounded by a protective shield of tantalum. The tantalum is sufficiently resistant and is permeable to hydrogen during the operation of the lamp.](image1)

![Fig. 2. The hydrogen pressure $p_{H_2}$ as a function of the quantity $r$ of hydrogen in contact with yttrium, at 700, 800, 900 and 1000 °C.](image2)
Other metals besides tantalum that are sufficiently resistant to be used for enclosing the yttrium are tungsten, molybdenum and chromium, but these are not so permeable to hydrogen as tantalum. An added advantage of tantalum is that it acts in itself as a getter for residual gases such as oxygen, nitrogen and carbon monoxide.

The getter we have developed has been used to make HPI lamps that fully meet the specifications, yet without the use of any outgassing procedures. One of our new getters, $4 \times 10^{-3}$ cm$^3$ in volume, in a discharge tube of volume 10 cm$^3$, will reduce a residual pressure of 130 Pa of hydrogen to less than $10^{-1}$ Pa in a few minutes at 1000 °C. This performance is found to be more than adequate.

*Fig. 3* shows that the ignition voltage of experimental lamps made in this way decreases by a factor of between 3 and 4 within only 20 minutes of operation (solid curve), generally to an acceptable level. The chain-dotted curve shows, for comparison, the ignition voltage of lamps made with no outgassing and no getter.

As well as the decrease in ignition voltage, there is also a drop in the voltage at which the lamp re-ignites after each half-cycle of the a.c. mains supply (from 180 to 50 V).

G. Kuus

---

*Dr G. Kuus is with the Philips Lighting Division, Eindhoven.*
Electrodes in discharge lamps

A. Bouwknegt, H. Nienhuis, D. J. Schipper and P. A. W. Tielemans

The life of a discharge lamp is mainly determined by its electrodes. The electrodes also affect the luminous efficacy and the radio-frequency noise caused by the lamp. In spite of the vital significance of the chemical and physical processes associated with the operation of electrodes, however, our understanding of them is still incomplete. Some typical properties and requirements of electrodes will be considered in this article, which is largely based on the results of recent investigations in various Philips laboratories.

Function and properties of the electrodes

Most discharge lamps are operated from an a.c. voltage supply, and we shall only consider this kind of supply in this article. In a.c. operation the electrodes act alternatively as cathode and anode during each half-cycle of the mains voltage. Both electrodes thus have the same function.

The principal task of the electrode in the cathode phase is to emit electrons. In a steady-state discharge this takes place mainly by thermionic emission. The required heating of the electrode comes from ion bombardment in the cathode phase and electron bombardment in the anode phase, and also from Joule heating. Owing to electron emission, thermal conduction and radiation, heat is extracted from the electrode. During steady-state operation of the lamp the sums of the positive and negative terms are equal.

A good electrode has to meet three requirements. It must guarantee a long lamp life (this relates to the ignition of the lamp and blackening of the bulb), it must not introduce appreciable losses and it must give the minimum of radio-frequency noise. We shall now take a closer look at what this implies.

For good ignition and long life the electron emission from the electrode is important: the emitter must have a low work function, which should not be unduly increased by chemical reactions, by sputtering due to strong ion bombardment, or by evaporation. Emitter materials that have a low rate of evaporation often have a high work function, however, and this implies higher electrode losses. The first two requirements are thus contradictory, and the emitter therefore has to be chosen very carefully to meet the conditions for the particular case in question.

Because of the thermal delay of the electrodes, the electron emission during a part of the half-cycle in which the electrode functions as a cathode is greater than is necessary for the discharge current (see sections 1 and 3 of the curve in fig. 1a). This gives a negative space charge at the cathode, and this space charge limits the electron current (fig. 1b). In section 2 of the curve, however, the discharge current requires more electrons than the cathode can readily supply. As a result the negative space charge disappears and a positive electric field takes its place (fig. 1c), causing an increase in the electron emission from the cathode.

With the disappearance of the negative space charge the positive ions carry a greater part of the discharge current (the difference \( I_1 \) between the lamp current and the emission current, see fig. 1a). As the space-charge region becomes thinner there is less chance that the ions will lose the energy they have taken up in the cathode fall by collision with gas atoms, and they are therefore able to give up more energy to the electrode. Thus, the higher the value of \( I_1 \), the more intense the ion bombardment to which the electrode is subjected. While a low ion bombardment may have an activating effect on electron emission — by improving the desirable physico-chemical properties of the cathode surface [1] — heavy ion bombardment seriously impairs the quality of the electrode by causing sputtering of the emitter material. In this connection the method of igniting a discharge lamp is important. In fluorescent lamps...
lamps the electrodes are briefly preheated to facilitate ignition. SOX lamps and high-pressure lamps, on the other hand, are ignited with cold electrodes. In this case there is a heavy ion bombardment at first, which is greatly reduced as soon as the electrode reaches the temperature at which electrons are emitted. The electrodes therefore have to be designed to reach a high temperature quickly.

Electrode losses arise because heat is lost from the electrode by radiation, conduction in the electrode itself and conduction into the gas. Low losses are obtained with low electrode temperatures, which means that a low work function is required. The losses depend to a great extent on the geometry of the electrode [2].

To reduce heat conduction a small wire diameter must therefore be used, and although small dimensions give higher temperatures and hence greater radiation losses, the net effect — particularly with electrodes in high-pressure lamps — is a reduction of the losses. Since unduly high temperatures may impair the stability of the emitter, however, the dimensions of the electrode must be chosen in such a way that the heat supplied to the electrode — mainly in the anode phase — ensures a temperature level at which there is just the right amount of electron emission in the cathode phase.

Although a periodic negative space charge (fig. 1a, sections 1 and 3 of the curve) prevents heavy ion bombardment of the electrode, it also constitutes a source of radio-frequency noise [5] — the 're-ignition-extinction noise' — at frequencies in the region of 500 kHz, which often occurs in fluorescent lamps. The reason for this is that the space charge forms a potential well in which positive ions enter into oscillation (fig. 1b), and it is these oscillations that cause the noise. If the emission is reduced on this account, however, the life of the electrode is shortened by the resultant heavier ion bombardment.

Another form of radio interference, caused by anode oscillations, occurs when the active part of the electrode during the anode phase is too small to accumulate sufficient electrons. The anode potential then rises above that of the plasma (anode fall). The effect of this is to accelerate the electrons, causing additional ionization of gas atoms, with the result that the density of the electron current increases and the anode accumulates sufficient electrons. The anode potential then drops again to that of the plasma, and the cycle is repeated. The radio interference arises at these drops in anode potential.

The above brief description of possible causes of radio-frequency noise, which have recently been investigated, makes it clear that the composition and operation of the electrodes are important. A study of these effects [4] has shown that one way in which radio noise can be greatly reduced is to surround the electrodes with a cylindrical metal grid [5].

We shall now consider the various points raised here in a more detailed examination of the different kinds of electrodes used in discharge lamps.

Low-pressure discharge lamps

The electrode in the fluorescent lamp is a coil of tungsten wire coated with an emitter (fig. 2). The emitter consists of a mixture of oxides, mainly of Ba, Sr and Ca. The coating is applied by means of a suspension of carbonates which are converted into oxides by heating the coil during the lamp-manufacturing process:

\[ \text{MCO}_3 \rightarrow \text{MO} + \text{CO}_2, \]

where M stands for Ba, Sr and Ca. This involves the following important subsidiary reaction:

\[ 3\text{MCO}_3 + \text{W} \rightarrow \text{M}_3\text{WO}_6 + 3\text{CO}. \]

The tungstate is important for the life of the electrode. It forms a layer between the oxides at the surface and the tungsten coil and regulates the production of free barium. The presence of free barium at the surface is necessary for a low work function. It can be formed from the reaction

\[ 6\text{BaO} + \text{W} \rightarrow \text{Ba}_3\text{WO}_6 + 3\text{Ba}, \]

and possibly also by the dissociation of BaO by ion bombardment.

The tungstate layer must have the right thickness and the right structure. If the layer is too thin or the structure too open, barium production will be excessive. As a result the barium quickly evaporates — so that barium spots form on the bulb wall near the electrode — and the electrode is very soon exhausted. If the layer is too thick or the structure too dense, barium production will be too low. This increases the work function, and the temperature of the electrode is then increased as a result of heavier ion bombardment, giving faster evaporation and sputtering. If the carbonate causes too much oxidation of the tungsten, there is a risk that too much oxygen will be released in the lamp during operation, resulting in the gradual formation on the wall of a light-absorbing layer consisting mainly of oxides of mercury.

Since the life of the electrode is partly determined by the amount of emitter, as much emitter material as possible must be stored in a suitable manner. A ‘triple-coiled’ filament is commonly used for this storage (see fig. 2): around the tungsten filament, which is itself a double helix (coiled coil) a third coil S3 of very thin wire is included to improve the cohesion between oxide and tungsten base [6].

While the lamp is operating, the emission and collection of electrons do not take place uniformly over the whole surface of the electrode. A small bright spot in the filament appears at the place where the density of the emission current during the cathode phase is much greater than elsewhere. During the life of the lamp the position of this ‘hot spot’ usually shifts. During the anode phase the majority of the electrons arrive at the connection end of the filament.

The electrode losses differ from one type of lamp to another. The voltage drop at the electrodes, \( V_{el} \), is generally about 15 V. The losses are then given by \( V_{el} l \), and amount to about 6 W in the case of a 40-W fluorescent lamp.

The electrode in a low-pressure sodium (SOX) lamp, shown in operation in fig. 3, is generally required to supply a higher current than the electrode in a fluorescent lamp, and is therefore more rugged in construction. Its design is optimized for cold ignition. The emitter is the same as that on the fluorescent-lamp electrode, but in this case it is applied by electrophoresis. The electrode losses are 12 or 18 W, depending on the lamp current (0.6 or 0.9 A).

High-pressure discharge lamps

The electrode in high-pressure lamps is usually in one of the forms shown in figs. 4 and 5. Differences are found only in the case of electrodes in lamps for very low or very high powers. The electrode in fig. 4, which is used in high-pressure mercury (HP) and high-pressure sodium (SON) lamps consists of a tungsten rod \( W \) with a tungsten coil \( S \) wound around it in two layers. The emissive material is stored in the space between the turns, and consists in this case of \( \text{BaCO}_3 \), \( \text{CaCO}_3 \) and \( \text{ThO}_2 \). It has been found that \( \text{ThO}_2 \) acts as an emitter when the lamp is operating. The \( \text{BaCO}_3 \) and \( \text{CaCO}_3 \) are converted into \( \text{Ba}_3\text{CaWO}_6 \) during sintering; this tungstate is active on ignition. The emitter mixture used in the low-pressure lamp is not suitable
for high-pressure lamps, because the high gas temperature in such lamps (3000-6000 K) would make the electrode so hot, because of conduction, that the emitter would very quickly evaporate. ThO₂ evaporates much more slowly under these conditions, but the work function is higher.

In the HP lamp, as in the fluorescent lamp, a hot spot forms on the electrode. The end of the electrode has a temperature of about 2000 K, and the temperature at the hot spot is a few hundred degrees higher. In the SON lamp, on the other hand, the temperature profile is more homogeneous. The electrode temperature in this lamp is lower: 1800 K. This difference is probably due to the presence of a little sodium on the electrode surface, which plays an important role in the emission.

The electrode losses depend to a great extent on the geometry of the electrodes [2]. A different electrode is required for each of the nine types of HP lamp with power ratings from 50 to 2000 W. The losses in the HP 400-W lamp are 30 W, in the SON 400-W lamp they amount to 24 W.

The metal-iodide (HPI) lamp uses a different type of electrode (fig. 5), developed by Philips. This consists of a tungsten rod W, around which a single coil S₁ is first wound, followed by a smaller coil S₂ wound in two layers in the space between the rod and S₁. One reason for using this geometry is to prevent iodides from condensing on the electrode during the cooling of the lamp after switching off, which would interfere with the ignition later. The presence of iodine also explains why alkaline-earth oxides cannot be used for the emitter; they react too readily with iodine. The ThO₂ also used as emitter in this type of lamp has been found to meet the requirements, though it is only active during ignition. The temperature at the end of the electrode coil is 3000 K, from which it follows that the tungsten is the emissive material. The electrode losses in a 375-W lamp amount to 36 W.

Finally, not even ThO₂ can be used in the tin-halide lamp, owing to its high reactivity with the chlorine gas present. So far tungsten has proved to be the only material that is reasonably resistant to such a reactive gas filling. The electrode temperature and losses are of the same order of magnitude as those in an HPI lamp.

It should be noted, incidentally, that tungsten can be used as an emitter in both these halide lamps because the presence of the halogen ensures that the tungsten evaporated and sputtered from the electrode is not deposited on the wall.

Continued research on electrodes for discharge lamps is expected to lead to a further reduction of the losses in SOX lamps, as opposed to the fluorescent lamps, where the limits for the improvement of losses and life appear to have been reached. In the case of the high-pressure lamps there are good prospects for the work on the improvement of the emitters and the reduction of losses.

Summary. The operation and properties of electrodes in discharge lamps are described, with particular reference to their influence on lamp life, energy losses and radio noise. Electrode design and choice of emitter must be adapted to the conditions so that the electrode is sufficiently resistant to ion bombardment during the cathode phase. The causes of radio noise are briefly discussed. The article concludes with a description of some types of electrode used in low-pressure lamps (fluorescent, SOX) and in high-pressure lamps (HP, HPI).
Optimum spectra for light sources

J. J. Opstelten, D. Radielović and J. M. P. J. Verstegen

Introduction

The various types of lamp discussed in the preceding articles illustrate the great variety that exists in lamps and their applications. Two of the characteristics of a lamp that determine its range of application are of general significance; the luminous efficacy \( \eta \) and the colour rendering, i.e. the extent to which the lamp renders the colours of objects naturally. The quality of the colour rendering is often expressed numerically by the general colour-rendering index \( R_a \). We shall return to the definition of this quantity later.

Table I gives \( \eta \) and \( R_a \) for a number of well known lamps. The combinations of \( \eta \) and \( R_a \) found in Table I are given in the form of a diagram in fig. 1. It can be seen from this that, generally speaking, a higher luminous efficacy is often associated with a poorer colour rendering, and vice versa. The extremes are the incandescent lamp (1), which gives perfect colour rendering but a luminous efficacy of only 15 lm/W, and the low-pressure sodium lamp (13), which makes everything yellow, brown or black, but has a luminous efficacy of no less than 183 lm/W.

In view of the general aim of combining good colour rendering with high luminous efficacy, it would be interesting to know where the border-line of the theoretically possible lies in fig. 1. Knowledge of this borderline would enable us to see whether or not there is any point in looking for better light sources.

Table I also gives the value of \( V_s \) for the various light sources, and fig. 2

\[
\eta = K \eta_e = K_m V_s \eta_e
\]

The factor \( \eta_e \) is the fraction of the electrical energy supplied that is converted into radiant energy in the visible region of the spectrum (380-780 nm). For the various types of lamp this factor depends on a wide variety of technical factors, and need not be considered here. Given a particular radiant flux of power in the visible region, however, what we are then concerned with is the spectral distribution of that power. Its concentration in one line at the wavelength to which the eye is most sensitive (555 nm) would give the highest luminous efficacy for the same value of \( \eta_e \). In this case the luminous efficiency of the visible radiation \( V_s \) (we shall return presently to the definition of this quantity)

Drs J. J. Opstelten, Dipl.-Ing. D. Radielovic and Dr J. M. P. J. Verstegen are with the Philips Lighting Division, Eindhoven.
Fig. 2. Combinations of \( R_a \), the general colour-rendering index, and \( V_s \), the luminous efficiency of the visible radiation, in the lamps of Table I.

shows the \( R_a, V_s \) combinations in the form of a diagram.

Instead of looking for the 'theoretically possible' in fig. 1, we shall concern ourselves with the 'theoretically possible' in fig. 2. This amounts to calculating 'optimum spectra', that is to say spectral distributions of a given radiant power over the visible region such that \( R_a \) has a maximum at a given \( V_s \), or vice versa.

To define the concept of 'colour rendering' more precisely we need to introduce another parameter. The 'natural colour' of an object is the colour it has in daylight. Now of course the spectral composition of daylight changes from day to day and from hour to hour, and therefore so does the spectral composition of the light reflected by objects. Nevertheless the visual impression remains the same under these changing conditions: we say that 'the objects keep their colour'. This is referred to as the 'law of colour constancy', based on the chromatic adaptation of the eye.

The same applies to the light from incandescent lamps: in a room illuminated by incandescent lamps objects retain in general terms their natural colour. In spite of the difference in spectral composition, the various qualities of daylight and incandescent-lamp light all possess a 'perfect' colour rendering by virtue of the chromatic adaptability of the eye. In particular, the colour of the light itself is always perceived as 'white'. This by no means applies to all kinds of light; certainly not, for example, to the light from sodium, mercury or neon lamps. Physically, daylight and the light from incandescent lamps are distinguished from such other qualities of light by the fact that they approximate closely to 'Planckian radiation' — the radiation emitted by a black body at a given temperature. Planckian radiators themselves are differentiated in terms of their (correlated) colour temperature, the temperature of the corresponding black body. Now Planckian radiators of different colour temperature should not be used together as light sources: an incandescent lamp in daylight gives a yellow sensation, and conversely a daylight radiator in a space lit by incandescent lamps has a bluish colour. Consequently, when it is a question of light sources for general illumination — white light sources with good colour rendering — it is always necessary to specify the colour temperature.

In what follows we shall first give a more precise definition of the quantities \( V_s \) and \( R_a \), in connection with some other basic concepts (luminous flux, chromaticity coordinates). We shall then discuss our calculations of optimum spectra and the results obtained. Finally we shall show how the knowledge thus obtained has led to a new generation of fluorescent lamps with an unprecedented combination of luminous efficacy and colour rendering.

**Luminous flux, chromaticity coordinates and colour temperature**

Light can be defined by three parameters, in the sense that the eye is unable to distinguish between two types of light with equal values of the corresponding parameters. The parameters chosen are usually the luminous flux and the two chromaticity coordinates in the chromaticity diagram or colour triangle (fig. 3). Since the calculation of these quantities from a given spectral distribution of radiant power in the visible region \( P(\lambda) \) is an essential part of our investigation, we shall first briefly summarize the procedure [1].

In the trichromatic system laid down in 1931 by the International Commission on Illumination (Commission Internationale d'Eclairage, CIE), a number of functions of the wavelength \( \lambda \) were defined that characterize the sensitivity of the eye of the 'standard colorimetric observer' to various types of light. These are the colour-matching functions \( x(\lambda), y(\lambda), z(\lambda) \). Of these \( y(\lambda) \) is the spectral luminous efficiency (for photopic vision), usually expressed by the symbol \( V(\lambda) \).

If we multiply the power \( P(\lambda) d\lambda \) in the wavelength interval \( \lambda, \lambda + d\lambda \) by the function \( K_m V(\lambda) \), we obtain the luminous flux in that interval. The total luminous flux \( \Phi_v \) is therefore \( \Phi_v = \int K_m V(\lambda) P(\lambda) d\lambda \).

The ratio of the integral in this expression to the power of the visible radiation, \( \int P(\lambda) d\lambda \), is by definition the luminous efficiency of the visible radiation \( V_s \):

\[
V_s = \frac{\int V(\lambda) P(\lambda) d\lambda}{\int P(\lambda) d\lambda}
\]

Here \( \int P(\lambda) d\lambda \) is an integral that extends only over the
visible region (380-780 nm). For monochromatic radiation of wavelength $\lambda_0$ the value of $V_\lambda$ is equal to $V(\lambda_0)$; in particular $V_\lambda$ is equal to 1 for monochromatic radiation of 555 nm.

Multiplying $P(\lambda)$ by the functions $x(\lambda)$, $y(\lambda)$, and $z(\lambda)$, we obtain, after integration, the tristimulus values

$$X = \int \lambda x(\lambda)P(\lambda)\,d\lambda, \quad Y = \int \lambda y(\lambda)P(\lambda)\,d\lambda, \quad Z = \int \lambda z(\lambda)P(\lambda)\,d\lambda.$$  

The chromaticity coordinates are then by definition:

$$x = \frac{X}{X + Y + Z}, \quad y = \frac{Y}{X + Y + Z}.$$  

The line $P$ in fig. 3 is the Planckian (black-body) locus, calculated from Planck’s formula. The chromaticities of the various qualities of daylight (clear sky, cloudy, overcast, etc.) and of incandescent-lamp light lie on or close to this locus. The colour temperature $T_e$ increases from right to left along the locus. Points near the locus are also assigned a colour temperature, which is that of the Planckian radiator whose colour best corresponds to the given chromaticity.

The chromaticities of the lamps in Table I are shown in fig. 4.

More background information on these quantities can be found in A. A. Kruthof and J. L. Ouweltjes, Philips tech. Rev. 18, 249, 1956/57, and in the literature referred to in that article.
Colour rendering

The method of appraising the colour rendering of a light source consists in illuminating a number of representative 'test colours' (coloured surfaces) first with the light source and then with a reference illuminant of the same colour temperature. The colour rendering is a measure of the correspondence between the colour appearance under the light source investigated and the colour appearance under the reference source.

Reference illuminants are defined by the CIE in terms of their spectra, and eight test colours are defined by their spectral radiance factors $F_\lambda$. The reference illuminants recommended by the CIE are Planckian radiators in so far as they relate to colour temperatures up to 5000 K. At temperatures of 5000 K and higher the recommended sources are 'reconstituted-daylight radiators' (RD radiators), defined by particular spectra. Their chromaticity coordinates differ slightly from those of the Planckian radiators (see fig. 3). Examples of spectral radiance factors are shown in fig. 5, relating to the test colours Nos. 1 (red), 3 (green-yellow) and 6 (purplish blue).

If we know the spectral energy distribution of a (possibly theoretical) light source, we can now calculate the colour rendering in the following way. From the spectral energy distributions of the lamp under investigation and the reference illuminant, together with the spectral radiance factor $F_\lambda$ of test colour No. 1, we calculate the chromaticity corrected to allow, for example, for a difference in the state of adaptation of the eye resulting from a difference in chromaticity of the two light sources — we derive the 'special colour-rendering index' $R_1$. This is defined such that $R_1$ is equal to 100 at a corrected chromaticity distance of zero, and is smaller the greater the corrected chromaticity distance. The same procedure is repeated for the seven other test colours. The general colour-rendering index $Ra$ is the average of $R_1$ to $R_8$. With ideal colour rendering $Ra$ is thus equal to 100. For a fluorescent lamp of the 'standard warm white' type (TL 40 W/29) the value of $Ra$ is 50.

In our calculations we used $Ra$ as the criterion for defining the 'optimum' of a spectrum. In this context the restricted significance of $Ra$ should be borne in mind. Although a light source with $Ra = 100$ renders the eight test colours in exactly the same way as the reference illuminant, if $Ra$ is less than 100 the values of $R_1$ may differ amongst themselves, and the rendering of one test colour could for example be much
Fig. 5. Spectral radiance factor $\beta$ as a function of wavelength for the CIE test colours Nos. 1 (red), 3 (green-yellow) and 6 (purplish blue).

Optimum spectra

In the preceding discussion we have already encountered one optimum spectrum. This is the spectrum obtained when there are no specifications for colour or colour rendering but $V_s$ has to have the maximum value (100%). A single line at 555 nm.

One of the first requirements to be met by a lamp for general lighting is that the colour of the light itself should be white, which implies that the chromaticity coordinates should be those of the Planckian or RD radiator at the chosen colour temperature. Calculations have shown that the optimum spectrum for this single specification consists of two lines \(^{[8]}\) in a particular intensity ratio: one blue line at 445 nm together with the colour-temperature-dependent complementary line (Table II). With increasing colour temperature the luminous efficiency attainable decreases.

Table II. Maximum attainable value of $V_s$ for light sources whose chromaticities correspond to those of a particular Planckian or RD radiator (and are thus ‘white’). The corresponding spectra consist of two lines, with the indicated wavelengths $\lambda_1$, $\lambda_2$.

<table>
<thead>
<tr>
<th>Chromaticity</th>
<th>$V_s$ (%)</th>
<th>$\lambda_1$ (nm)</th>
<th>$\lambda_2$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P 2500 K</td>
<td>75.9</td>
<td>445</td>
<td>582</td>
</tr>
<tr>
<td>P 3000 K</td>
<td>74.5</td>
<td>445</td>
<td>578</td>
</tr>
<tr>
<td>P 4000 K</td>
<td>70.0</td>
<td>445</td>
<td>574</td>
</tr>
<tr>
<td>P 5000 K</td>
<td>65.6</td>
<td>445</td>
<td>571</td>
</tr>
<tr>
<td>RD 6000 K</td>
<td>63.1</td>
<td>445</td>
<td>569</td>
</tr>
<tr>
<td>RD 8000 K</td>
<td>58.1</td>
<td>445</td>
<td>566</td>
</tr>
</tbody>
</table>

The colour rendering of a two-line source is of course very limited, since the reflected light consists solely of the two given components — only the intensity ratio is changed — and therefore the chromaticity can only lie on the line joining the chromaticities of the two given spectral lines. The next step is obvious: with three lines a whole region of the chromaticity diagram can be covered. This principle is used in colour television.

In our calculations on optimum three-line spectra we proceeded as follows \(^{[6]}\). For a given power, a three-line spectrum has five degrees of freedom: the three wavelengths $\lambda_1$, $\lambda_2$, $\lambda_3$ and two intensity ratios, for example $I_1/I_3$ and $I_2/I_3$. At prescribed chromaticity coordinates $(x, y)$ this is reduced to three. For each combination $(\lambda_1, \lambda_2, \lambda_3)$ we can therefore calculate the intensity ratios along with $V_s$ and $R_a$. We varied $\lambda_3$, $\lambda_2$.
and $\Delta$ in steps of 1 nm until a maximum was found for $R_a$. Next we selected from the neighbouring spectra with a given 'neighbouring' value of $V_s$ the 'optimum' spectrum: the one for which $R_a$ was largest. We found that in general a simultaneous shift of the three lines in one direction had little effect on $R_a$, whereas $V_s$ was increased when the three lines were shifted in the direction of shorter wavelengths. Proceeding in this way from point to point we found the maximum value of $R_a$ and the corresponding spectrum as a function of $V_s$.

We carried out this procedure for the chromaticities of the CIE reference sources P 2500 K, P 3000 K, P 4000 K, P 5000 K, RD 6000 K and RD 8000 K. The graph in fig. 7 (above) gives the $R_a$ of the optimum spectrum as a function of the chosen $V_s$ for the chromaticity of P 5000 K. The maximum of $R_a$ is seen to be no less than 80. The value of $R_a$ decreases rapidly, however, when $V_s$ exceeds the value corresponding to the maximum. The lower diagrams in fig. 7 show how the three wavelengths of the optimum spectrum depend on $V_s$. At the maximum $V_s$ attainable in this way for this particular chromaticity, $V_s = 65.6\%$, the spectrum is reduced to the two-line spectrum of Table II (spectrum $D_s$). The diagrams in fig. 7 also show in which range $R_9$ to $R_{14}$ are situated.

Fig. 8 (above) shows the $R_a-V_s$ curves for the optimum three-line spectra at the chromaticities of six different CIE reference sources. Below: Optimum spectra and values of $V_s$, $R_a$, $R_9$ to $R_{14}$ corresponding to the maxima in the upper figure.

---

**Table II**

<table>
<thead>
<tr>
<th>Chromaticity</th>
<th>$V_s$ (%)</th>
<th>$R_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2500 K</td>
<td>64.6</td>
<td>75</td>
</tr>
<tr>
<td>3000 K</td>
<td>51.4</td>
<td>78</td>
</tr>
<tr>
<td>4000 K</td>
<td>54.2</td>
<td>81</td>
</tr>
<tr>
<td>5000 K</td>
<td>55.5</td>
<td>80</td>
</tr>
<tr>
<td>6000 K</td>
<td>57.3</td>
<td>77</td>
</tr>
<tr>
<td>8000 K</td>
<td>65.6</td>
<td>73</td>
</tr>
</tbody>
</table>

**Diagram 7**

- $R_a$ as a function of $V_s$ for the optimum three-line spectra at the chromaticity of the CIE reference source P 5000 K. Below: the optimum three-line spectra and the values of $R_a$, $V_s$ and $R_9$ to $R_{14}$ corresponding to points $D_1$, $D_2$, ..., $D_6$ on the curve.

**Diagram 8**

- $R_a-V_s$ curves for the optimum three-line spectra at the chromaticities of six different CIE reference sources.

---
diagrams under the graph give the spectra and the $R_0$ to $R_{14}$ regions that correspond to the maxima. The luminous efficiency corresponding to the maximum decreases as the colour temperature increases. The wavelengths required for the maximum shift somewhat towards smaller values with rising colour temperature.

Summarizing the main results: with a three-line spectrum an $R_0$ of more than 80 can be achieved, and the wavelengths required are about 465, 545 and 610 nm (lower diagrams in figs. 7 and 8).

Band spectra and spectra with more than three lines

The colour rendering can be considerably improved by broadening one or more lines to form bands [7].

For the energy distribution (on the wave-number scale) we adopted a gaussian curve. We now have one new variable: the bandwidth. By carrying out the procedure described above for one bandwidth at a time, we again found curves of the type shown in fig. 7 (above). Variation of the bandwidth yields a family of such curves. Fig. 9 (above) gives the envelope of families of curves for the chromaticity of $P = 5000$ K, for the cases of a red, a green and a blue band, each combined with two lines, and for three bands of the same width. As can be seen, broadening of the green line gives by far the best results. Examples of some typical spectra of this kind are given in fig. 9 (below). More detailed calculations show that some further improvement on this situation can be obtained by broadening the blue line, but that broadening the red line causes a deterioration.

Finally, fig. 10 illustrates what can theoretically be achieved with line splitting instead of line broadening [8]. The spectra themselves will not be dealt with here.

Fig. 9. Right: $R_0-V_s$ curves for optimum spectra consisting of one band and two lines, and of three equally broad bands (chromaticity $P = 5000$ K). $RB$, $GB$, $BB$ denote a red band, a green band and a blue band respectively, each with two lines. $RGB$ three bands of equal width. $D$ bandwidth zero (three-line spectrum, see fig. 7). Below: optimum 'green-band spectra' and the $V_s$- and $R$-values corresponding to some of the points on the curve $GB$. The portion of the green band between the half-width wavelength is shown in grey. The spectrum $D_3$ from fig. 7 is included for comparison.

Tackling our results as a whole, we come to the following conclusion. The 'limit of the possible' we were looking for in fig. 2 depends on the colour temperature, as appears for example in the case of three-line spectra in fig. 8; at a given $R_0$ the attainable $V_s$ increases as $T_e$ decreases. If we compare fig. 10 and fig. 2 we see that,

Fig. 10. $R_0-V_s$ curves (4 and 5) for optimum spectra of four and five lines, obtained by line-splitting from a three-line spectrum. The curves $D$ (three lines) and $GB$ (green band plus two lines) from fig. 9 are included for comparison.


theoretically, much better combinations of $V_\alpha$ and $R_a$ are possible with three, four and five-line spectra than have so far been achieved. The transition from three to four lines means a considerable gain. The transition from four to five lines is so much less impressive that there is not much practical advantage to be gained from further refinements: there is little need to make $R_a$ greater than 95. In other words, for all practical purposes the theoretically possible is given in fig. 10.

Until recently it was always assumed that it was necessary to simulate the continuous spectrum of Planckian radiators to obtain good colour rendering. The significance of our results is that they show that good colour rendering can also be achieved with a line spectrum, which will give greater efficacy. As we mentioned earlier, we took $R_a$ as the criterion for colour rendering in our calculations. The good results found are partly due to the fact that the spectral radiance factors of the test colours, like those of most colours of practical interest, are relatively broad, smooth curves. In the rare cases where the spectral radiance factors have peaked curves it is possible that unexpected and undesirable results might arise.

In the rest of this article we shall discuss, as an example, the application of the above principle to the fluorescent lamp.

**Optimum spectra for fluorescent lamps**

Our calculations for fluorescent lamps \cite{9} differ in two respects from those discussed above. In the first place we considered the visible lines of the mercury discharge in the tube — a relatively strong blue line at 436 nm, a green one at 546 nm and a yellow one at 578 nm — as a given part of the ultimate spectrum. This means that we calculated the lines or bands that have to be added to obtain an optimum result. Secondly, in the case of a low-pressure mercury discharge lamp we know how much of the supplied electrical power is converted into UV radiation and how much is converted into visible radiation. This allows calculation with the luminous efficacy $\eta$, which is of more direct significance for practical purposes than the luminous efficiency of the visible radiation, $V_\alpha$. We did however have to make an assumption about the fraction of the number of available UV quanta that are converted by the phosphors into visible quanta; we put this ‘quantum efficiency’ $Q$ at 0.8, a not uncommon value with good phosphors.

In agreement with what has been said above, our results indicate that the mercury spectrum can be improved quite appreciably by the addition of three lines. For the colour temperature of ‘white’ a value of more than 90 can be reached in this way for $R_a$. Compared with the pure three-line spectrum the blue line is shifted towards a longer wavelength, as a result of the strong blue mercury line. If band broadening is also permitted, a green band with a red and a blue line again proved to be the most effective. The $R_\alpha$-$\eta$ curves for these cases, for the colour temperature of ‘daylight’ ‘white’ and ‘warm white’, and three of the corresponding optimum spectra are given in fig. 11.

Our results, as presented in fig. 11 (above), show clearly that there is room theoretically for an improvement in fluorescent lamps, and at the same time they indicate the limits of the attainable. Results like those shown in fig. 11 (below) give an important indication of the direction in which we should look for the desired improvement. Briefly, this amounts to supplementing the mercury spectrum with emission in the spectral regions around 465 nm (blue), 545 nm (green) and 615 nm (red), with the green emission in the form of a relatively
broad band, the blue in a narrow band and the red as sharp a line as possible.

The new generation of fluorescent lamps

Using the results just discussed as a guideline, we looked for phosphors with which better lamps might be produced. The phosphors commonly used in fluorescent lamps were ruled out because of their broadband emission. The narrow-band emission required pointed in the direction of phosphors activated with rare-earth ions. Many such phosphors have been discovered and applied in the past ten years in illumination engineering and in colour television [10].

Taking into account the specified spectral regions around 465, 545 and 615 nm, we find the most promising activators to be, respectively, Eu²⁺, Tb³⁺, and Eu³⁺ [9]. Fig. 12 gives the energy-level diagrams for these ions in an oxidic host lattice.

The red emission of Eu³⁺ is due to the transition between two 4f levels. The electrons are situated, and remain situated, in the deep 4f shell in the ion; as a result the levels are sharply defined and not much affected by the host lattice. The emission is consequently in a very narrow band, which is what we require. The emission of Eu³⁺ involves a transition from a 4f⁵5d state, where there is an electron in the outer shell, to the ground state 4f⁷. The spectral emission is therefore somewhat broader than in the case of Eu³⁺, and moreover the wavelength is highly dependent on the nature of the host lattice. Although the emission from Tb³⁺ takes place between sharply defined 4f⁸ levels, the transitions here are in fact very close together, so that for practical purposes the emission may be regarded as a single relatively broad band. The wavelength, however, is not much affected by the host lattice.

Having chosen the activator ions, we had to look for suitable host lattices for them. The main thing was to obtain a sufficiently stable phosphor, that is to say one that could withstand the various processes during lamp manufacture as well as the intensive UV radiation during operation. In addition, the phosphor had to have a sufficiently high quantum efficiency. A good phosphor containing the Eu³⁺ ion was already known and in use for colour television and other applications; this is Y₂O₃:Eu³⁺, which emits in a sharp line at 611 nm. In view of the stability of Al₂O₃-type compounds we looked among the aluminates [11] to find host lattices for Eu²⁺ and Tb³⁺. By modifying the already known barium aluminate using Eu²⁺ as activator [12], we obtained a phosphor that emits at 450 nm with a half-width of about 50 nm, and meets the requirements for stability and high efficiency [13]. These requirements are also fulfilled by the cerium-magnesium aluminate with Tb³⁺, which we have developed. This emits at 545 nm with an effective half-width of about 80 nm. As in other Tb phosphors with cerium [10], the cerium acts here as a ‘sensitizer’: the energy is absorbed in the form of UV quanta by the Ce³⁺, transferred to the...
Tb$^{3+}$, and finally emitted by this ion as ‘green’ quanta (see fig. 12).

Fig. 3 gives the chromaticities of the emission from the three phosphors mentioned above, in each case together with the emission from the mercury ($R, G, B$). Any point inside the triangle $RGB$ can in principle be realized by appropriate mixing, and in particular any colour temperature above 2300 K can be obtained.

In this way we have made fluorescent lamps with colour temperatures of about 2600, 3000, 4000 and 6000 K. It is clear from fig. 13 that this new generation marks a significant advance. The figure shows the $R_a$-$\eta$ combinations of the new lamps together with those of existing types. It can be seen that the new lamps surpass the ‘standard’ lamps in luminous efficacy, and at the same time are not much inferior to the ‘special’ type in colour rendering. The points lie more or less on the GB curves, which means that what is theoretically feasible with a green band and two lines by means of a phosphor with a quantum efficiency of 80% (fig. 11) has virtually been achieved.

Summary. From the spectral power distribution of the visible radiation the ‘luminous efficiency of the visible radiation’ $\eta$ of a light source can be calculated, and also, in accordance with the recommended procedure of the Commission Internationale d’Eclairage, the ‘general colour-rendering index’ $R_a$. The quantity $R_a$ is significant only for approximately ‘white’ light sources, whose colour temperature $T_e$ always has to be specified. For ideal colour rendering $R_a$ has a value of 100. ‘Optimum spectra’ are calculated, i.e. distributions in which $\eta$ has a maximum for a given $R_a$, or vice versa. With three-line spectra the maximum $R_a$ is more than 80; the corresponding $\eta$ is 50% at $T_e = 8000$ K, and 57% at $T_e = 4000$ K. Better results can be achieved with band spectra or spectra consisting of more than three lines. Substantial improvements of fluorescent lamps are shown to be theoretically possible by the addition of a green band at about 545 nm, a red line at about 615 nm and a blue line at about 465 nm to the spectrum of the mercury discharge in the tube. This approach has been used in developing new fluorescent lamps whose colour rendering is nearly as good as that of ‘special’ lamps and which at the same time have a higher luminous efficacy than ‘standard’ lamps.
A street in Lyons (La part Dieu), illuminated at the centre by high-pressure sodium lamps (400 W) and along the pavements by high-pressure mercury-vapour lamps with fluorescent envelopes (125 W).
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IMPATT diodes:
  general .............................................................. 32, 328
  in microwave oscillators ............................................................ 32, 345
  anomalous oscillations .............................................................. 32, 361

Inaugural lectures:
  Prof. N. F. Verster ................................................................. 26, 321
  Prof. A. L. Stuijs ................................................................. 31, 44
  Prof. F. M. Klaassen ............................................................... 33, 203

Incandescent lamps:
  transport reactions with fluorine in ................................................ 26, 114
  gas-filled, containing bromine and chlorine ....................................... 27, 173
  non-destructive measurement of pressures in ...................................... 31, 93
  burn-out .............................................................. 32, 155
  gas-filled, temperature distribution ................................................ 32, 206
  research .............................................................. 35, 295
  halogen, cyclic processes in ....................................................... 35, 302
  carbon-filament, with halogen filling ............................................... 35, 316
  temperature profiling of filament ................................................ 35, 332
Indium antimonide and arsenide for infrared perception .......................... 30, 264
Indium-oxide filter in low-pressure sodium lamps ................................... 29, 17
Induction motors:
  thyristor control .............................................................. 28, 1
  general .............................................................. 33, 226
  torque measurements ............................................................... 34, 153
  high-speed, with solid rotor ....................................................... 34, 170
Inductors:
  variable, for r.f. heating control ..................................................... 27, 134
  forrie-core, variability in ....................................................... 28, 184
  Q contour charts .............................................................. 28, 186
  simulated, in filters .............................................................. 33, 294
  see also Coils
Industrial research:
  innovation in electronic devices ..................................................... 32, 117
  and theoretical physics ............................................................. 32, 149
Inertial navigation ............................................................. 29, 69

Infrared:
  reflection in, as method of investigation ........................................... 29, 129
  far, image perception in ......................................................... 30, 264
  television .............................................................. 30, 270
  television, passive, at 4 and 10 µm ................................................. 30, 278
  objective lenses for .............................................................. 30, 290
  phosphors .............................................................. 34, 24
  horizon sensor in AINS satellite ................................................... 34, 213
  improved thermal insulation of double glazing ................................... 34, 242
  pyroelectric detectors ............................................................. 35, 247
Injection logic:
  integrated (TTL) ............................................................... 33, 76
  low-dissipation ............................................................. 35, 217

Inorganic chemical analysis:
  general .............................................................. 34, 298
  multielement analysis by optical emission spectrometry ........................ 34, 305
  automatic analysis of emission spectra ............................................. 34, 322
  neutron activation analysis ......................................................... 34, 330
  line-intensity calculations for X-ray fluorescence analysis .................. 34, 339
  mass-spectrographic determination of C, O and N ............................... 34, 344
  stoichiometric analysis of GaSe .................................................... 34, 350
  determining the content of active oxygen in oxides* ........................ 34, 356
  surface analyses .............................................................. 34, 357
  electron microprobe .............................................................. 34, 370
  simple extractor .............................................................. 35, 196

Insecticides, atomization of ............................................................. 28, 112

Integraded circuits:
  introduction .............................................................. 27, 180
  evaporated circuits .............................................................. 27, 182
  monolithic solid circuits ......................................................... 27, 192
  manufacture* .............................................................. 27, 207
  tunable .............................................................. 27, 264
Medical technology:  
automatic exposure control for X-ray 27, 92  
X-ray colour pictures 27, 228  
hearing aids (behind-the-ear types) 27, 258  
universal 29, 42  
muscle stimulator for hemiplegic patients 30, 23  
infrared thermography 30, 278  
ear-lobe clip for physiological transducers 33, 102  
experimentlal endoscope with miniature TV camera 35, 166  
automatic measurements on X-ray beam 35, 170  
see also Pharmaceutical research

Memories:  
development for computers 26, 67  
in automatic telegraph exchanges 26, 240  
magnetic-tape, for telegraph characters, with static read-out 26, 250  
fast, parameters of evaporated NiFe films 28, 188  
magnetic thin films for bubble memory of ion garnet 35, 260  
bucket-brigade delay lines 31, 97  
shift register for analog signals 31, 266  
(MOST store with discretionary wiring 34, 286  
(bubble memory of ion garnet 35, 1

Mercury lamps:  
low-pressure, with fluorescence, see Fluorescent lamps 26, 240  
sorting quartz tubing for high-pressure, with metal iodides, hydrogen getter for 35, 334

Metals:  
simple model for alloys 33, 149  
surface imaging by field emission 33, 196  
ferromagnetic, electrical conduction in 35, 29  
metallization technique for ceramic-to-metal bonding 35, 309  
Metal-halide lamps 35, 347  
Metal-vapor gas (MVG) afterglow, with plasma 33, 32  
Micro Cryogem miniature Stirling refrigerator 32, 51  
Microelectronic processing, see Electron tubes 34, 122

Microwave:  
application of microwaves in medicine 32, 79  
surface-wave transmission 26, 342  
coaxial and stripline components 28, 211  
photodiodes 35, 23  
MOS transistors 32, 222  
IMPATT diodes 32, 238  
IMPATT oscillators 32, 345  
anomalous oscillations in IMPATT diodes 32, 345  
Gunn diode 32, 370  
epitaxial GaAs, microwave devices 32, 380  
computer calculations of Gunn effect 32, 385  
Gunn effect oscillators and amplifiers 32, 397  
P-I-N diodes in phase-shifters for antenna arrays 32, 405  
MADGE aircraft-guidance system 34, 225  
see also:  
Klystron Radar Waveguides, oversized

Minerals, prospecting for, with neutrinos 30, 97  
Mobility of carriers in MOS transistors 31, 237  
Modulation, code, with digitally controlled companding 31, 335  
Monitoring centre for air pollution 33, 194  
Modulation, code, for, see also Field-effect transistors in integrated chopper circuit 31, 271  
MOS technology:  
general 31, 225  
with ion implantation 31, 267  
in thin monocrystalline Si layers 31, 271  
store with discretionary wiring 31, 286  
LOCMOS, for complementary circuits 34, 19  
ICs with low dissipation 35, 212  
see also MOS tetrodes and MOS transistors

MOS tetrodes:  
general 30, 134  
with short channel for UHF 31, 259  
in bucket-brigade delay line 31, 266  
MOS transistors:  
complementary pairs 28, 154  
general 31, 206  
operation and d.c. behaviour as small-signal amplifier 31, 209  
LOCMOS technology 31, 234  
carrier mobility 31, 237  
in integrated audio amplifiers 31, 245  
in integrated chopper circuit 31, 248  
other power amplification in HF band 31, 251  
in digital integrated circuits 31, 277  
see also Field-effect transistors 34, 73

MOS technology:  
with the small COBRA computer 27, 285  
APF language 28, 329  
see also Drawing by computer

Onsager relations 33, 310  
Optophycograph, for optical drawing of photomasks 34, 275  
Optical character recognition of general 28, 197  
equipment* 28, 203  
for handwritten numerals 35, 89  
Numerical control of 33, 130  
Numerical control:  
with the small COBRA computer 27, 285  
APF language 28, 329  
see also Drawing by computer

Optronics:  
GaP light sources and photocells 26, 136  
physics of radiative centres in GaP* 32, 261

Oscilloscope, high-speed 30, 256  
Oscilloscope, for optical drawing of photomasks 34, 275  
Oscilloscope, for handwritten numerals 35, 89  
Opto-acoustic cross-correlator for radar 28, 217  
Opto-electronics:  
GaP light sources and photocells 26, 136  
physics of radiative centres in GaP* 32, 261

Oxides, determining active-oxygen content of* 34, 356

Oxide materials, crystal chemistry 32, 176  
and magnetism of* 28, 23

Oxygen:  
monitoring low partial pressures 31, 112  
oxide demand of water 34, 123  
determining active-oxygen content of oxides* 34, 356  
oxide detectors 34, 73  
see also Oxygen

PAILRED:  
short description 26, 216  
principles 29, 165  
automatic control circuits 29, 176

PAL system for colour TV:  
comparison with other systems 27, 33  
delay line 29, 243  
Parametric amplifiers:  
low-noise 28, 204  
for radio astronomy 32, 20  
PD process:  
general 33, 1  
connection patterns for ICs 34, 85  
Peltier cooling 27, 113
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**PSEM 500** ........................................ 35,153
Investigation of crystal defects by cathodoluminescence ........................................ 35,239
See also Electron microscope

Scanning microscope for development of thin-film photodiodes ........................................ 35, 23

Seals, see Rolling diaphragm seal

**SECM colour-TV system** ...................... 27, 33
Selective thermal radiators in generating light ........................................ 26, 33

SEM, see Scanning electron microscope

**Semiconductors:**

- Signal effect
- Silicon carbide
- SIMS (secondary-ion mass spectrometry)

---

**Silicon iron and steel, nitrogen in** .......... 26, 81

**Shift register for analog signals** ........... 26, 28

**Shaver, electric, vibrator for** ............... 26, 13

**Silicon:**

- Semiconductor technology
- Epitaxial gallium arsenide
- With electron resists
- Transport of crystal defects in solids
- Ion etching

See also:

- Integrated circuits
- Integrated microwave circuits
- MSG technology

**Transistors**

- Shaver, electric, vibrator for
- Shift register for analog signals
- (bucket-bridge delay line)

**Silicon carbide:**

- Whiskers
- Mortar made of

See also Polytetrafluoroethylene

**Silicon iron and steel, nitrogen in** .......... 26, 81

**Silicon photovoltaic devices and lasers** .......... 30, 263

**Sintering, see Ceramics technology**

**Skin effect:**

- Introduction
- At high frequencies
- In superconductors
- Lateral, in flat conductors

**SIDO monitoring network for Rhine estuary region** .......... 32, 33

**Sodium lamps:**

- Thermal insulation for
- Low-pressure, with InOs filter
- Low-pressure
- High-pressure

**Software:**

- Calculation of traffic-light sequences
- APT language
- Analysis of methods
- Drawing masks for integrated circuits
- Calculations on cross-coupled waveguides
- Control of X-ray diffractometer
- Microprogram control for P1000 family of computers
- Solar cells, monocrystal layer
- Solderability measurements
- Soldering iron with PTC thermistor
- As heating element
- Solid circuits, see Integrated circuits
- Solid-state electronics for micro-waves
- Solid-state research
- Transport phenomena in solids

See also:

- Crystals
- Gallium arsenide
- Gallium phosphide
- Germanium
- Gunn effect
- Photoconductivity

**Silicon Microelectronics:**

- Integrated circuits
- Integrated microwave circuits
- MOS technology

**Stereophotography**

**Stereophony in radio broadcast**

- Stereo drawings, see Drawing by

**Stepping-motor applications** .......... 35,104

**Starter for long fluorescent lamps** .......... 29, 11

**Spiral-groove bearings, see Bearings**

**Spinel structure and magnetism** .......... 31, 23

**Spectra, optimum, for light sources** .......... 35,361

**Spark machining, high-precision** .......... 33, 37

**Sound, see Acoustics and Audio**

**Space science:**

- Telecommunication antenna
- Flywheel for stabilizing space vehicles
- Boron filament as constructive element
- Spiral-groove bearings with grease
- Stabilization by oscillation
- Starter for long fluorescent lamps
- Statistical aspects of alarm level
- Flame-control failure
- Stellar interferometer at Narrabri
- Step-and-repeat camera for making photomasks
- Stepping-motor applications
- Stereo drawings, see Drawing by computer
- Stereophotography in radio broadcasting
- Stereophotography with electron microscope
- Stirring cycle, see Cryogenics and Stirring engine
- Stirring engine, see Application of rolling diaphragm seal
- For vehicular propulsion, prospects

**Stoichiometry:**

- Existence region
- Determination of reaction stoichiometry
- Analysis of gases
- Strain gauges, miniature, in an Si diaphragm
- Strain and optical microstrain components
- Structural testing of digital circuits
- Structure analysis, see Crystals

**Superconductivity:**

- Current adjustment in superconducting magnet
- Solid, analysis by mass spectrometer
- Semiconductor, optical investigation of
- Properties of pure alkali metals
- Properties of clean Si and Ge
- Chemical behaviour
- Metal, imaging by field emission
- Analysis, general
- Surface waves:
  - Electromagnetic, transmission lines for
  - Acoustic, in filters
  - Acoustic, in piezoelectric materials
  - Synchronous motors:
    - General
    - Small single-phase, stability of
  - Synthesis, hydrothermal chemical

**Tape cassettes, audio** .......... 31, 77

**Tape recorders:**

- Non-professional for TV
- For audio cassettes
- Moving-coil motors for

**Telegraphy:**

- Automatic exchanges with electronic stores
- Magnetic-tape store for
- History

**Telephony:**

- Carrier
- Companions with high degree of compression

**Television:**

- Picture tubes:
  - Phosphors for colour TV
  - Degaussing
  - Magnetic deflection
  - Recording:
    - Non-professional tape recorder
    - VLP video long-playing system

- Transmitting for bands V and V
- Electron microscopy with TV display
- Projection on large screen
- Outside-broadcast system (mobile transmitters with inter-synchronization and automatically trained antennas)
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**Transmission, system, automobile** 28,179
**Transmitters for television bands** IV and V 26,256
**Transmitting valves, cathode with low thermal inertia for** 26,309
**Transport phenomena in solids** 26,99
**Transport reactions, chemical, for crystal growth** 28,316 35,296
**Transport reactions, chemical, in inscandent lamps** 35,302 35,316 35,332

**Triglycine sulphate (TGS) for infrared detectors** 35,247
**Tuning of musical instruments** 31,354
**Tunnel entrances, lighting** 27,76

**Turn-to-turn diffusion in incscandent lamps** 35,296

**Vacancy clusters in dislocation-free Si and Ge** 34,244
**Vacuums, virus, preparation by tissue cultures** 28,81

**Vacuum evaporation of reflectors for projection lamps** 30,106
**Vacuum technology**
- fast cryopump 28,255
- Pirani gauge for pressures up to 1000 torr and higher 30,166
- absolute micromanometer with diamagnetic levitation 30,231
- flow of highly rarefied gases 33,43
- Van der Pol equation, stereographic representation of solution 29,112

**Vapour deposition**
- of integrated circuits 27,182
- technique for thin and thick films 28,57
- parameters of NiFe films for fast memories 28,188
- of magnetic thin films* 28,196
- fast refractometer for evaporated thin films 35,142

**Vectorcardiograph, universal** 29,42
**Vehicular propulsion, prospects of** 31,169

**Vibrating-reed magnetometer for microscopic particles** 31,40
**Vibrators, electromagnetic** 33,249
**Videorecorder, non-professional** 26,177

**Viruses, virus, preparation by tissue cultures** 28,81

**Vision**
- at very low light levels 28,161
- miniature electric motor for experiments on 28,320
- Vitamins in live-stock feeding 28,85

**VLF’ P video long-playing system**
- general 33,178
- signal processing 33,181
- scanning system of player 33,186
- control mechanism of player 33,190

**Vortices** 32,247

**Washing machine, speed-controlled d.c. motor for** 34,163
**Water pollution, see Environmental science**
- Waves: electromagnetic, elastic and electro-elastic 33,310

**Waveguides, oversized**
- rectangular, for mm waves 28,86
- cross-coupled, scattering characteristics 32,165
- Weed control: atomization of pesticides 28,112
- Wales domains, see Domain structure

**Welding, plasma-MIG** 33,21
**Whiskers, SiC** 26,187
**Windows, vacuum-tight, transparent for wide spectral range** 30,299

**Wire**
- thickness measurement by laser beam 27,183
- measurement of diameter variations in... 31,111
**Workshop technology, 40 years of** 31,127

**Writing, muscular activity in** 32,73

**X-rays**
- sensitive radiation monitor 26,190
- automatic exposure control 27,92
- colour pictures 27,228
- automatic spectrometer 27,300
- equipment factory, laboratory* 27,322
- anomalous transmission in highly perfect crystals 29,114
- PAIRLED single-crystal diffractometer 29,176
- noise in X-ray films 31,117
- PW 1100 33,65
- fluorescence analysis 34,339
- automatic measurement of medical images 35,170

**YIG, see Garnets**
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**Boucher, A.** and B. C. Easton  
Epitaxial growth of gallium arsenide  
... 32,380

**Boulou, M.,** see Schiller, C.  
... 38,403

**Boumans, P. W. J. M.,**  
Multielement analysis by optical emission spectroscopy — rise or fall of an empire?  
... 34,305

—, F. J. de Boer and J. W. de Ruiter  
A stabilized r.f. argon-plasma torch for emission spectroscopy  
... 33,50

**Boutry, G.-A.** and H. Dormay  
Some surface properties of pure alkali metals  
... 30,225

**Bouwer, A. G.,** R. H. Brul, H. F. van Heek, F. T. Kostermann and J. J. ‘t Mannetje  
The Cytograph  
... 34,257

**Bouwhuis, G.** and P. Burgstede  
The optical scanning system of the Philips ‘VLP’ record player  
... 33,186

—, see Lang, H. de  

**Bouwknegt, A.,** H. Niemhuis, D. J. Schipper and P. A. W. Telemans  
Electrodes in discharge lamps  
... 35,356

**Bowers, Brian**  
The early history of the electric motor  
... 35,77

**Brandt, B. B. M.,** W. Steinmaier and A. J. Strachan  
LOC/CMP, a new technology for complementary MOS circuits  
... 34,19

**Bregman, F.,**  
Représentations de trois-dimensional energy spectra  
... 27,132

**Bremer, H. W.** Holm and S. L. Tan  
A television camera with ‘Plumbicon’ camera tubes  
... 28,336

**Bril, A.,** G. Blasse, A. H. Gomes de Mesquita and J. A. de Poorter  
Fast phosphors for colour television  
... 32,125

—, W. L. Wannemaker  
New phosphors for colour television  
... 27,22

—, see Blasse, G.  
... 47,126

**Brinkman, A. C.,** J. Heise and C. de Jager  
Observation of cosmic X-ray sources with the Netherlands astronomical satellite (ANS)  
... 34,43

**Brissot, J.-J.** and A. Lemogne  
Method for growing single crystals of cuprous chloride  
... 30,261

—, see Berth, M.  

**Brockman, F. G.,** H. van der Heide and M. W. Louwense  
Ferox tube for proton synchrotrons  
... 30,312

**Bruce, P. H.,** A. C. van Dorsten and H. F. P. Linden  
Electron microscopy with television display system  
... 29,294

—, J. H. T. van Roosmalen and S. L. Tan  
An experimental light-weight colour television camera  
... 29,325

**Brongersma, H. H.,** F. Meijer and H. W. Werner  
Surface analysis, methods of studying the outer atomic layers of solids  
... 34,337

**Bromme, R. L.,** R. C. Hughes and R. C. Sweet  
Ceramic-to-metal bonding with sputtering as a metallization technique  
... 35,209

**Brouwer, G.,** see Witteme, A. W.  

**Brouwer, H. J.,** S. M. de Veer and H. Zeedijk  
The SO2 monitoring network in the Rhine estuary region  
... 32,33

**Brouwer, A.,**  
The stellar interferometer at Narrabri, Australia, II. Measurement of the correlation  
... 27,152

**Brudel, R. H.,** see Brouwer, A. G.  

**Bruining, H. S.,** see Duijsters, D.  
Retro-steroids, a new class of compounds with sex-hormone action  
... 28,70

**Bruining, H. S.** and D. Duijsters  
The research programme of the Philips laboratories in Germany  
... 26,93

**Bruninx, E.** and L. C. Bastings  
Stoichiometric analysis of gallium selenide  
... 34,350

**Burgstede, P.,** see Bouwkluis, G.  

**Buschow, K. H. J.,** W. Luiten, P. A. Naestepad and F. F. Westendorp  
Magnetic material with a \((BH)_{\text{max}}\) of 18.5 million gauss oersteds  
... 29,336

**Busche, W. van den,** A. H. Hoogendijk and J. H. Wessels  
Signal processing in the Philips ‘VLP’ system  
... 33,181

**Butterweck, H. J.** and F. C. de Ronde  
Oversized rectangular waveguide components for millimetre wave  
... 29,86

**Butzelaar, P. F.** and L. P. J. Hoogeveen  
A new method of measuring the oxygen demand of water  
... 34,123

**Casimir, H. B. G.,**  
Electrostatic machines, particle accelerators and industry  
... 30,209

Theoretical physics and industrial research  
... 32,149

— and J. Ubbink  
The skin effect, I. Introduction; the current distribution for various configurations  
... 28,271

II. The skin effect at high frequencies  
... 28,300

III. The skin effect in superconductors  
... 28,366

**Cahy, P. G.** and J. Ladell  
Principles and design of the automatic single-crystal diffractometer system PAILRED, I. Principles of the diffractometer  
... 29,165

II. The automatic control circuits  
... 29,176

**Cayzay, J.,**  
An outside-broadcast equipment with mobile television cameras  
... 30,300

**Cherstev, W. J.,**  
The optical sensors of the Netherlands astronomical satellite (ANS), III. The star sensor  
... 34,218

**Clegg, J. B.** and E. J. Millett  
The determination of carbon, oxygen and nitrogen in semiconductors by spark-source mass spectrography  
... 34,344

**Compaan, K.** and P. Kramer  
The Philips ‘VLP’ system  
... 33,178

**Corkett, B. D.,** MADGE’, a microwave aircraft digital guidance equipment, II. The data link: data transmission and distance measurement  
... 35,271

**Coughlin, J. B.,** see Beer, A. F.  

**Crauel, L.,**  
Computer programming  
... 29,338

**Cruy, J.,**  
The reaction wheels of the Netherlands satellite ANS  
... 34,106

**Dahl, P. J.,** see Beer, A. F.  

**Daniels, A.** and F. K. du Pre  
Miniature refrigerators for electronic devices  
... 32,49

**Davies, R.** and R. E. Pearson  
Parametric amplifiers for a radio-astronomy interferometer  
... 32,20

**Day, P. E.,** see Janssen, P. J. M.  

**Dekkers, A. J.,** A. van Duuren, F. A. Loomans and J. Vlieutra  
An investigation of ion etching  
... 27,298

**Desigina, F.,** J. Russ and R. Zieda  
Calculation of traffic-light sequences  
... 32,409

**Deutzmann, A.** and W. W. H. Wessels  
Principles of the diffractometer system PAILRED, II. The automatic control circuits  
... 29,176

**Dijk, P. van**  
The optical sensors of the Netherlands astronomical satellite (ANS), II. The horizon sensor  
... 34,213

**Dijkman, H. R.,**  
Designing a small d.c. motor  
... 35,96

**Dingman, H.** and H. Lühcke  
An investigation of ion etching  
... 35,199

**Dinklo, J. A.** and E. B. de Vries  
The microprogram control of the Philips P1000 family of computers  
... 34,132

**Dittmer, G.,** see Dettmeijer, J. H.  

**Dittmer, G.**, A. Klopfer and J. Schröder  
Research on incandescent lamps, III. Regenerative chemical cycles in tungsten-halogen lamps  
... 35,302

—, see Beuven, H. J. H.  

**Dijk, P. van**  
The optical sensors of the Netherlands astronomical satellite (ANS), II. The horizon sensor  
... 34,213

**Dijkman, H. R.,**  
Designing a small d.c. motor  
... 35,96

**Dingman, H.** and H. Lühcke  
An investigation of ion etching  
... 35,199

**Dinklo, J. A.** and E. B. de Vries  
The microprogram control of the Philips P1000 family of computers  
... 34,132

**Dittmer, G.,** see Dettmeijer, J. H.  

**Donjon, J.** and G. Marie  
Polychrome data display using a single TITUS tube  
... 34,129

**Doorn, A. G. van**  
The ‘Plumbicon’ compared with other television camera tubes  
... 27,1

**Dorleijn, J. W. F.,** see Miedema, A. R.  

**Dormont, H.,** see Boutry, G.-A.  

**Dorsten, A. C. van,** see Broers, P. H.  

Domené, F. and J. Guillemond
A universal vectorcardiograph ............... 29, 42
Drift, A. van der, W. G. Gelling and A. Radermakers
Integrated circuits with leads on flexible tape .... 34, 85
Drop, P. C., E. Fischer, F. Oostvogels and G. A. Weissling
Metal-halide discharge lamps .................. 35,347
Dros, A. A.
An industrial gas refrigerating machine with hydraulic piston drive .................. 26,297
Duet, G.
Function — Activities ......................... 30,213
Duinen, R. J. van, see Aalders, J. W. G.
Duinker, S., see Bruining, H.
Duis, J. A. ten and E. van der Meulen
Measurement of the solderability of components ... 28,362
Dumont, F., J. P. Hazan and D. Rossier
The Phototitus optical converter ............... 34,274
Duuren, A. van, see Dekkers, A. J.
Duyfjes, W.
The atomization of concentrated dispersions of pesticides .................. 28,112
Easton, B. C., see Boucher, A.
Eisler, P. L., see Wylie, A. W.
Elgström, H. and E. Zieler
AVOID, a short-range high-definition radar ........ 26,136
Eisler, P. L., see Wylie, A. W.
Elgström, H. and E. Zieler
An automatic exposure control system for X-ray diagnostics ................. 27, 92
Engelsma, G.
Phenol synthesis and photomorphogenesis ........ 28,101
Enz, U. and R. W. Teale
Photomagnetic effects ......................... 31, 33
Eschard, G. and R. Polaert
The production of electron-multiplier channel plates ... 30,252
—, see Bacchi, H.
Essers, W. G., G. Jelmorini and G. W. Tichelaar
Plasma-MIG welding ................................ 31, 21
Evrdad, R.
Absolute micromanometers with diamagnetic levitation ...... 30,231
Fast, J. D.
Nitrogen in silicon iron .......................... 26, 81
Ferguson, E. T., see Lang, H. de
Fischer, E., J. Fitzgerald, W. Lechner and W. Lems
Research on incandescent lamps, II. Transport and burn-out in incandescent lamps ... 35,296
—, see Drop, P. C.
Fitzgerald, J. and H. Hörster
The temperature distribution in gas-filled incandescent lamps .... 32,206
—, see Fischer, E.
Flinn, I., see Murphy, N. St. J.
Franssen, N. V. and C. J. van der Peet
Digital tone generation for a transposing keyboard instrument .......... 31,354
Fuller, K. L.
AVOID, a short-range high-definition radar ........ 32, 13
— and A. J. Lambell
Traffic-flow analysis by radar ....................... 31, 17
Funk, W.
Thick-film technology .......................... 35,144
Garratt, G. R. M.
The early history of telegraphy ................. 26,268
Gasser, R. and R. Hug
Current-limiting circuits for transistorized power supplies ................. 28,251
Gast, J. G. C. de, see Kraakman, H. J. J.
Gelling, W. G., see Drift, A. van der
Gerlach, H. G.
The harp cathode, a cathode with low thermal inertia for small transmitting valves ........ 26,309
Gerré, P. J. van
The use of digital circuits in data transmission ............... 30, 71
—, see Greefkes, J. A.
Gibson, R. W.
PINPOINT — a radio system for locating and monitoring vehicles .................. 35, 15
Gies, A. C. M. and G. H. J. Somers
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