In Memoriam
Ir. P. F. S. Otten

Ir. P. F. S. Otten, former President of N.V. Philips, died on 4th January, a few days after his 73rd birthday. His career with our Company began in 1924 when he joined as an electrical engineer, and ended at the Annual General Meeting in 1968, when he resigned as Chairman of the Supervisory Board. He was President from 1946 to 1961. The post-war recovery, reorganization and expansion of the Company took place under his leadership. Here it is appropriate to place on record our particular appreciation for the way in which Mr. Otten kept the interests of our research laboratories in mind and made sure that their development kept pace with the growth of the Company, even though he himself was not first and foremost an engineer but an entrepreneur.

The outside world knew his brilliant enthusiasm, at times bordering perhaps on over-exuberance, but can hardly have seen the true greatness of his leadership. Mr. Otten possessed the rare gift of being able to listen carefully and critically before taking his decisions — a quality surprising in a man of such restless energy. He was one from whom a rebuke was acceptable, because although expressed in no uncertain terms it was always objective. By the same token, a word of praise from him meant that much the more.

Mr. Otten will live in our memory as a man of contrasts: a man of impatient drive yet capable of calm analysis, sharply censorious yet just in his judgments, but always inspired by a sense of duty and dedication; in short, as a great man.

H. B. G. Casimir
A flywheel for stabilizing space vehicles

J. P. Reinhoudt

In the past huge "flywheel" devices have been used to stabilize ships at sea for the greater comfort of the passengers. A refined form of this stabilizing effect can now be applied, for rather different reasons, in unmanned space-craft.

A space vehicle in orbit is usually required to take up a definite attitude and to maintain it with a certain accuracy. This may be necessary, for example, to keep a telescope on board the vehicle accurately trained on a star, or to keep an aerial accurately trained on a transmitter or receiver stationed on the Earth, as in communication satellites.

Attitude stabilization can be brought about by means of an active attitude control system (passive control, using fields of force in space, will not be considered here). In this system a sensing system continuously observes the attitude of the vehicle; if the system detects an excessive deviation, caused by disturbing torques acting on the space vehicle, the attitude is corrected, for example by means of small control rockets.

Now although these outside torques generally fluctuate quite considerably, their mean values are relatively low. This makes it possible to keep the attitude of the vehicle practically constant with the aid of the gyro effect: a flywheel rotating in bearings rigidly attached to the vehicle gives the whole vehicle a resistance to changes in attitude which is proportional to the angular momentum of the wheel. This smooths out the attitude variations caused by the torque fluctuations, so that the control system only has to correct the effect of the mean disturbing torque. Another advantage is that the error in attitude will not become too great even though the sensing system is inoperative in certain parts of the orbit (e.g. when traversing the Earth's shadow).

When the direction of the axis of the flywheel is held constant in space, the vehicle can still be rotated about this axis. Continuous attitude correction will also be necessary for this degree of freedom, in order to keep a telescope or aerial properly directed. This correction can be effected by means of the reaction moments occurring when the angular velocity of the flywheel is increased or reduced. It is then left to a second, coarser system, using control rockets, to ensure that this angular velocity does not in the long run become too high or too low.

In what follows we shall not be concerned with the problem of stabilization as such, but with the design of the flywheel used for stabilization.

Closer examination of the flywheel design problem shows that everything turns — literally and figuratively — on the bearings. The advantages of an active attitude control system using a flywheel are particularly apparent in space vehicles that have to operate for a long period, but in such cases the flywheel must be exceptionally reliable in operation, and this depends critically upon the bearings. For communication satellites a working life of five years is already being contemplated. During this very long period the bearings must show no perceptible wear, and moreover they must be capable of withstanding the very large accelerations and vibrations to which they are subject when the space vehicle is launched.

Extensive investigations carried out at Philips Research Laboratories in Eindhoven have shown that a grease-lubricated hydrodynamic bearing system is exceptionally well suited to this application. In hydrodynamically lubricated bearings (contactless bearings) the bearing surfaces are completely separated during rotation by a thin film of lubricant, so that no mechanical wear occurs and a very long life can be achieved. The use of grease as lubricant has notable advantages over oil or gas in this respect. If gas is used there will be starting difficulties as there can be no question of the bearings being "contactless" when the wheel is first set in motion; and a gas-lubricated bearing may easily suffer damage when the vehicle is launched. If the lubricant used is oil, it is difficult to prevent the leakage of oil from the bearings before the wheel is set in motion (which is not until after the launching). Grease does not have these disadvantages: its consistency keeps it in the bearing, its buffer action protects the bearing from damage during launching, the starting torque
needed is not much greater than the small frictional torque during normal rotation, and the bearings can be designed so that the grease does not escape when the flywheel is spinning, which means that the bearings never need to be re-lubricated. This has been borne out by many experiments on greased bearings performed at these Laboratories [3].

In view of some of the factors quoted above it appears to us that ball bearings might not be very promising for this application. The risk of damage to ball bearings during launching is very real, and it is difficult to predict with any accuracy their useful life in uninterrupted operation. It would seem that a life of several years could only be obtained with ball bearings if the speed of revolution is relatively low, and that this condition would make the total mass of the flywheel system much greater than in the system we have designed.

The starting point in designing the flywheel is the angular momentum \( H \), for which values of 10 to 30 Nms are required at the present time. From the equation

\[
H = \text{const.} \times mR^2 \omega
\]

it can be seen that for a given \( H \) the mass \( m \) of the flywheel can be kept small — this is obviously desirable — by making the effective radius \( R \) large or the angular velocity \( \omega \) high. However, as will presently be shown, both measures call for more power and hence for a larger energy source for driving the wheel. Moreover, a larger \( R \) entails a larger and heavier housing for the wheel. Both \( R \) and \( \omega \) must therefore be chosen so as to minimize the total mass of flywheel, housing and driving gear and energy source.

Various forms of flywheel and bearings have been designed and built in our Laboratories. Fig. 1 shows a simplified cross-section of a design for a wheel with an angular momentum of 20 Nms, which has an optimum speed of 1600 r.p.m. The wheel rotates on a shaft fixed at one end. The drive comes from an electric motor whose rotor forms a single assembly with the hub of the wheel. The wheel with bearing system and motor are contained in a housing filled with helium under low pressure (0.1 bar). Fixing the shaft at one end has the advantage that the housing can be made relatively light: it has no load-bearing function but simply provides the hermetic seal which is required when it is not desirable for the flywheel to operate in a vacuum for a long time.

The electric motor is of course also required to have a very long life, and in addition a sufficiently high starting torque, and a high efficiency (to limit the weight of the energy source needed). Its speed should be readily adjustable to give the variation in angular velocity, which, as we have seen, corrects for rotations of the space vehicle around the axis of the flywheel. A motor which goes a long way towards meeting these requirements is described in a separate article in this issue [4].
We shall now take a closer look at the bearings of the flywheel.

To take up axial thrusts the end of the fixed shaft is provided with a flange \((F\) in fig. 1\), which has a pattern of spiral grooves on each face. The grooves supply the necessary load-carrying capacity through their hydrodynamic action \([2]\). These bearings can take up very large thrusts in both directions, which is necessary in order to be able to test the flywheel on the ground. The energy dissipation in this bearing is very low when the wheel is spinning under zero load (i.e. under conditions of weightlessness).

The radial thrust is taken up in cylindrical journal bearings. Special measures were found necessary here to avoid instability in the rotation of the flywheel. Owing to the state of weightlessness there will be hardly any load on the bearings when the flywheel is spinning, and it is well known that cylindrical journal bearings that are insufficiently loaded set up marked vibration in the system, known as “1-co whirl” \([3]\). Such vibration, which would be felt throughout the space vehicle, could of course be detrimental to the electronic equipment and might also cause damage to the bearings. The instability can be avoided by artificially pre-loading the journal bearings. We cannot go into much detail here, but we shall note that a stabilizing effect arises through the establishment during rotation of an equilibrium in which the shaft takes up a slightly eccentric position inside the cylindrical bearing (irrespective of which of the two is rotating). Conversely it can be said that such a position will result in a certain load, a “pre-load”, on the bearing, which will equally occur in a state of weightlessness. This is exploited in our system as follows. The journal bearing on each end of the shaft is built up from two sections which possess a built-in eccentricity; see fig. 2. Each of these two bearing sections produces a pre-load between the shaft and the bearing bush which acts as a load on the other section, while no forces are experienced outside the bearing since the two eccentricities are opposite in sense. In this way we have managed to suppress completely the tendency of the system to vibrate.

Another way in which grease might leak out of the bearings after years of operation might be by evaporation from the free surface of the lubricant in the cavity \(k\). This will only happen if condensation can occur at a colder place in the hermetically sealed housing of the flywheel. However, since all heat generated during rotation (in the motor, the bearings and the gas atmosphere) is conducted via the fixed end of the shaft to the body of the space vehicle — in other words since the location of the shaft and the cavity \(k\) in the heat paths is close to the body which acts as a heat sink — it is possible to ensure that this chamber is also the coldest place in the whole system.

We can now consider in somewhat more detail the design calculations and the minimum condition mentioned earlier. To compensate for the energy losses in
the bearings and in the gas atmosphere a total power $P_t$ is required. This can for example be obtained from solar batteries, possibly combined with a storage battery. The mass of this energy source may be taken as proportional to $P_t$, i.e. as $xP_t$, where $x$ is of the order of 0.5 kg/W. If $m_h$ is the mass of the housing and $m$ the mass of the flywheel (see eq. 1), then we have to minimize the sum:

$$m + m_h + xP_t$$

by means of an appropriate choice of parameters, in particular the speed of revolution ($\omega$) and the wheel diameter ($R$). To determine this minimum we must know the way in which the losses in motor, bearings and gas atmosphere depend upon the parameters. Because there are so many equations relating the different quantities, the actual calculations can only be done with a computer.

Since the frictional losses in the hydrodynamically lubricated bearings are so low, the losses due to gas friction (even with a low pressure in the housing) are relatively important. These losses increase rapidly with the wheel diameter. Direct measurement of these losses with the flywheel itself would be cumbersome and time-consuming. It has been found possible, however, to determine the gas friction losses as a function of diameter and speed of revolution by applying model theory to the results of measurements made with a wheel rotating in oil [6]. Fig. 4 shows the gas friction losses and bearing losses found in this way for the flywheel of fig. 1, with given angular momentum $H$ and effective radius $R$, as a function of the speed of revolution (the efficiency of the electric motor used [4] varies only slightly with the speed of revolution, so that the motor losses can be accounted for in the constant $x$).

The curves also show the wheel mass found from eq. (1) and the sum (2) based on $x = 0.5$ kg/W. It can be seen that the optimum speed is at 1800 r.p.m. (In actual fact $x$ can be taken somewhat higher, in which case we arrive at the value of 1600 r.p.m. quoted earlier; the optimum value of $R$ found from the computer calculations has been used for fig. 4.)

In the course of the investigations we have made and tested a number of bearing systems. In the tests the flywheel was temporarily replaced by a cylindrical rotor of the same mass (to obtain the same load on the bearings). The rotor was driven by an air turbine. Two such experimental arrangements, with the fixed shaft vertical, can be seen in fig. 5. In the arrangement on

---


[6] An account of this work, which has been carried out by Ir. J. van der Hilst and H. J. W. M. Volman of these Laboratories, will be published elsewhere.
the left the whole weight of the rotor can be carried by a separate air bearing under the shaft, for simulating the behaviour of our bearing in conditions of weightlessness. The fixed shaft is shown in fig. 6. The spiral-groove pattern on both sides of the thrust bearing can be seen on the flange at the end; the two journal bearings, each consisting of two sections (the eccentricity is too slight to be seen with the naked eye), lie between two sets of helical grooves, whose pumping action keeps the lubricant in the bearing at the right pressure. This bearing, suitable for a flywheel with an angular momentum up to 30 Nms, was found to dissipate 2 to 4.5 watts under no load, depending on the viscosity of the grease used, and 3 to 6 watts under load (i.e. without compensation of the gravitational field). These figures were in good agreement with the calculations.

To check the stability of the rotation, the displacement of the centre line of the rotor was measured in two directions perpendicular to the centre line of the shaft. The electrical resistance between the rotor and the shaft was measured at the same time to check for unwanted metallic contact between the bearing surfaces; down the bearings were found to show no signs of wear at all.

A more advanced flywheel designed on the same principles is at present under construction.

Summary. The resistance of a rotating flywheel to changes in the attitude of its axis of rotation can be put to good use in stabilizing the attitude of a space vehicle, for example to keep the aerials of a communication satellite correctly trained. A grease-lubricated hydrodynamic bearing system is particularly suitable for a flywheel of this kind, which is required to give years of reliable operation. This bearing system has very low friction losses, is free from wear, requires no high starting torque, can be designed so that no subsequent lubrication is required, and can withstand the high accelerations and vibrations to which it is subject when the space vehicle is launched. At Philips Research Laboratories in Eindhoven a vibration-free bearing system has been developed on these lines for a flywheel with an angular momentum of 30 Nms and for an optimum speed, calculated by the computer, of 1600 r.p.m.
A highly efficient small brushless d.c. motor

W. Radziwill

The application of electronic devices has not only led to new techniques, such as radio, television, and the like, which have left their mark on our entire civilization, but their influence is now beginning to change the face of classical electrical engineering as well. Converters, motors and other types of equipment can be made much more versatile with the aid of electronics and often their performance can be considerably improved.

The commutator of a conventional d.c. motor can be regarded as a system of controlled switches which reverse the voltage across the armature coils at certain positions of the rotor. Since the commutator segments have a fixed position in relation to the coils of the rotating armature, and the brushes have a fixed position in relation to the poles of the stator, the switching is always bound to occur at the right moments.

In small, fast-running machines the wear caused by friction and sparking limits the life of the commutator to a few thousand hours under normal conditions, and possibly to a few minutes at very low pressure. A longer life without maintenance becomes possible if electronic switching elements are used instead of the mechanical commutator. To control these switches in the correct phase, however, the motor must be provided with a device which senses the position of the rotor, without using mechanical contacts, and which gives a position signal from which a suitable control signal is then obtained.

Switching systems of this kind, known as electronic commutators, and based for example on optical or magnetic methods of sensing the position of the rotor, have been known for some time [1]. In all such systems there is a clear distinction between two functions: position sensing with information processing, and the actual power switching by the commutator. This division of function has the fundamental consequence that the power switching can be carried out instead of the mechanical commutator. To control these switches in the correct phase, however, the motor must be provided with a device which senses the position of the rotor, without using mechanical contacts, and which gives a position signal from which a suitable control signal is then obtained.

Switching systems of this kind, known as electronic commutators, and based for example on optical or magnetic methods of sensing the position of the rotor, have been known for some time [1]. In all such systems there is a clear distinction between two functions: position sensing with information processing, and the actual power switching by the commutator. This division of function has the fundamental consequence that the power switching can be carried out instead of the mechanical commutator. To control these switches in the correct phase, however, the motor must be provided with a device which senses the position of the rotor, without using mechanical contacts, and which gives a position signal from which a suitable control signal is then obtained.

Switching systems of this kind, known as electronic commutators, and based for example on optical or magnetic methods of sensing the position of the rotor, have been known for some time [1]. In all such systems there is a clear distinction between two functions: position sensing with information processing, and the actual power switching by the commutator. This division of function has the fundamental consequence that the power switching can be carried out instead of the mechanical commutator. To control these switches in the correct phase, however, the motor must be provided with a device which senses the position of the rotor, without using mechanical contacts, and which gives a position signal from which a suitable control signal is then obtained.

The principal applications of these motors are to be found (for the present at least) in air and space travel, where great reliability and an exceptionally long life without maintenance are very important. The advantage of the very high overall efficiency may also be of vital significance in this field, since it permits a considerable saving of weight in the energy source; the weight of the motor with its control system is not appreciably greater than that of its predecessor with brushes. An interesting application in space techniques is for driving a "flywheel" with speed control for stabilizing a space
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vehicle, as described in another article in this issue [21]. The rotor can be made integral with the flywheel, thus considerably reducing weight and size.

The model of the motor shown in fig. 1 corresponds to a conventional type of four-phase synchronous motor with two-pole permanent-magnet rotor. This is seen in the schematic of fig. 2. It will be noted that the exciting field rotates while the armature with its coils remains stationary, whereas in the classical d.c. motor the situation is exactly opposite. The magnetic material used is an anisotropic ceramic material, ferroxdure 330 k, which has a relatively high remanence and — even more important — a very high coercivity. This makes it insensitive to the strong demagnetizing fields of the armature which occur during starting. The rotor is magnetized along a diameter, giving an approximately sinusoidal distribution of flux density along the circumference. The armature coils 1 and 3 are connected in series, and so are 2 and 4, and these two pairs are connected to two separate switching units (fig. 2b), which form the actual commutator circuit. This will be discussed in more detail below. We shall now first consider the principle of our position sensor, which is illustrated in fig. 3.

Fitted in a holder, which is rigidly fixed to the stator, are four small toroidal ferrite cores mounted at angular distances of 90° around the shaft; each core is wound with a coil consisting of a few turns. Fixed to the shaft is a cylindrical sector of ferroxdure 330 k, which is magnetized axially. Depending on the position of the rotor, the cores are either exposed or not exposed to the magnetic field of the sector. The $B$-$H$ curve of the ferrite material of the cores has a sharp bend at saturation. In the magnetic field of the cylinder sector the cores

---

Fig. 1. a) Experimental version of the brushless d.c. motor. b) The motor before assembly. The stator is at the centre; the plates fixed at each end of it carry all the electronic circuits (figs. 4, 6 and 8). The rotor is at the front on the right.

Fig. 2. a) Schematic arrangement of the laminated stator and the permanently magnetized rotor, showing the direction in which the armature coils 1, 3 are wound. The arrow indicates the direction in which the rotor is magnetized. b) Connection of the armature coils to two switching units A, B (schematic). By means of signals $s_A$, $s_B$, coming from the position sensor (or from outside the motor) the switching units are controlled in such a way that they apply the battery voltage $U_b$ to the coils in the required switching sequence.

Fig. 3. The position sensor. A plastic holder $H$ fixed to the stator $St$ carries four wire-wound toroidal ferrite cores $K_1$ to $K_4$. An axially magnetized ferroxdure sector $F$ fixed to the motor shaft rotates in front of the cores.
are saturated, making the differential permeability \( \mu_d \) very small, whereas outside this magnetic field \( \mu_d \) assumes a very high value. The inductance of the coil around the core therefore varies between a very low and a very high value, depending on the position of the rotor. The transition between the two states is exceptionally sharp.

The state of each core is scanned about 18,000 times a second. The circuit used for this is shown in fig. 4. In each period in which the unijunction transistor is non-conducting (and which lasts about 50 microseconds) the four capacitors are charged up through the relatively large resistance \( R \) (fig. 5a). The inductance of the coils has virtually no effect on this. Once the peak voltage of the transistor has been reached, its emitter diode becomes conducting for about 5 \( \mu s \), so that during this short time the full capacitor voltage appears across the coil, unless the core is saturated. In that case the coil behaves like a short circuit of very low resistance, and the voltage therefore remains zero. As long as the core is not saturated, the 5 \( \mu s \) voltage peak (with an oscillatory transient which is not significant here) appears across the coil after every non-conducting period of the transistor, i.e. 18,000 times per second. As the rotor rotates pulses of high-frequency signal are thus obtained at the different coils (fig. 5b), the relative length of the pulses with respect to one revolution of the rotor depending on the angle occupied by the magnet sector fixed to it. Demodulation of the signals gives four control signals consisting of a series of steep-sided rectangular pulses, and spaced by a quarter of a period. The instantaneous values of these signals depend solely on the instantaneous position of the rotor.

As compared with other known position sensors, our system offers several advantages. No great accuracy of construction is required; the air gap is not critical and can be as large as 1 mm. The pulse edges of the low-frequency control signal are exceptionally steep, so that no further pulse-shaping stages are needed. The design is simple, insensitive to dirt or mechanical shock, requires no maintenance at all and has a power consumption of only about 40 mW.

We shall now turn to the commutator circuit proper, which transfers the power to the armature coils and is represented symbolically in fig. 2b by the two switching units \( A \) and \( B \).

Each of these units is made up from two \( NPN \) and two \( PNP \) transistors together with a pair of diodes connected in parallel opposition, as shown in fig. 6. The
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switching sequence we have adopted and which has been found to be the most suitable for both theoretical and practical reasons, is given in Table I. The total angle $2\pi$ is divided into eight parts $\delta_i$, not all of the same size; the position sensor has to tell these parts from each other and make the eight transistors $T_1T_1', T_2T_2', \ldots, T_4T_4'$ conducting (0) or non-conducting (1) as shown for each angular division in Table I. The effect of this is a kind of stepped rotation of the armature energization.

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_1'$</th>
<th>$T_2$</th>
<th>$T_2'$</th>
<th>$T_3$</th>
<th>$T_3'$</th>
<th>$T_4$</th>
<th>$T_4'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_1$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\delta_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\delta_5$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\delta_6$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 6. Balanced arrangement of the switching units shown as $A$ and $B$ in fig. 2b. They include $PNP$ and $NPN$ transistor stages $T_1T_1', \ldots, T_4T_4'$, and diodes connected in parallel opposition.

which by interaction with the rotating field of the rotor produces a torque that is always positive and fluctuates only slightly with the position of the rotor. The angular divisions $\delta_i$ are assigned the values $\delta_1 = \delta_3 = \delta_5 = \pi/6$ and $\delta_2 = \delta_4 = \delta_6 = \delta_8 = \pi/3$. This corresponds to the design of the position sensor indicated in fig. 3, with a magnet sector that covers $240^\circ$. From the columns of Table I we can now see how the applied armature voltage varies with time. Thus for example coils 1 and 3 are connected via $T_1$ and $T_3'$ to the battery voltage $U_b$ in one polarity during $120^\circ$ of rotation of the rotor, are then switched off for the next $60^\circ$ and are then connected via $T_1'$ and $T_3$ to the voltage $U_b$ in the opposite polarity for another $120^\circ$, and so on. Fig. 7 shows the waveform of the voltage across the coils 1...4.

We shall see below that this waveform is particularly suitable. The switching pattern adopted to give this waveform and shown in Table I also has the special advantage that the transistor pairs $T_1$ and $T_3'$, $T_2$ and $T_4'$, etc. are always switched on or off simultaneously: each pair can therefore be controlled by a single driving stage (fig. 8). In the circuit shown here, which has been kept deliberately simple, the high-frequency signal is demodulated by the emitter-base diode of the appropriate

Fig. 7. The voltage waveform applied to the armature coils 1...4 by the switching units. Each time after switching off and before switching on again with the opposite polarity, the applied voltage is not defined. The windings are connected (fig. 2a) in such a way that the voltages across 1 and 3 are $180^\circ$ out of phase with each other, as are also the voltages across 2 and 4.

Fig. 8. Circuit of the combined demodulator and control stages. The pattern adopted for switching the coils allows each pair of power transistors $T_1T_1', \ldots, T_4T_4'$ (see fig. 6) to be controlled by a common driving stage.
driving transistor. For smoothing the low-frequency control current an external capacitance is used between emitter and collector, which at the same time can make the edges of the driving signal less steep if necessary to avoid radio interference from the power-switching transistors. Further filtering of the residual high-frequency components is not necessary since the armature coil itself makes a very good low-pass filter.

The waveform in fig. 7, which is applied by the electronic commutator to the armature coils, is particularly suitable because the current contains no harmonics of order divisible by 3. The following shows that this is very important if high efficiency is desired.

Of the current $i$ and the induced voltage $e$ in each of the $m$ armature coils ($m = 4$), only the harmonics with the same frequency can contribute to the power delivered by the motor. This power, at a speed of $n = \omega/2\pi$, is:

$$ P_o = \frac{m}{2\pi} \int_0^{2\pi} ie d(\omega t), \ldots \ldots (1) $$

and the above statement is at once evident if the integrand is expressed as a series. Since the flux density is distributed sinusoidally along the circumference of the rotor, the induced voltage at a constant angular velocity $\omega$ is given by:

$$ e = \omega N\Phi \sin (\omega t + \psi). \ldots \ldots (2) $$

Here $N$ is the number of turns of one coil, $\Phi$ the maximum enclosed flux from the rotor, and $\psi$ the phase lead of $e$ with respect to the instant of switching-on of the voltage applied to the coil by the commutator circuit. Since the induced voltage contains only the fundamental, all higher harmonics in the current are attributable only to the applied voltage — provided there is no saturation in the iron of the stator — and, as equation (1) shows, can therefore only make a contribution to the losses. If, instead of the waveform shown in fig. 7, a square wave were applied (with energization during $180^\circ$ in each half-period), then the contributions from the third, ninth, and fifteenth harmonics, etc. alone would account for about 50% of these losses.

We should add for completeness that the current waveform that must be known for equation (1) cannot yet be derived when only the waveform of the applied voltage (fig. 7) and the opposing induced voltage (equation 2) are known. During the periodic switching-off of the voltage across them the coils remain connected to the battery voltage for a short time via the parallel-connected diodes. The polarity depends on the direction of the current at the moment of switching-off, and the time that the connection lasts is determined by the magnitude of the current at that moment (and by other factors). Depending on the loading of the motor (full load, no load, braking, starting) very different situations are thus found, and the behaviour of the system cannot be described with simple equations. The theoretical torque $M$ and the power consumption $P_1$ have therefore been calculated with an electronic computer as a function of speed, for various values of the characteristic parameters. Some of the resultant characteristics are shown in fig. 9. Fig. 10 gives measured values for $M$ and the efficiency $\eta$. For comparison the corresponding theoretical curves are shown; unlike the curves in fig. 9,
Fig. 10. The points joined by dashed lines give measured values of the torque $M$ and the efficiency $\eta$, the solid curves give the corresponding theoretical values. Efficiencies up to 75% were achieved in this case.

These curves include the iron losses and the power consumption of the position sensor. Only the friction losses, which are not readily reproducible, have not been taken into account. It can be seen that in this particular case an efficiency of 75% was obtained at the optimum speed.

Summary. The function of the conventional commutator in a d.c. motor can be performed instead by an electronic device, giving a motor that will operate for a very long time without maintenance. A motor is described that can be built for a rated power of up to about 20 W and in which the commutation is controlled by a magnetic position sensor that takes very little power. The state of the sensor is scanned at a high frequency. The armature coils are energized by means of power transistors, which are controlled by the position sensor in a switching pattern that gives virtually no harmonics of order divisible by 3 in the armature current. As a result of this and other features of the design the overall efficiency of such a motor can reach 80%.
α-particle spectrometry with semiconductor detectors

W. K. Hofker, K. Nienhuis and J. C. Post

The low ionization energy of silicon and germanium makes semiconductor diodes of these materials very suitable as detectors of the ionizing radiation emitted by radioactive sources. Semiconductor diodes are therefore in general use for detecting the various forms of this radiation. Some time ago the operation and distinctive features of semiconductor detectors were dealt with in this journal. The article below deals in greater detail with their use for the detection and energy measurement of particle radiation: α-particle spectrometry is a useful example for demonstrating the practical requirements to be met by semiconductor detectors.

Semiconductor detectors, with their various features that make them specially suitable for the detection of ionizing radiation, have largely superseded the older types of detector like the ionization chamber and the scintillation counter. This was discussed at some length in a previous article in this journal [1]. The applications of semiconductor detectors today include the detection and energy measurement of charged particles (α- and β-radiation, protons, deuterons, tritons and heavier particles) as well as of electromagnetic radiation (γ-radiation). As an example of an application for charged-particle studies we shall describe here the use of a semiconductor detector for measuring the energy spectrum of α-radiation, showing in particular how the detector is adapted to meet the requirements of this application. At the end of this article a complete α-particle spectrometer will be discussed.

Sources of α-radiation are radioactive nuclides of high atomic number. Some of these nuclides occur naturally, but a greater number are obtained artificially by the irradiation of atomic nuclei. Since the energy of the emitted α-particles is characteristic of the emitting nuclide, it is possible to determine which nuclides are present in the radiation source by measuring the energy of the α-particles. The importance of this in fundamental nuclear research need hardly be stressed; in addition, however, there are more immediately practical applications such as the investigation of fuel elements for nuclear reactors and, in laboratories where radioactive substances are used, the regular examination of persons and workrooms for contamination by α-active substances, which are a serious health hazard. In the latter case an analysis of the α-radiation present gives an indication of the origin of the contamination. This also applies to the monitoring of air, surface water and soil for α-contamination which, since it concerns public health, is a matter for the public authorities.

A technical application of α-radiation is in the measurement of foil thickness, the energy difference between the incident and the emergent radiation being a measure of this thickness. Another application is in the investigation of a material surface. When α-particles strike such a surface, some of them are scattered backwards with an energy that depends upon the mass number of the atoms present in the surface layer. The composition of the surface can thus be deduced from the energy spectrum of the back-scatter. This method was used, for example, in the spacecraft Surveyor V for investigating the surface of the moon.

**Principle of α-particle spectrometry**

Basically, a semiconductor detector is a semiconductor diode with a reverse bias across it. The ionization caused by a nuclear particle penetrating into the depletion layer frees pairs of charge carriers (electrons
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and holes), which travel towards the two electrodes under the influence of the applied field, thus producing a current pulse. If the whole of the energy of the incident particle (or a constant fraction of it) is used for the freeing of charge carriers, then the number of the charge carriers and hence the height of the current pulse will be proportional to the energy of the particle.

The pulses are amplified and fed to a pulse-height analyser (kick-sorter). This has several hundreds or thousands of channels, into which the incoming pulses are sorted by height. The pulses in each channel are counted, giving the number of particles with the energy value corresponding to each channel. Fig. 1 gives an example of an α-spectrum obtained with a 400-channel pulse-height analyser. The figure shows that it is possible to discriminate between α-particles of different energy only if the peaks are sufficiently narrow. The energy resolution of the measuring arrangement is expressed by the line width, defined as the half-height width of a peak. The figure gives an example showing that for the highest peak of 241Am the line width is 18.5 keV.

Considering that there are some 1000 different α-spectrum lines known [2], originating from about 40 natural and about 240 artificial α-nuclides, and that more than 90% of these are between 4.5 and 8 MeV, it is evident that a small line width is of great importance in α-particle spectrometry. In many cases a line width of 20 keV proves to be sufficient in α-particle spectrometry and can be achieved with semiconductor detectors. A prerequisite, however — we shall return to this on p. 19 — is that the radioactive source must be very thin (in practice the source is a layer, about 10 nm thick, on a substrate whose surface roughness must be less than 1 μm).

A second important requirement to be met in α-particle spectrometry is a low background level, so that weak lines can also be detected. This spectrum background has many and various causes, which will be dealt with shortly in some detail.

Both in resolution and spectrum background the semiconductor detector is clearly superior to the ionization chamber formerly used for α-particle detection. The ionization chamber, however, has the advantage of a larger sensitive volume. If it is desired to measure the radiation from sources with a very long half-life (>10^19 years), and thus a very low intensity, it is necessary to have a source with a large surface area to obtain a sufficient number of pulses per unit time. In such cases the small dimensions of the solid-state detector are a disadvantage, and the ionization chamber can still be used.

**The surface-barrier detector**

The P-N junction required in the semiconductor detector can be obtained by the familiar method of diffusing N-type impurities into one side of a wafer of P-type...
silicon. This gives a surface layer of N-type silicon. The $\alpha$-particles penetrate through this layer (which need be only a few tenths of a micron thick) and reach the depletion layer below it, produced by the application of a reverse bias. A disadvantage of this detector, however, is that the preparation by diffusion can only take place at a relatively high temperature (about 950°C). At this high temperature, recombination centres are formed in the monocrystalline silicon and these trap some of the charge carriers released by the $\alpha$-particles. Owing to its statistical character this process has a detrimental effect on the energy resolution of the detector.

Detectors for $\alpha$-particles are therefore preferably made by a process that takes place at low temperatures. Now it has been found that after N-type silicon has been given a certain oxidizing treatment, a depletion layer is formed right at the surface, particularly if a gold electrode has been evaporated onto the surface. During this evaporation the temperature of the substrate does not rise above about 50°C. A surface-barrier detector produced in this way possesses the optimum characteristics for $\alpha$-particle detection [$^3$].

The surface barrier

We can only give an approximate picture of the way in which the surface barrier forms, since some aspects of the process still remain to be explained. Even without the presence of gold, a depletion layer can form at a silicon surface. The crystal lattice of silicon is abruptly interrupted at the surface. Because of this, and also because foreign atoms can easily adhere to the surface, acceptors and donors at many different energy levels are created. Which atoms are involved depends on the atmosphere to which the silicon surface is exposed during its formation; the control of this atmosphere is therefore of the utmost importance in the preparation of a good surface barrier. To obtain a depletion layer in N-type silicon, the distribution of acceptors and donors over the energy levels must be such that, if all levels below the Fermi level $E_F$ are occupied by electrons, a negative surface charge results. This charge drives the conduction-band electrons out of the crystalline layer immediately below the surface, so that a depletion layer is formed there. In this layer there is a positive space charge of ionized donors, which, together with the negative surface charge, makes the silicon outwardly electrically neutral. If we draw the energy-band diagram of the surface barrier (fig. 2a), we see that, as a result of the space charge and the local electric field which it causes, the energy bands near the crystal surface are bent. Here $b$ is the depth of the depletion layer and $V_d$ the potential difference across the barrier.

[2] Many of these are included in: J. C. Post, Table of alpha-emitting nuclides according to alpha energy, Actinides Rev. 1, 55-69, 1967.

[3] Another method which can be used for producing a P-N junction at lower temperatures than those required for diffusion is ion implantation. In this method accelerated donor ions are injected into a P-type semiconductor; these form an N-type surface layer that can be very thin. Subsequent thermal treatment is necessary.

If we now provide the crystal with an electrical contact by depositing a gold film Au on to the surface layer S (this layer is so thin — 5 to 12 nm — that charge transport through it can take place by means of the tunnel effect) the Fermi levels in the metal and the semiconductor assume the same value. In this way the gold film affects the band bending. It has been found experimentally that a deposited layer of gold supports the formation of a surface barrier, whereas aluminium, say, almost completely destroys it and makes the contact with the substrate more or less ohmic.
The atoms of the surface layer $S$ have to be bound so firmly to the silicon that this layer, which is essential to the operation of the surface barrier, undergoes no change under vacuum. (It is necessary to measure $\alpha$-particles under vacuum in order to avoid energy losses caused by collisions with gas molecules.) It is now possible to make surface barriers that are completely stable in a vacuum as low as $10^{-7}$ torr.

The thickness of the depletion layer

When an external voltage $V_0$ is applied to the detector in the reverse direction, the band bending becomes more pronounced and $b$, the thickness of the depletion layer, increases (fig. 2b). This thickness must be sufficient for an incident $\alpha$-particle to lose all its energy inside the depletion layer. Fig. 3 shows the range of $\alpha$-particles in silicon as a function of their energy \cite{4}. It can be seen that a depletion depth of 100 $\mu$m is amply sufficient for the detection of $\alpha$-radiation up to 11 MeV, that is to say of all known $\alpha$-spectrum lines. The way in which the depletion depth $b$ (in microns) depends on the applied voltage $V_0$ (in volts) is given by the relation:

$$b = 5.3 \sqrt{\rho (V_a + V_0)},$$

where $\rho$ is the resistivity of the silicon (in $\Omega$m). This relation is given graphically in fig. 4 for a number of values of $\rho$. We deduce from this that an applied voltage of 10 V is needed for a depletion depth of 100 $\mu$m in material with a resistivity of 50 $\Omega$m.

When thicker depletion layers are required, as for example in the detection of $\beta$-particles, which have a range of a few millimetres, a limit is imposed by the breakdown strength of silicon.
the potential difference $V_b$ in fig. 2a and b. The second component is due to the thermal generation of free charge carriers inside the depletion layer. Both components increase with rising temperature. Since both of them give rise to shot noise in the detector signal, they must be kept as small as possible. This calls for a high potential barrier and a minimum of crystal defects and other charge-generation centres in the silicon basic material. Moreover, the temperature of the detector should preferably not rise above room temperature.

The reverse-current characteristic of a surface-barrier detector is given in fig. 6. In addition to the components mentioned, the total reverse current includes the leakage current along the surface of the detector. Unlike the first two components, this is not so important for the energy resolution, since the frequency spectrum of the noise it causes enables us to filter most of it out.

Besides the electrical noise referred to, there are also statistical fluctuations in the actual ionizing process which adversely affect the resolution. The contributions of several processes to the line width can readily be taken into account in an approximate calculation, which is given below.

**Calculation of energy resolution**

A primary cause of peak broadening is the energy absorption in the window through which the $\alpha$-particles reach the depletion layer. In the first place, there is a spread in the energy absorption because the particles pass through the window at different angles. This can be minimized by placing the source, whose dimensions are assumed to be approximately equal to those of the counter (e.g. $1 \text{ cm}^2$), at a certain distance (2 to 3 cm) from the counter. After this precaution has been taken, the fact remains that there is a statistical spread in the energy absorption in the window, even though the particles pass through the window at normal incidence.

For a gold window we can deduce that for $\alpha$-particles the contribution $B_g$ to the line width (in keV) is:

$$B_g = 5.09 \times 10^4 \sqrt{d},$$

where $d$ is the thickness of the window in metres. For $d = 20 \text{ nm}$, for example, $B_g = 7.2 \text{ keV}$.

This expression was obtained by using the Bohr equation for the variance $\sigma^2$ of the energy absorption per unit path length (57):

$$\sigma^2 = 4\pi z^2 e^4 N Z,$$

where $z$ is the charge of the particle in terms of the elementary charge, $e$ the charge of the electron, $N$ the number of atoms per unit volume of the absorption layer, and $Z$ the atomic number of the atoms in the absorption layer. This equation can be used to give the accuracy required here because the average number of collisions of an $\alpha$-particle in the window is sufficiently large.

Another cause of energy dispersion is to be found in the ionization process. In the first instance we have a statistical spread in the number of hole-electron pairs formed by ionization. This is because the energy of the incoming particle is only partly used for ionization processes. For the standard deviation in the number of hole-electron pairs $N$ we can write:

$$\Delta N = \sqrt{F N_0},$$

where $N_0$ is the average number of hole-electron pairs and $F$ is the Fano factor (56). The contribution $B_t$ (again in keV) which this fluctuation makes to the line width is:

$$B_t = 2.36 \sqrt{F N_0} = 2.36 F E w,$$

(4) This figure is based on calculations by D. J. Skyrme, Nucl. Instr. Meth. 57, 61, 1967.


where \( w \) is the average ionization energy of silicon, expressed in eV, and \( E \) is the energy of the \( \alpha \)-particle in MeV. For an \( \alpha \)-particle with \( E = 6 \) MeV and for \( w = 3.6 \) eV, assuming \( F = 0.15 \) \cite{7}, we find \( B_t = 4.25 \) keV.

It has been found experimentally that the fluctuations of the accumulated charge in the detection of heavy particles are substantially greater than may be deduced from the foregoing. A possible cause is the occurrence of recombinations of electrons and holes in the ionization track as a result of the high charge density which exists there. Moreover, additional fluctuations are caused by heavy particles transferring part of their energy to atomic nuclei that have a poor ionization yield. The probability of ionization already begins to decrease steeply when the energy of the atomic nuclei is still fairly high. Although the total residual energy lost by all the atomic nuclei struck by an \( \alpha \)-particle is fairly small, being about 12 keV for an \( \alpha \)-particle of 6 MeV, its fluctuations are considerable. The contribution \( B_t \) which these fluctuations make to the line width may be calculated approximately \cite{8} from:

\[
B_t = 0.47 z^{1/2} A^{4/3},
\]

where \( z \) is the charge of the ionizing particle in terms of the elementary charge and \( A \) the mass number. For \( \alpha \)-particles \( B_t \) is about 4.5 keV.

Another significant cause of line broadening is the electrical noise of the counter and the amplifier; this noise produces fluctuations in the measured pulse height. To minimize the noise of the preamplifier a junction-type field-effect transistor is often used in the input stage. Further improvement in the signal-to-noise ratio can also be obtained by including in the amplifier a bandpass filter with a response such that the pulses are transmitted without significant attenuation but the noise is attenuated. A simple \( RC \) filter, as shown in fig. 7, is frequently used for this purpose. It can be shown that, to obtain an optimum signal-to-noise ratio, the time constants of the two sections should be made identical \cite{9}. If we assume that the only sources of noise are the shot-noise component \( I_d \) in the detector current and the equivalent noise resistance \( R_{eq} \) of the input stage, we can show that the noise contribution to the line width is a minimum at a particular value of the filter time constant \( \tau \); this minimum contribution \( B_n \) (in keV) follows from the expression:

\[
B_n = 10^{-3} e^{w/C^2 R_{eq} (a kT e^{-1/4})}. 
\]

Here \( e \) is the base of the natural logarithms, \( e \) the charge of the electron, \( C \) the capacitance of the amplifier input (mainly the detector capacitance), and \( T \) the absolute temperature (all in SI units).

The line width increases with increasing capacitance \( C \) since an \( \alpha \)-particle frees a given quantity of charge. Over a larger capacitance this change means a smaller voltage, giving a lower signal-to-noise ratio.

When the applied voltage \( V_b \) is raised the depletion depth increases and the capacitance \( C \) decreases, resulting in a lower value of \( B_n \). If \( V_b \) is raised too far, however, the reverse current \( I_d \) increases rapidly (fig. 6) and so too does \( B_n \). There is therefore an optimum value of \( V_b \) and of the related depletion depth giving minimum line width. The location of this optimum is also affected by the filter time constant \( \tau \), because the frequency composition of the noise is not the same in all cases. These effects are illustrated in fig. 8, where the line width measured for a detector is shown in a three-dimensional diagram as a function of depletion depth and filter time constant. It can be seen from this diagram that the smallest line width is measured at a specific value of \( \tau \), which is the optimum value mentioned earlier.

For an approximate calculation of \( B_n \) we assume a capacitance \( C \) of 100 pF (this is the capacitance of a detector with an area of 1 cm\(^2\) and a depletion depth of 100 \( \mu \)m), an equivalent noise resistance \( R_{eq} = 200 \) \( \Omega \) and a reverse current \( I_d = 0.1 \) \( \mu A \). In this case, at the then applicable optimum time constant \( \tau \approx 1 \) \( \mu s \), we have \( B_n = 5.5 \) keV. The total line width, due to the various causes mentioned, is:

\[
B_{tot} = \sqrt{B_t^2 + B_n^2 + B_r^2 + B_p^2}.
\]

Substituting in this the values from the examples, we obtain:

\[
B_{tot} = 11 \text{ keV}.
\]

This line width corresponds to the value actually found in optimum cases. As a rule it is not as good as this, for various reasons. One of these seems to be the inhomogeneous distribution of recombination and trapping centres in the depletion volume, another is the occurrence of very small breakdown effects ("microplasmas") when a high reverse bias is applied to the detector. These microplasmas, which are prone to occur at the edge of the detector, are a source of electrical noise whose energy content per Hz bandwidth is inversely proportional to the frequency \( f \) (1/\( f \) noise). Although the greater part of this noise falls outside the passband of the filter, the contribution of the micro-

![Fig. 7. Schematic representation of an \( RC \) bandpass filter as used in the electronic measuring circuit. The filter consists of an integrating section and a differentiating section; for optimum operation the time constants of both sections should be identical.](image-url)
plasmas is not negligible at high operating voltages.

Finally, it is found in practice that the quality of the radiation source also has some effect on the line width. This comes about because the \( \alpha \)-particles can lose energy by collisions inside the source itself. Such collisions cause a spread in the energy of the \( \alpha \)-particles which arrive at the detector, and a corresponding increase in the line width. This is why the source has to be as thin as possible, as we noted earlier.

**Practical design of the detector**

The gold electrode vapour-deposited on the silicon wafer must be extremely thin (see page 17) in order to minimize the absorption in the gold window. The gold layer is 20 nm thick, and only a few keV of the 6 MeV energy of \( \alpha \)-particles are absorbed in it. Contact is made with the back face of the silicon wafer by evaporating an aluminium electrode on to it.

The silicon wafer (Si in the cross-sectional drawing of the detector shown in fig. 9) is cemented between two glass rings \( R \) with an epoxy resin \( E \). The effect of the epoxy resin on the silicon surface is a marked reduction of the edge current. The coefficient of expansion of the glass rings is matched to that of the silicon, so that no unwanted mechanical stresses occur in the wafer even when the detector is cooled to \(-75^\circ C\).

The detector holder is mounted on a standard coaxial connector.

---

\[ \begin{align*}
\text{Fig. 8. Peak width } B_{\text{tot}} \text{ of a silicon surface-barrier detector (surface area } 2 \text{ cm}^2), \text{ measured as a function of the depletion depth } b \text{ at different filter time constants } \tau. \\
\end{align*} \]

---

**Notes:**

[7] This value was found experimentally for high-energy \( \gamma \)-radiation. Whether it also applies to \( \alpha \)-particles has not been verified.


al plug (omitted in fig. 9); its centre conductor is connected to the aluminium electrode of the silicon wafer. A diaphragm $D$ is mounted in front of the detector window.

The spectrum background

A measured $\alpha$-spectrum always contains a background level that makes it impossible to distinguish very weak peaks. There are two effects contributing to this background. In the first place, it can happen that radiation is measured before a source is brought near to the detector. In this case the detector or its environment (the wall of the vacuum chamber) is contaminated by $\alpha$-activity from a previous experiment. In the measurement of relatively strong sources this contamination can hardly be avoided, since such sources also emit recoil daughter nuclei, which may reach the counter. Sometimes a slight air pressure is admitted to the vacuum chamber and a retarding electric potential is applied between source and detector, in order to prevent these recoils from reaching the detector without stopping the $\alpha$-particles. With an air pressure of 30 torr and a retarding voltage of 225 V at a distance of 1 cm between source and detector it has been found possible to reduce the contamination by a factor of 50 [10]. This reduces the resolution, however, and in experiments where a low background level is important we therefore prefer to use separate detectors, which should not be used with strong sources.

When these and other precautions are taken, the spontaneous detection is found to be very low; we recorded one pulse per cm$^2$ of detector surface per 24 hours in the energy range of natural $\alpha$-radiation. This shows that the radioactivity of the counter material is negligibly low. It is also known that ambient $\gamma$-radiation and cosmic radiation give pulses that are a great deal smaller than the pulses from $\alpha$-particles. In theory, then, the semiconductor detector is suitable for the detection of $\alpha$-rays of very low intensity.

If there is a very high peak in the $\alpha$-spectrum, however, this detection becomes difficult. Here — and this is the second contribution to the spectrum background — a high peak of this nature is always accompanied by a tail at the side of the lower energies. This tail can be seen in fig. 1 on the left of the main peak of $^{242}$Cm. The tail appears because a certain fraction of the emitted $\alpha$-particles lose a substantial amount of energy — varying, however, in magnitude from one particle to another — in various collision processes outside the sensitive volume of the detector. Collisions may take place inside the source itself, and outside the source there may be collisions with objects in the environment of the detector or with particles of dust on the detector surface. Another cause of an $\alpha$-particle being counted in a channel with lower energy is the existence of local concentrations of recombination centres. The existence of these appears to prevent the whole of the free charge from arriving at the electrodes. In any case the tail involves a higher background level in the energy range below the energy of the main peak.

How this affects the detection of $\alpha$-lines will now be illustrated with reference to fig. 1. In general we can say that the background level of 100 to 250 keV below the energy of the main peak is of importance for the observation of secondary peaks of low relative intensity. An example of this is the secondary peak of $^{244}$Cm with an energy of 5967 keV, i.e. 145 keV below the main peak, and a relative intensity of 0.035%. The spectrum background from 200 to 450 keV below a main peak is also important in connection with the detection of related nuclides with low isotope ratio and a relatively long half-life; see for example the isotopes $^{243}$Cm and $^{244}$Cm in fig. 1, which are about 300 keV below the main peak. The height of the background in this energy range, and at energies farther removed from the main peak, also determines the relative concentration of impurities still measurable. The background level is expressed as a single number by giving the ratio of the height of the main peak to that of the background, in terms of the energy distance to the main peak. The value of this ratio depends on the resolution, but the advantage using it is that it indicates at once the relative intensities that can be detected above the background. Thus for the configuration used for detecting the spectrum shown in fig. 1, for example, we find a ratio of 2900:1 between the main peak and the spectrum background 200 keV below the main peak, while at 400 keV and 800 keV below the main peak the ratios are 6000:1 and 8000:1 respectively.

Although still not ideal, these ratios compare very favourably with what can be achieved with ionization chambers. In spite of the most rigorous precautions, the corresponding ratio for an ionization chamber is 250:1 at 1 MeV below the main peak [11]. Experiments show that all kinds of small details can affect the height of the spectrum background. In a very recent experiment, using a current form of detector, it was found possible to improve considerably on the above-mentioned ratios, the values measured being 21 100:1 at 400 keV and 39 700:1 at 800 keV below the main peak.

An $\alpha$-particle spectrometer

A photograph of an $\alpha$-particle spectrometer is shown in fig. 10. When this is combined with a kick-sorter (and a vacuum pump) we have a complete equipment for $\alpha$-spectrometry. A block diagram of the equipment is shown in fig. 11. The pulses from the detector are fed to a preamplifier. Owing to the use of capacitive feedback, this preamplifier delivers voltage pulses that are
proportional to the charges supplied to the input. The magnitudes of these charges depend only on the energy of the incident particle and, within certain limits, not on detector capacitance or voltage, variations in which therefore do not affect operation. These variations may for example be caused by temperature fluctuations, which bring about variations in the reverse current; because of the high series resistance (e.g. 50 MΩ) such fluctuations can give rise to variations in the detector voltage. The voltage pulses are next fed to a main amplifier, which brings them to the required level for pulse-height analysis. The main amplifier also incorporates the band-pass filter mentioned earlier (page 18).

If it is required to use all of the channels of the available pulse-height analyser for finer analysis of part of

---

Fig. 10. An α-particle spectrometer in use. The vacuum cylinder has been removed and a radiation source is being placed on the specimen holder. The height of the specimen holder can be adjusted under vacuum by means of the calibrated knob in front of the instrument. The detector is seen above the specimen holder. The meter on the left of the instrument can be used to indicate the pressure in the vacuum chamber.

Fig. 11. Block diagram of a complete equipment for α-particle spectrometry. Det detector. \( V_o \) voltage source. \( R \) series resistance. Cal calibrating pulse generator. \( A_1 \) preamplifier. \( A_2 \) main amplifier with bandpass filter. \( TA \) threshold amplifier. \( PA \) pulse-height analyser.

---


the spectrum a threshold amplifier is included. This suppresses pulses below a certain height and amplifies the pulses above it. The gain characteristic of the threshold amplifier is shown in fig. 12. A threshold amplifier was used, for example, for measuring the spectrum given in fig. 1; in this case all 400 available channels were employed for recording the spectrum between 5.2 and 6.2 MeV, giving a sufficient number of points for accurate display of the individual peaks.

The α-particle spectrometer in fig. 10 embodies all the functions mentioned here. The spectrometer is shown with the vacuum cylinder removed; a radiation source is being placed on a table that can be moved up and down by means of a screw-thread. The detector is situated above this table. The distance between source and detector can be adjusted between 2 and 12 cm with a calibrated knob outside the vacuum chamber, and this makes it possible to set the number of pulses per unit time to a suitable value. The pressure in the vacuum chamber should be lower than 0.1 torr during the measurement, to prevent energy absorption and line broadening. The preamplifier is mounted directly on the vacuum chamber. The threshold amplifier incorporated in this spectrometer permits a tenfold spread of part of the spectrum. The spectrometer also contains a pulse generator which can supply constant pulses with an accuracy of ±15 × 10⁻⁶, with a magnitude calibrated in MeV, to the input of the measuring circuit; these are used for calibrating the energy scale of a measured spectrum. The peak on the right of the spectrum in fig. 5 comes from this pulse generator.

![Gain characteristic of a threshold amplifier](image)

Fig. 12. Gain characteristic of a threshold amplifier. \( V_i \) input voltage. \( V_o \) output voltage.

**Summary.** The various special features of semiconductor detectors have led to their general use for the detection and energy measurement of charged particles (α- and β-particles, protons, etc.) and electromagnetic radiation (γ-rays); α-particle spectrometry is an appropriate example for illustrating the measurement technique. In α-particle spectrometry a good energy resolution and a low spectrum background are of paramount importance. In this respect the surface-barrier detector is the most suitable. Some special designs are described. It is shown that an approximate calculation of the energy resolution can be made. The spectrum background, which is attributable to many and various causes, is particularly high near to a high peak and makes it difficult to measure very low peaks near it. Special measures which can be used to improve the peak-to-background ratio considerably are described. At 400 keV below a high peak, for example, it is now possible to obtain a peak-to-background ratio of 6000:1 (a ratio as high as 20 000:1 has been obtained with a special arrangement). The electronic measuring circuits required for α-particle spectrometry are combined with the vacuum chamber containing the radiation source and detector to form a single piece of equipment, the α-particle spectrometer. This is described at the end of the article.
A muscle stimulator for hemiplegic patients

Certain nervous disorders or damage to the brain can have the result that the muscles used in lifting the foot during walking are not activated, or are only partly activated. A patient with this disability (sometimes called drop-foot) is in danger of stumbling over his own foot, and when walking therefore tends to remain standing on the sound leg until the affected one is safely and securely on the ground. This gives him a dragging gait, and even with a walking-stick he moves only with difficulty.

It has been found that this disability can often be largely overcome if an electrical stimulus is applied at the appropriate instant to the nerve that causes the muscles involved to contract. A portable electronic muscle stimulator for this purpose has been developed and tested by the Institute for Perception Research in cooperation with the Stichting Revalidatie (Centre for the Rehabilitation of the Physically Disabled), Eindhoven.

The main problem was to synchronize the periodically supplied stimuli with the patient's walk. In earlier investigations in this field experiments were carried out with a mechanical switch placed under the heel of the affected foot [1]. The disadvantage of this arrangement was that the stimuli were switched on and off at times which came too soon with respect to the desired cycle of lifting and lowering the foot. A better place for the switch was under the ball of the affected foot, but owing to the vulnerability and rapid wear of mechanical switches placed outside the shoe (and since these only work properly on hard, level ground) the solution was not satisfactory.

We have now obtained very good results with a pneumatic switch which is operated by a small air chamber in a rubber insole fitted in the shoe on the unaffected foot. The air chamber is situated under the ball of the foot; the instants at which the ball of this foot touches and leaves the ground or, to be more exact, the instants at which the weight of the body is placed on the insole and removed again coincide very closely with the start and the end of the swing of the affected foot. The instants at which the muscles of this foot contract and relax are thus controlled correctly from the movement of the patient as he walks.

Fig. 1 shows the appliance in use, and Fig. 2 the insole with the switch. The generator, i.e. the stimulator

proper, is carried on a belt around the patient's waist, and delivers a rectangular pulse at a repetition rate of 50 Hz, 0.6 ms duration and a maximum amplitude of 100 V (rated current 6 mA). The amplitude of the pulse can be varied by means of a potentiometer. An elastic bandage immediately under the knee of the affected leg carries the two electrodes which are energized by the pulses. The positive (passive) electrode is made of electrically conducting rubber and is in direct contact with the skin. The other (active) electrode, to which a maximum of 100 V is applied, is made of stainless steel and makes contact with the skin through a damp sponge to avoid a high contact resistance.

The system has proved to be very reliable and the

switch operates on any kind of floor covering or paved surface without getting damaged. This is a very important point, since it gives the patient confidence in the appliance.

For some considerable time now the appliance has been under test at the Eindhoven Centre for the Rehabilitation of the Physically Disabled. As a result of using the appliance many patients have developed a practically normal gait. An important contributory factor was found to be that the affected leg is better directed when the foot is placed on the ground and therefore stands more securely in the “standing” phase. It is interesting to note that after some time many patients retain the improvement in their walk even without further use of the appliance. Out of 60 patients over 40 years of age who underwent the treatment for three to six weeks, 50 recovered completely or show considerable improvement. The other patients responded well while walking with the appliance, but showed no lasting improvement. Two of these patients with no autonomous muscle control have been using the appliance constantly for more than six months, and are walking confidently.

The appliance is also being used on children with a drop-foot disability due to a brain defect contracted before or during birth. These children were not able to learn to walk normally. Some of these children who are paralysed on one side only (hemiplegia) have been under treatment for several months and have now begun to develop a more normal gait. For children paralysed on both sides (diplegia) an appliance with two separately adjustable outputs is now being tested; the insole here is placed under the less-affected foot. This investigation is still in progress.

The results so far obtained with this appliance have demonstrated its helpful effect in the cases we have mentioned. It appears likely that the muscle stimulator will also be a useful aid for spastic children, and possibly for certain polio patients.

H. J. van Leeuwen
J. Vredenbregt
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Automatic drawing of masks for integrated circuits

C. Niessen and H. E. J. Walms

Numerical control, which is already widely used in metalworking, is also a valuable aid in the manufacture of integrated circuits. A computer supplied with the circuit data can be used to create a control tape for a numerically controlled drawing machine, which then automatically draws or cuts the scribing-film masks required for producing the circuits. In a recently developed method the circuit data can be presented to the computer in a very abbreviated form as a coded description of the necessary components (e.g. the type of transistors, the geometry of a resistor, etc.), their location and the connections to be made between them.

Solid circuits, the most important type of integrated circuit, are made by forming zones of P-type and N-type material at certain places in a single crystal of silicon. In this way resistors, transistors and diodes can be created in the crystal, and any desired circuit can be obtained by connecting up the various components with aluminium strips as required.

The zones of P- or N-type material are formed by a series of diffusion processes, which are carried out by using a kind of photographic technique. The starting point is a substrate of P-type silicon on which an N-type layer has been grown. The surface of this layer is oxidized in a suitable atmosphere to form silicon dioxide. The oxide layer is next coated with a photosensitive lacquer and the lacquer is then illuminated through a mask (photomask) which does not transmit light at the places where a P-type zone is required. The unexposed lacquer is then dissolved and removed. An etching process then follows, in which the SiO₂ is only etched away at places where no photosensitive lacquer is present (i.e. where the P-zone is required). Finally the exposed lacquer is removed, and the crystal is heated in an atmosphere containing boron. At the places where the SiO₂ has been etched away the boron diffuses into the N-type silicon, forming zones with P-type impurities, which can be made to penetrate to the depth required.

Since the various components of a circuit must be electrically insulated from each other, the first step is always an isolation diffusion, carried out with an isolation mask. In this process P-type impurities are diffused through the N-type layer, down to the substrate, in a pattern of channels. A number of islands of N-type material are thus formed, each surrounded by P-type silicon.

One of the N-type islands can now be formed into, say, a resistor. This is done by oxidizing the silicon surface again, and, in a rather similar process, performing a resistance diffusion through a resistance mask to form a P-type zone in the N-type island. This P-type zone is the resistor. After further oxidation, contact holes are etched into the SiO₂ at the ends of the resistor. The mask used for this third stage is referred to as the contact-hole mask. By covering the contact holes with aluminium the resistor can be connected with other components. In a fourth stage these connections are etched out of a homogeneously evaporated layer of aluminium with the aid of the aluminium mask. The resistor thus obtained is shown in cross-section in fig. 1a, and the four masks used are shown in fig. 1b.

Diodes and transistors are made in a similar way; the same masks used in forming a resistor are also used in the corresponding diffusions for diodes and...
transistors. We shall not go any further into the subject here, as the manufacture of such circuits has already been dealt with at some length in this journal[11],

**Making the photomasks**

In each stage of the process outlined above a photomask is needed for selective exposure. One circuit therefore requires the use of several masks.

The starting point in making the masks is the electrical circuit diagram. A circuit is designed that covers the smallest possible area and in which the components can be joined without crossovers by a pattern of aluminium strips. The characteristics of the components are determined by the dimensions of the various diffusion patterns. The designer must therefore accurately indicate the contours of the different masks on a single drawing. This drawing is usually made to a scale of 200:1, and a separate colour is used for each mask to aid identification. The designer also has to stick to certain rules: the distances between individual diffusion zones must not be smaller than a known minimum value and there is also a minimum value for the dimensions of some of the contours. The result is a very detailed layout drawing which contains all the data needed for making the circuit.

Next, with the aid of this layout, the contours have to be cut on the same scale in a sheet of scribing film, a plastic sheet consisting of two layers, one transparent and the other opaque.

The scribing-film mask is made by stripping away the opaque material from inside the cut contours. The final versions of the masks are now made by means of a photographic reduction and repetition process.

Formerly the drawing of the layout and the cutting of the scribing-film masks were done by hand. It was time-consuming work involving a considerable risk of error, and moreover checking was made difficult by the complexity of the pattern obtained when the plastic masks were placed one above the other.

The design contains many standard components, however, and also components that require no further specification of certain details: the contact holes of a resistor, for example, have to be located at a fixed distance from the diffusion boundary. In addition the circuits needed today tend increasingly to contain repetitive patterns. Automation is therefore obviously indicated. In this article an account will be given of the work done in this direction at Philips Research Laboratories in Eindhoven. The mask workshop set up here is equipped with a drawing machine, which can be numerically controlled with the aid of the COBRA[12], a small computer specially designed for the numerical control of machine tools. Here we shall briefly describe the method developed for automatically drawing and cutting the scribing-film masks with this machine.

**Numerical control**

Various articles on numerical control have appeared in this journal[3]. A numerically controlled machine has a control unit which is fed by a control tape. This is usually a paper, plastic or metal tape punched with the data which the control unit needs to make the tool (in this case a pen or an engraving tool) follow the desired path. Usually a considerable amount of data is needed to define this path. From very early on, computers were therefore used to produce the control tape from a much smaller quantity of simply coded input data. The computer programs developed for this purpose have done a great deal to ensure that numerical control really does ease the task of the designer. Much effort has gone into designing the program in such a way that a wide variety of details on the workpiece to be made are "known" to the computer. This has been done by adding a "library" of data to the program; and by means of a few appropriate instructions the
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workpiece designer can get the data he requires out of the library and punched on the control tape. What is even more important is that the designer can have all kinds of calculations carried out. If he wants the tool to describe a circular path, for example, he only has to supply the computer with the word CIRCLE, followed by the coordinates of the required centre-point and the length of the radius. The computer then carries out the correct subroutines or procedures for calculating the data required for controlling the tool and punches this information on the control tape.

The program we have developed here for drawing and cutting scribing-film masks has an “input system” that enables the user to give a simple definition of the components of a required circuit, their locations and connections between them. The input code used, which is discussed below, is called DRAW (from Drawing of Art Work [4]).

The first step, designing an integrated circuit from the information contained in the circuit diagram, cannot yet be included in the program. It has proved exceptionally difficult to establish fixed rules for this work. The most compact possible layout of the components with no crossovers in the wiring is made by hand, and it remains a trial-and-error procedure based on intuition and experience.

Coding of the components

Now that the DRAW system is available, the circuit designer has only to code a list of the components and of their positions in the design. If the circuit contains repeated sub-circuits, the list does not even have to be complete. By means of a copying instruction the designer can arrange for a specified group of components to be repeated a number of times. The computer successively calculates all the detailed data needed for controlling the pen or engraving tool.

We shall now discuss at somewhat greater length the coding of a resistor. We can deal quite briefly with the coding of other components. After discussing the copying instruction, we shall conclude with a short account of the operation of the DRAW computer program.

Coding of a resistor

In our system a resistor can be coded with a single instruction provided the following conditions are satisfied: the resistance track must be of constant width and consist of one or more sections running alternately in the X- and Y-directions; the connecting strips must be chosen from a collection of standard types. The instruction to produce such a resistor is given by

RES/X, Y/D, F1, F2, OR/A1, A2, . . . , An

The parameters used in this instruction have the following meanings:

RES indicates that it is a resistor;
X and Y are the coordinates of the reference point, which fixes the position of the resistor in the design in accordance with a particular convention;
D is the (constant) width of the resistor track;
F1 and F2 are the code numbers of the resistor end-connection strips;
OR is the orientation of the first section of the resistor track; an H or a V must be filled in here to indicate whether the first section is horizontal or vertical, i.e. parallel or perpendicular to the X-axis of the coordinate system being used;
A1, A2, . . . , An are the lengths along the centre lines of the different sections of the track; they are given a sign to indicate the direction.

To illustrate the significance of these groups of symbols, fig. 2 shows a resistor obtained from the instruction:

RES/7.5, 20/2.5, 4, 2, V/-13, 3(7.5, 13, 7.5, -13)17.5

Fig. 2. Resistor with a “meander” track. The instruction for this resistor in the DRAW code is given in the text.
The instruction includes a row of numbers between brackets. The factor in front of the brackets indicates the number of times the sections described by these numbers have to be drawn; in this case it is three times. The final result of the instruction is that the contours are drawn or cut in three masks: a "meander" track in the resistance mask, contact holes in the contact-hole mask and connecting strips in the aluminium mask.

No data for the isolation mask are calculated in this resistor instruction. Several resistors may be placed in one island. A separate instruction is then needed to ensure that the appropriate island is drawn in the isolation mask of the integrated circuit.

It is also possible to code resistors that do not satisfy the conditions we have stated. This generally requires more than one instruction. However, a full account of all the things that can be done with DRAW lies outside the scope of this article.

**Coding of a transistor**

The designer can choose from 182 standard transistor types. Their dimensions, and hence their electrical characteristics, are the same as those of the "bread-board" transistors. These separate transistors are made in the same way as integrated circuits and the designer can connect them up to form an experimental circuit to check the electrical characteristics of his design. The bread-board transistors are characterized by a "name" beginning with a T followed by three letters and a figure. These refer to the library in the DRAW computer program, which includes the mask of all standard transistors.

An instruction to the computer to draw transistor masks would look like

\[ \text{TLLLNX, Y/L, SP, ALPHA} \]

The parameters used in this instruction have the following meanings:

- TLLLN is the "name" designating the data to be extracted from the library in the DRAW computer program;
- X and Y are the coordinates of the reference point; the convention for a rectangular transistor is that the reference point is the bottom left-hand corner;
- L is the length of the emitter;
- SP indicates an instruction for a reflection in one of the axes; SPX indicates that the transistor has to be reflected in the X-axis and SPY indicates a reflection in the Y-axis; if nothing is written here then there is no reflection;
- ALPHA is the angle through which the transistor has to be rotated about the reference point; if nothing is written here then there is no rotation.

**Copying instructions**

A digital circuit is often built up from a number of identical basic circuits, and can therefore be described by repeating the coding of the components of the basic circuit with different coordinates. The COPY instruction provides a more elegant solution: the basic circuit to be copied is preceded by the instruction BEGIN-COPY and followed by ENDCOPY. The copying data are added after ENDCOPY. An example of a complete ENDCOPY instruction is

\[ \text{ENDCOPY/SP, ALPHA/DX, DY/N} \]

where the parameters have the following meanings:

- SP is again an instruction for a reflection; SPX is written for a reflection of the basic circuit in the X-axis and SPY for a reflection in the Y-axis of the coordinate system in use; if nothing is written here then there is no reflection;
- ALPHA gives the angle through which the basic circuit must be rotated about the origin of the coordinate system; if nothing is written here then there is no rotation;
- DX and DY are the distances by which the basic circuit is displaced parallel to the X- or Y-axis;
- N is the number of copies required.

**Example of a DRAW program**

Fig. 3 shows the circuit diagram of an integrated circuit, whose complete coding will be given here as an example. The list of DRAW instructions for making the control tape for this circuit is shown in fig. 4, and fig. 5 shows the drawing made with the aid of the control tape produced.

The circuit to be programmed consists of five identical basic circuits, each made up from two transistors and three resistors. It is sufficient to code this basic circuit once only: with two transistor instructions (TABT), three resistor instructions (RES), one RHK instruction, which produces a rectangular contour in the isolation mask to enclose the three resistors in one island, and a number of ALU instructions for produc-
Fig. 4. Program in DRAW code for the integrated circuit corresponding to the diagram in fig. 3.

| CARDNO | LINENUMBER | DRAWING/LINE | BEGINCOPY/10.18/12. | TAB0/10.48/12.5PXL. | RHK/11.5.51/3/31.5.64 | RES/18.75.78/3.5.1.1.4/32.5 | RES/33.75.78/3.5.1.1.4/32.5 | RES/16.59.25/5.5.4.18.75.10.75.16.7.75 | ALU/38.5.124/7.4/6/5.5.7.5 | ALU/27.129/5.7.3/.2.5/9.1.4/.4/8-.10 | ALU/27.40.5/7.3/.4.-5.1.4/14/-6.5. | ALU/32.25.42/7.3.9/27/-15.11 | ALU/38.3.42/7.4/.11 | ALU/43.5.11/7.4/-5.5.33.5/17.9 | ALU/69.5/7.4.25/17.79/10.25/7.25/.3 | ENDCOPY/37.5.4/ | RHK/7.20/3/50.126 | ALU/8.94.5/7.4./7.2/-8.-10/RBV | ALU/201.147.5/7.4/2/-13/RBV | ALU/195.96/7.4/2/-6/RBV | ALU/183.5.11/7.4/2/15.5.9/RBV | URK/201.5/ | KR/201/50/160 | END |}

ing the pattern of aluminium strips for connections between these components. This group of instructions is preceded by BEGINCOPY and is followed by ENDCOPY/37.5/4 to indicate that the basic circuit is to be copied four times, and displaced each time by a distance of 37.5 mm in the X-direction. This is followed by some instructions that do not have to be repeated. The regions in the isolation mask that lie outside the islands formed by the transistor instructions and the RHK instruction constitute an almost complete

Fig. 5. A drawing made automatically with the control tape produced by the computer from the DRAW program given in fig. 4. A drawing of this kind can be used for checking the control tape.
pattern of channels. To complete this pattern a rectangular contour is needed around the islands already formed, and this is produced with a further RHK instruction. Also included in the program are some ALU instructions, for the connecting strips of the circuit; the KRB instruction, which provides a break line for the separation of the circuit from the other circuits produced in the crystal during the manufacturing process; and finally the URK instruction, which provides for the alignment marks for adjusting the mask on the silicon wafer.

Processing by the computer

The instructions, which are punched on cards or on paper tape, are read by the computer and first checked for coding errors. If no such errors are found, the computer starts to collect data for the first mask. This it does by inspecting all the instructions, and only operating on those instructions that relate to the first mask. Next the design is divided into a large number of regions, each of which is allotted a serial number. A serial number is also allotted to the calculated contours. All the data for the first mask are then punched on the control tape in the sequence of the serial numbers. This is done in such a way as to reduce the number of operations required later for drawing or cutting. The designer may however give his instructions in any arbitrary sequence.

The next thing that the computer does is to inspect all the instructions once again in order to collect data for the second mask and punch them on the control tape. This process is continued until all the masks needed for making the circuit have been processed.

The control tape is checked by feeding it to a numerically controlled drawing machine, which draws the masks in different colours one above the other. Once this layout drawing has been approved, the same tape goes to the mask workshop, where the masks are automatically cut in scribing film. No further check on whether these masks fit together is required. It is sufficient to make sure that the sheets of scribing film have been properly stripped. The procedure that we have described has greatly reduced the chance of errors, while much time is saved because the masks can be cut much faster and the design no longer has to be drawn to the last detail. The designer only has to draw contours required for the coding. Thus, the circuit of fig. 3 requires about 40 metres of control tape, containing some 16,000 characters. But the computer produces this control tape from the program shown in fig. 4, which contains only about 600 characters.

Summary. The article shows how numerical control can be applied to the manufacture of integrated circuits. It starts by describing the part played by scribing-film masks in the making of the components, and goes on to illustrate how the making of these masks can be simplified by drawing and cutting them automatically. This can be done by supplying a computer with only a limited number of easily coded data. The coding of resistors and transistors, and the use of copying instructions, are dealt with at some length. The article concludes with a complete program for making a simple circuit, and outlines the way in which a computer processes the instructions.
The "BOL" nuclear research project

The measuring system shown here, built by the Nuclear Research Institute, Amsterdam, supported by the Foundation for Fundamental Research of Matter (FOM), is designed for detailed investigations into the structure of atomic nuclei. Hydrogen or helium nuclei, accelerated in the Institute's synchrocyclotron, travel through the narrow tube visible on the left and strike a target of the type of atom under study, which is situated at the centre of a spherical chamber. The mass number and energy of the reaction products, and the angle at which they leave the target, are determined by 64 telescopic detector units mounted in the wall of the sphere. In the photograph one of these units is being put into position. The system can also detect coincidences, i.e. simultaneous emissions of different reaction products. Semiconductor detectors in the form of "checkerboard counters", with 10×10 squares, were specially designed and built for this system by Philips Research Laboratories. Each telescope at present contains one such detector and a second semiconductor detector; the number may later be extended.

The installation includes an elaborate system of electronic circuits and computers for controlling the measuring process and processing the enormous amount of information to be collected. The hoses on the right of the photograph supply cooling air for the electronic equipment.


(2) The principle of these detectors has been described by W. K. Hofker in: Semiconductor detectors for ionizing radiation, Philips tech. Rev. 27, 323-336, 1966.
The polytypism of silicon carbide

A. H. Gomes de Mesquita

Silicon carbide is a substance with many interesting applications, some of which impose some strict requirements on material control. One of the greatest problems here is the phenomenon of polytypism, that is, the existence of innumerable different ways of stacking the double layers of carbon and silicon atoms forming the crystal lattice. This gives rise to as many variations again in some of the physical properties.

Silicon carbide is found only very sporadically as a naturally occurring mineral, and then only in unexploitable quantities. Very nearly all of the material used today is therefore made in laboratories or in industrial processes. The first synthesis dates from the last century. Since that time, interest in the substance has steadily increased, because of its interesting combination of chemical and physical properties. Silicon carbide is exceptionally hard and rigid and possesses great tensile strength. It is resistant to chemical action up to high temperatures, it is an excellent heat conductor which will withstand high temperatures, and it is also a semiconductor. Such a material clearly has interesting potential applications in various fields.

Its hardness was the first property to be used: powdered silicon carbide is well known as an abrasive and polishing agent. Next came applications as an electric heating element, as a voltage-dependent resistor, and as a resistor with a negative temperature coefficient primarily for use at high temperatures. In the last few years several types of diode have been made of silicon carbide, although not as yet on a large scale. The latest development is the work now in progress on the strengthening of plastics and metals by thin "whiskers" (thread-like crystals) of SiC.

This brief summary of properties and applications, which is far from complete, explains why Philips Research Laboratories have been carrying out investigations on silicon carbide for the last twenty years or so. This work has contributed to technical development and has led to many publications [1].

The chronological sequence of the principal applications: abrasive — heating element — diode, clearly indicates that the control over the material has improved with time. A little impurity in an abrasive does not usually do much harm, but in semiconductor materials it is essential to be able to keep the degree of impurity under accurate control. This applies both to chemical impurities and to physical imperfections, the latter category including stacking faults and dislocations that disturb the crystal lattice of the substance.

In fact, there has been considerable progress in the preparation of silicon carbide. While the Acheson industrial process — which uses a mixture of sand, coke, common salt and sawdust as starting materials — is still widely used, a pure laboratory synthesis is now available which gives a product whose total content of chemical impurities has been reduced to less than one foreign atom in \(10^7\) silicon and carbon atoms.

Control of the physical imperfections has not yet progressed so far. This is directly related with the phenomenon of polytypism, which is found in its most pronounced form in silicon carbide. This implies that, unlike nearly all other known substances, silicon carbide is known to occur in a very large number of crystalline modifications (types) which, although closely related, differ from one another quite distinctly. Up to now about 140 have been counted, and others are still being discovered.

The crystal structures of all these modifications can be described in the hexagonal system with an \(a\)-axis of approximately 3 Å (0.3 nm); the length of the \(c\)-axis, however, varies from 5 Å to 1000 Å (0.5-100 nm). This latter distance is 100 times greater than the range of all known ordering forces in crystals — a strange feature indeed.

Polytypism, that is to say the occurrence of a large number of types of one substance with crystal structures differing only in one dimension, is observed not only
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in silicon carbide but also in zinc sulphide, cadmium sulphide and cadmium iodide, to quote a few examples. There is also quasi-polytypism, which is found in substances in which slight differences in chemical composition affect the stacking of the atomic planes in only one direction. The members of the large group of ferrites that includes materials like BaFe$_{19}$O$_{27}$ and Ba$_2$Zn$_2$Fe$_{12}$O$_{22}$ are probably the best-known examples. Here too the crystal structure can be described in the hexagonal system, and the a-axis of the unit cell is fixed, in this case at 6 Å, while the c-axis varies from 15 to 1500 Å.

The physical aspects of polytypism are particularly interesting. The energy difference between the electrons in the highest levels of the valence band and the lowest levels of the conduction band is found to vary with the length of the c-axis, though the relation is not a simple linear one. In silicon carbide this "indirect" band gap can assume values between 2.4 and 3.3 eV, a variation of as much as 30 to 40%. The mobilities and the effective masses of the electrons are intimately connected with the crystal structure. The electroluminescence generated in silicon carbide may have almost any colour of the rainbow, depending on the crystal modification. The colour of material doped with nitrogen (or other donors) is strongly dependent on the type of structure.

In spite of a great deal of research, it is not yet completely understood why there are so many structure types. The crystal structure of a substance like silver iodide seems to be determined by slight deviations from the stoichiometric composition; in silicon carbide this has not been shown to be the case. In zinc sulphide, structures with large repeat distances occur during the cooling of crystals already formed; however, there is every indication that in silicon carbide the various structure types occur during growth.

In this situation it is not as yet really possible to treat the phenomenon of polytypism in a truly general way. The facts and arguments about silicon carbide which are presented in this article are therefore not always necessarily applicable to other substances in which polytypism occurs.

Crystal structure

Since the turn of the century there has been a great deal of crystallographic research on silicon carbide. Studies of the external crystal faces brought out at an early stage the existence of a number of different modifications with trigonal, hexagonal, rhombohedral and cubic symmetry and with widely different lattice constants. With the aid of X-ray analysis methods very many more modifications have been discovered, and in a large number of them the crystal structure has also been determined on an atomic scale [3]. We shall now discuss some of these modifications in greater detail, at the same time explaining the nomenclatures used to indicate the different types of structure.

To picture the crystal structure of silicon carbide, think first of a flat layer consisting exclusively of silicon atoms which are at a distance apart of 3.08 Å and are arranged in a close-packed structure of equal spheres (fig. 1). The (two-dimensional) periodic pattern is a rhombic unit cell with sides of 3.08 Å. Vertically above this layer, and at a distance of 1.89 Å, we now place a congruent layer of carbon atoms. In the resultant double layer we can distinguish two sets of interstices at the sites marked B and C. Above one of these two sets we now place the next double layer, in which there are again two sets of interstices, and so on. Note that there are two possible ways of placing each double layer; this is the essential characteristic of polytypism.

With this method of stacking, all the atoms come to lie on axes of the type $A$, $B$ and $C$, which are perpendicular to the plane of the drawing of fig. 1. Each crystallographic unit cell contains one axis of each of these three types. Since they lie in one plane, the whole crystal structure can be represented two-dimensionally by a cross-section in the plane $ABC$ at right angles to fig. 1.

Fig. 1. Close-packed arrangement of atoms in a plane. The two-dimensional repetition pattern is a rhombic figure with atoms at the position $A$ (the corner points) and interstices at $B$ and $C$. In an isolated layer the last two positions are equivalent, but this is not true any more when the stack contains more than one layer.
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[2] Until recently this appeared to be a hopeless task, but now a fairly simple standard method exists that can be used in a large number of cases. On this subject see: M. Farkas-Jahnke, Acta cryst. 21, A173, 1966; A. H. Gomes de Mésquita, Acta cryst. B24, 1461, 1968 (No. 11).
If successive double layers occupy the consecutive positions \( ABCABC \ldots \) (fig. 2a) the result is a structure which closer examination shows to be cubic (sphalerite structure), which means that by the transformation of coordinates we can describe the structure in the cubic system. Stacking in the opposite direction \( CBACBA \ldots \) also corresponds to the cubic structure. We shall not go any further into this subject here, but simply note that cubic \( \beta \)-SiC is the end product of many chemical reactions in which silicon carbide is formed.

If, during the crystal growth of \( \beta \)-SiC, a stacking fault is made in which the sequence of the layers is reversed, changing for example from \( ABC \ldots \) to \( CBA \ldots \), the result is a twinned crystal (fig. 2b): \( ABCABCBACBA \). The repeated occurrence of a stacking fault is referred to as multiple twinning. Where the frequency of their occurrence is great, and the distance between the faults irregular, the structure

---
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**Fig. 2.** Two-dimensional representation of some common silicon-carbide structures. The vertical direction (perpendicular to the plane of fig. 1) is that of the crystallographic c-axis. The white circles represent silicon atoms, the black dots carbon atoms. For clarity, similar atoms in successive layers are connected by lines; these lines have no physical significance.

a) The structure of cubic or \( \beta \)-SiC.

b) Twinned \( \beta \)-SiC.

c-g) Five different structure types for \( \alpha \)-SiC.
is said to be disordered, which is here one-dimensional disorder. In some structures the stacking may even be completely random. Experiments have shown that all these modes of stacking occur in silicon carbide.

It is also possible, however, for the stacking order to change direction frequently and periodically. The many modifications of silicon carbide in which this occurs are generally referred to as $\alpha$-SiC. The individual designation indicates that $\alpha$-SiC is regarded as a form of silicon carbide that is clearly distinct from the cubic phase. In particular, it should not be seen as a kind of misgrowth of $\beta$-SiC.

Some of the most frequently encountered structures of $\alpha$-SiC are shown in figs. 2e–g. The stacking ABAB... (fig. 2c) corresponds to the well-known wurtzite structure. Along the crystallographic c-axis, i.e. the vertical direction in fig. 2, the repetition pattern consists of two double layers. Closer examination shows that the unit cell is hexagonal. This modification is therefore often given the designation 2H.

Somewhat more complicated is the stacking ABCBA ABCBA... which is also hexagonal (fig. 2d). The atomic stacking is repeated after every four layers, giving what is called a 4H structure. Since the environment of the layers in which the atoms are situated on the B-axis is the same as in the cubic structure, they are known as "c" layers, unlike the layers with atoms on A and C whose immediate environment corresponds to the 2H structure and are therefore referred to as "h" layers. In the nomenclature system based on this the 4H structure is described as hchc... Another system of nomenclature, introduced in 1945 by Zhdanov [3], counts the number of layers situated between the reversal points in the atomic stacking. In the 4H structure this number is always two, and the structure can thus be described as (22). Similarly 2H may be described as (11), while $\beta$-SiC is given the symbol $\infty$ (for infinity).

Figs. 2f and 2g now present no further difficulties. The modifications shown there are 6H and 8H respectively, which may also be described as hccchc and hccchccc or (33) and (44).

The structure shown in fig. 2e is rather more difficult. Cubic and hexagonal layers alternate in the pattern with hccchc and hccchcc or (33) and (44).

The occurrence of more than one crystalline modification of a substance is not in itself particularly unusual. The phenomenon is known as polymorphism when it occurs in a compound, and allotropy when it occurs in an element. Standard examples are white and grey tin, graphite and diamond, and white and violet phosphorus, where the same solid has two forms of different appearance.

In the case of tin there is a phase transition at 13 °C. At atmospheric pressure the grey tin is stable below that temperature, and above it the white. The transformation takes place so very slowly, however, that objects made of pure tin do not usually decompose as a result of ambient temperature fluctuations. Nevertheless, this does sometimes happen and it is known as "tin plague".

Diamond and graphite can be reversibly transformed into one another at very high pressures. Under atmospheric conditions graphite is the stable form; the transformation of diamond into graphite, however, never takes place at a speed that can be measured.

Investigations have shown that in these cases there is a specific region of existence ("homogeneity region") for each modification, i.e. a certain range of pressures and temperatures within which it is stable. This is not the case for violet and white phosphorus; the white variety is metastable under all conditions. The direct conversion of violet to white phosphorus is therefore not possible. The reverse transformation from white to violet phosphorus does of course take place, too.
slowly to be measured at room temperature, but at a measurable speed at higher temperature.

Returning now to our subject proper, we can at once see the connection with what has just been discussed. Clearly, the question of what causes polytypism leads at the same time to a question about the stability of the different structure types. Are regions of existence to be indicated for a few or for all the modifications, and if so, why is it that under certain conditions one structure is more stable than all the others?

As we saw in the above examples, transformations in the solid state are often very slow. The fact that a single furnace charge usually yields many different types of silicon-carbide crystals at the same time, and that different types of structure may even frequently be found in the same fragment of silicon carbide therefore proves very little about their stability. It chiefly illustrates that phase transitions in silicon carbide are also very slow processes, certainly at room temperature, so that we do not reach the equilibrium situation, in which a single stable structure occurs. At higher temperatures one might expect the transition effects to be accelerated, but even here, strange to say, transitions in situ have never been observed. This approach thus does not yield direct evidence showing whether any type of structure is stable or not.

In principle, information about the stability of certain modifications can also be obtained from the results of accurate measurements of thermodynamic quantities, such as the heat of combustion and the specific heat as a function of temperature. For silicon carbide these quantities have been determined in only two cases: for β-SiC and for α-SiC of the type 6H. The values of the heat of combustion found were identical within the accuracy of the measurements, and more exact experiments are therefore needed in order to demonstrate any possible differences. Nor is this so very surprising, since the disposition of the nearest and next-nearest neighbours of the atoms is the same in all structures. Related to this is the fact that the densities of the different structure types differ by no more than about 0.1%. In tin, carbon and phosphorus the corresponding differences are very much greater. We saw in the introduction that the conspicuous features of polytypism are the large number of modifications and the peculiarly large repeat distances in the crystal lattice. In view of what we have just said we ought to add that polytypism may also be distinguished from normal polymorphism by the subtlety of the differences that determine the stability of the crystalline phases. Because of this it has still not been found possible to give any clear demarcation of the possible existence regions, even for the most common structure types of silicon carbide.

Some theories on polytypism

In the last twenty-five years many special theories have been put forward to account for the occurrence of polytypism. This again shows that polytypism is regarded as something which is clearly distinct from normal polymorphism and requires distinct treatment. In some theories each modification is considered to be a stable phase. Most of them, however, assume that fortuitous causes such as impurities or lattice defects give rise to the growth of long-period structures. In some of the theories the two types of argument — thermodynamic and growth-kinetic — are combined.

The first attempt at an explanation was made by Lundqvist [6], who attributed polytypism to the effect of chemical impurities. He based this view on differences which he had observed in the aluminium content of industrially prepared 4H, 15R and 6H crystals (fig. 3).

In the last twenty-five years many special theories have been put forward to account for the occurrence of polytypism. This again shows that polytypism is regarded as something which is clearly distinct from normal polymorphism and requires distinct treatment. In some theories each modification is considered to be a stable phase. Most of them, however, assume that fortuitous causes such as impurities or lattice defects give rise to the growth of long-period structures. In some of the theories the two types of argument — thermodynamic and growth-kinetic — are combined.

The first attempt at an explanation was made by Lundqvist [6], who attributed polytypism to the effect of chemical impurities. He based this view on differences which he had observed in the aluminium content of industrially prepared 4H, 15R and 6H crystals (fig. 3).

Some initial experiments carried out by Knippenberg of these Laboratories with aluminium-doped silicon carbide crystals gave no confirmation on this point, for with crystals grown under otherwise identical conditions it was not possible to show any relation between aluminium content and crystal structure.

Recently, however, it has been shown that the growth of a few simple structure types can be stimulated by the addition of certain impurities — discovered quite by chance. With complicated structures this has never yet succeeded; for that matter, it would be difficult to see how the presence of impurities could cause the formation of these structures. This, and the fact that highly complicated structures, like 387H, have also been found in crystals of the highest purity, indicate that we must look elsewhere, at least for the origins of the more complicated structures.

A later theory attributes the growth of all except a few of the simplest structures to the effect of screw dislocations. The idea underlying this theory, originally put forward by Frank [7], can be understood by pictur-
ing a growing crystal, for example of the type 6H, in which for one reason or another a screw dislocation occurs during growth, and is propagated along a growth spiral. A very clear diagrammatic illustration of such a crystal-growth mechanism has been given by Read [8]; this is shown in fig. 4. When the Burgers vector of the dislocation, i.e. the height of one block in the figure, is a whole multiple of six layers, then according to this theory the 6H structure will grow without further modification. If the length of the Burgers vector is equal to five layer-spacings, however, then we find the 15R structure \((32)_{3}\), while seven layer-spacings gives \((331)_{3} = (34)_{3} = 21R\), eight layer-spacings gives \((332)_{3} = (35)_{3} = 24R\), eleven layer-spacings gives \((3332)_{3} = 33R\), and so on. This theory can thus explain many structures that have been found, and indeed can even predict new structures, many of which have since been found. This theory is also supported by the fact that structures with large repeat distances are usually found in parallel intergrowth (syntactic coalescence) with simple types such as 4H, 15R or 6H; it therefore seems quite possible that the simple structures serve as a basis for the more complicated ones. Sometimes, too, beautiful growth spirals are found on the basal planes of silicon-carbide crystals as visible evidence of the presence of a screw dislocation inside the crystal (fig. 5); the pitch of the spiral has in some cases been found to be equal to the length of the crystallographic e-axis (repeat distance) of the type that has been grown, demonstrating the relation between the crystal structure and the length of the Burgers vector.

However, there are a large number of cases in which this relation cannot be shown at all, either because of the complete absence of any growth spiral where one would be expected, or because the pitch does not correspond to the periodicity of the structure. Vand and Hanoka [9] have pointed out that this does not invalidate the theory, because there is always a reasonable chance that the crystal surface has grown differently from the interior from which, with the aid of X-ray diffraction methods, the structure has been determined.

There are however other objections to the screw-dislocation theory. The energy of such a dislocation is to a first approximation proportional to the square of the length of the Burgers vector. For a length of the order of 1000 Å this energy becomes very large, and it is therefore not clear why the crystal should be able to provide this energy and not that for a large number of edge dislocations and stacking faults, which would require much less energy. Moreover, since these faults can pass through the screw dislocation, they would destroy the periodicity of the screw and hence of the structure. Nor is it to be understood why — except in the 2H structure — two successive hexagonal double layers (corresponding to the figure “1” in the Zhdanov symbol) have never yet been found in any known type of SiC. If this were already an energetically unfavourable configuration, the energy effect would still be insignificant compared with the energy required for some screw dislocations.

Fig. 4. Schematic representation of crystal growth by means of a screw dislocation mechanism (after W. T. Read [8]). The height of a block is equal to the Burgers vector. In Frank’s theory [7], this is at the same time the repeat distance of the structure type undergoing growth.

Fig. 5. Growth spirals on the surface of a silicon-carbide crystal. This photograph and figs. 8b and 10 were supplied by courtesy of Dr. W. F. Knippenberg.
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Partly because of some of the above-mentioned objections, Jagodzinski [10] put forward a theory about fifteen years ago, the "vibration-entropy" theory, which is based on quite different assumptions. The basic assumption of this theory is that 3-SiC is really the stable modification. The cubic crystals would have the outer form, however, of an octahedron, a closed figure for which in this case growth is slow—an assumption which can be justified. The growth process can be greatly accelerated by the introduction of stacking faults, and larger crystals are then formed. If we select these crystals for our investigations, then we are applying a negative selection. To explain why the stacking faults are built into the cubic structure periodically, the following reasoning is used. The differences in lattice energy between the structure types must be very slight, because the disposition of the nearest and next-nearest neighbours of the atoms is the same in all structures. If we neglect these differences, all that really remains for us is to consider the probability of the formation of each of the structures. At first sight one might be inclined to say that any disordered stacking of double layers is more probable than any ordered succession, but upon closer consideration this is not so evident. In fact, at the high temperatures at which SiC crystals are formed the vibrations of the atoms in the crystal lattice (lattice vibrations) represent a significant part of the energy content. Now these vibrations are seriously impeded by irregularities in the lattice. Hence a periodic stacking would after all be preferred. The lattice vibrations play such an important part in this case because their (three-dimensional) effect is set off against the effect of the one-dimensional sequence of the stacking of the atomic layers. This theory is therefore based entirely on probabilities. The probability of an ordered lattice is high. However, as the stacking of the double layers becomes more complicated and the difference compared with a completely disordered structure becomes smaller, the probability of disorder increases. The theory thus predicts a certain probability of stacking faults, which increases with the length of the stacking period.

These predictions were tested experimentally by Jagodzinski and at first found to be correct. Disorder is found in many crystals of simple structure types, and in the majority of crystals with structures with large repeat distances. Crystals of the type 6H and 15R are found to be either well-ordered, or the degree of disorder (the relative number of disordered double layers) fluctuates around 12%, a value which the theory suggests is likely (fig. 6).

There is however some doubt about the stability of β-SiC which Jagodzinski has postulated, and this tends to undermine his theory. An even greater difficulty with this theory is that no evidence has ever been found of any statistical distribution of the disorder, which would be expected with a probability theory. On the contrary, such investigations as have been made have always shown that the disorder was localized in the crystals. Moreover, various examples have meanwhile been found of structures that have large repeat distances but no demonstrable disorder, the occurrence of which would be extremely improbable according to the theory. Finally Jagodzinski’s experimental results themselves give indications that it is not the structures with large repeat distances that have most disorder but the simple structures.

![Fig. 6. The frequency distribution of the degree of disorder α in an arbitrary sample of N crystals (N = 150), practically all of the sample being of the types 6H and 15R; ΔN is the number of crystals with a degree of disorder between α and α + Δα. (After H. Jagodzinski.)](image)

In spite of their differences, the three theories noted above are in agreement that the formation of the various types is to some extent a matter of chance. The thermodynamic stability of the higher structures plays no part in these theories [11]. It seems improbable, therefore, that these theories are applicable to the simple SiC structures, where there are sound reasons for accepting the existence of real differences in free energy. Knippenberg [1], for example, has found that the frequency of occurrence of types 4H, 15R, 6H and 8H is a function not only of the degree of impurity, as mentioned earlier, but also of the growth temperature (fig. 7). Furthermore, the energy difference between the highest level of the valence band and the lowest level of the conduction band appears to differ considerably in these and various other simple types. It therefore seems not unreasonable to assume that the contribution of the electron energy to the total lattice energy is dependent on the structure. The lattice constants and the average "thickness" of the double layers vary, though only very slightly, with the type of structure, as has been shown for types 2H, 6H and 3C. Refined X-ray-analytical determinations have shown that "h" layers are somewhat thicker than "c" layers. Presum-
ably, this again will involve small variations of the lattice energy.

At this stage it is difficult to establish which structures are to be considered as true equilibrium phases; this is still the subject of much debate. From the available experimental material one might be inclined to draw a distinction between structures with large and small repeat distances, and attribute an existence region to the latter structures only. In this connection we should mention the work of Van Vucht and Buschow [12] of these Laboratories on compounds of rare earths (R) with aluminium of the type RA13. These have structures, related to SiC, of the types 2H, 9R, 4H, 15R, 6H and 3C. Which type is formed depends on the atomic radius of R and on the growth temperature. For instance, the structure of ErA13 corresponds to 3C, HoA13 corresponds to 15R, while DyA13 takes the 15R or 4H structure, depending on the temperature. There can be no doubt about the thermodynamic stability of these structures. Zinc sulphide has the same structure as silicon carbide; below 1000 °C the cubic phase is stable, above 1200 °C the 2H structure. Studies of the transition region have yielded evidence in support of the stability of the 4H and 6H types of zinc sulphide grown in that region.

No such evidence exists for the complicated types, whether of SiC or of ZnS. Rather than attempting to explain their existence and origin in terms of unknown long-distance interactions between atoms, we are inclined, like Frank and Jagodzinski, to attribute them to special circumstances during growth. To determine whether this is justified or not, we shall have to look at what is known about the inter-relationships between growth conditions, crystal habit and structure types. The investigations of these subjects have nearly all been carried out since the theories we have mentioned were put forward. Conversely, these theories are largely based on data applicable to industrial-quality silicon carbide and not to material prepared under well-defined conditions. It is therefore not surprising that the later crystal-growth experiments have led to the postulation of a new and alternative explanation for the polytypism of silicon carbide. This will be dealt with at the end of this article.

**The growth of silicon-carbide crystals**

As we mentioned earlier, the raw materials for the industrial preparation of silicon carbide by the Acheson process are sand, coke, common salt and sawdust. The reaction 3C + SiO2 = SiC + 2CO takes place in a furnace whose centre is first heated to 1900 °C, then slowly to 2700 °C, and is finally maintained for some time at a temperature of 2000 °C. The chemical reaction in fact starts to take place at 1800 °C; the higher temperatures are needed to effect the recrystallization, which results in an end product that can be used as a grinding and polishing agent.

In laboratory syntheses this process is divided into two stages:

a) the preparation of SiC,

b) the recrystallization.

The initial materials used for the formation of extremely pure SiC are of course quite different from those mentioned above. One such material is methyltrichlorosilane, CH3SiCl3, which is decomposed on a pure graphite rod at 1300-1800 °C in a hydrogen atmosphere, resulting in the formation of SiC. With this process, known as the Van Arkel process, crystals of high chemical purity can be prepared. Crystallographically, however, the products are very impure; the crystals are of very irregular shape and are built up from a skeleton of α-SiC of indeterminate structure, between which large amounts of β-SiC have grown, constituting the bulk of the crystals.

The recrystallization takes place at higher temperatures, normally at 2300-2700 °C. For this next operation the SiC obtained is made into hollow cylinders (fig. 8a) which are heated in a graphite crucible in an argon or helium atmosphere (Lely's method [13]). On the outside surface of the cylinders there is partial decomposition of SiC, while at the same time there is transport of material to the inside surface of the cylinder, where large crystals are formed, usually in the
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[11] A theory that attempts to explain the phenomenon of polytypism on thermodynamic grounds, but which has found little or no experimental support, has been put forward in: C. J. Schneer, Acta cryst. 8, 279, 1955.


shape of platelets (fig. 8a). Very occasionally polyhedral 
crystals are found among them (fig. 9). Among the 
crystal platelets the types 6H, 15R and 4H are by far 
the most strongly represented; the relative quantities 
depend to some extent on the recrystallization tempera-
ture. If the cylinder is rapidly cooled, \( \beta \)-SiC is deposited 
from the supersaturated vapour upon the hexagonal 
platelets (fig. 10). The higher structure types are found 
only occasionally, as a rule intergrown with one of the 
simpler structures mentioned above. Most crystals, 
moreover, exhibit non-periodic stacking faults.

The crystal structure of these platelets closely re-
sembles that of industrially prepared SiC. The differ-
ence is that their chemical purity is very much higher.

The polyhedra, which we will presently deal with at 
greater length, usually consist of pure 6H, in which 
stacking faults or other types of structure do not occur.

Apart from the above, there are many other methods 
of preparing silicon-carbide crystals. The reaction be-
tween carbon and \( \text{SiO}_2 \), the first stage of the Acheson 
process, has been investigated in detail by Knippen-
berg. When the reaction takes place between 1000 °C 
and 1800 °C by means of gas transport or surface diffu-
sion, whiskers of various shapes are formed, as de-
scribed earlier in this journal. These whiskers are 
usually of cubic structure. The 2H structure is only 
formed as a result of the presence of certain impurities. 
If monocrystalline \( \alpha \)-SiC is used as a substrate, the
whiskers growing at right angles to the c-axis of the substrate assume the same structure. However, the whiskers growing along the c-axis are usually of cubic structure. In other words, the hexagonal stacking in the substrate continues in a parallel direction in the whiskers. If, however, new layers are formed in the whiskers, then in this situation cubic stacking takes precedence. Above 1900 °C reactions in the gas phase give platelet crystals of the types 6H and 15R.

Silicon-carbide crystals can also be prepared from melts of different composition. Microcrystalline β-SiC has been prepared from silicon melts and crystals of the type 6H have been prepared from various metal melts. A related but more refined method is the traveling-solvent method, known as TSM [15], in which a chromium zone is introduced between a single-crystal seed and a polycrystalline rod. Using a kind of zone-refining process, where the chromium is drawn through the rod by means of a heat treatment, the seed can be made to grow at the expense of the rod. With this method, under identical conditions, it has been found possible to grow the types 4H, 15R and 6H with no change of structure type, in the direction of the c-axis. It is therefore evident that crystals of this structure growing under these conditions need no specific outside influence to enable growth to continue; they seem to have a kind of internal memory which regulates the stacking of the atomic layers. Unfortunately it is not yet known whether this is also the case for the more complicated structures, since growth experiments of this kind have not yet been performed with such structures.

Attempting now to survey the whole field of crystal-growth experiments, we arrive at the following broad summary.

The simple types of structure can be formed under widely different conditions, the 6H structure being by far the most frequently encountered.

The complicated structures, on the other hand, are only obtained (as far as is known at present) at higher temperatures in crystals grown from the gas phase or by surface diffusion during reactions or recrystallization (Lely’s method). The great majority of these crystals are in the shape of platelets.

The growth mechanism of these crystals, prepared by the Lely method, has been investigated by Kroko [16] and by Knippenberg [15] using an ingenious method.

These investigators found that the crystals, which in themselves are virtually colourless, can be coloured by the addition of a small quantity of nitrogen during growth. This makes 6H crystals green, 15R yellow, 4H brownish, and so on. If nitrogen is then suddenly admitted into the furnace during recrystallization, crystals are obtained with sharp colour transitions, so that two stages of growth can be distinguished one from the other. Fig. 11 gives an example which shows that the crystals in the form of platelets, or sometimes wedges, grow in a lamellar form on the polycrystalline cylinder wall. A fact entirely in accordance with this mechanism is that when different structure types are present in one crystal, they also tend to occur in the form of

Fig. 11. Wedge-shaped crystals of α-SiC to which nitrogen has been added at an advanced stage of growth. This has made the stages in the growth clearly visible.

a) Plan view of the basal plane. b) Cross section parallel to the hexagonal axis, i.e. perpendicular to the plane of (a).

stacked lamellae. This can be demonstrated by grinding away layers from the crystal and making an X-ray exposure at each stage. It can then be seen that the structure types disappear successively from the X-ray diagram. We have carried out an experiment of this kind on a crystal which contained, in addition to a zone with random stacking faults, zones with 6H, 8H and 24R (fig. 12). An analogous case, reported by Kuo Chang-lin [171], relates to the structure types 6H, 15R and 69R.

Crystal intergrowths as a possible cause of polytypism

It appears that the problem of polytypism in silicon carbide is of a dual nature, and that a distinction must be made between the simple structures and the more complicated ones. The reasons have already been mentioned. The simpler structures grow under widely different conditions, their growth is sometimes stimulated by impurities, there is evidence of differences in thermodynamic stability, stable analogues are found among the intermetallic compounds, and in certain circumstances they grow in single-crystal form. The more complicated structures, on the other hand, are formed exclusively at higher temperatures from the gas phase and by surface diffusion, their occurrence is fortuitous and no means of stimulating their growth are known; structurally they resemble the simpler types (174R is like 6H, 168R like 15R, and 120R like 4H), they have no stable analogues and almost without exception they occur intergrown with one or more of the simple types.

The explanation for the growth of the simple structures does not yet seem to be within reach; there are rather more promising ideas for the structures with large repeat distances, but none of the theories mentioned seem really satisfactory. Now all of these theories assume that the crystal under investigation has its own internal memory controlling the growth, in the form of a screw dislocation, say, or lattice vibrations, so that the stacking of the atomic layers is continued in the way it has been started. Zhdanov and Minervina, on the other hand, suggested more than twenty years ago [18] that the growing structure might well have an external memory instead. Their actual suggestion was that the structure of a crystal is determined by the way in which it is intergrown with other crystals.

We have recently taken up this suggestion, and we have noted [19] that the higher structure types occur in platelet crystals which are always found to grow in the Lely furnace with the “memory direction” (the c-axis) roughly parallel with the polycrystalline cylinder wall. An external memory-influence, which may even differ considerably from one place to another, is thus quite conceivable; it could perhaps reside in the relative orientation of wall and growing single crystal (fig. 13).
This hypothesis is supported by a number of facts. For example, SiC polyhedra, grown in the same furnace but with their c-axis practically perpendicular to the wall, contain no higher types. This orientation of the crystals apparently excludes the memory effect. Only 6H is formed and perhaps also 15R. Complicated structures are again found however in polyhedra that are intergrown with one another, as can be seen from the occurrence of re-entrant angles. Here one intergrown part apparently forms the memory of the other one and vice versa. In one case we have established a quantitative relation between the structure type formed (33R) and the angle \( \alpha \) at which two halves of a polyhedron were intergrown (fig. 14a). The ratio of the crystallographic a- and c-axes was exactly equal to \( \alpha \) (expressed in radians), strongly suggesting the existence of a relation between the manner of intergrowth and the type of structure (fig. 14b).

Evidence for the existence of such a relation has also been found in investigations with the related CdI\(_2\), which can be prepared in different ways: the method yielding most crystal intergrowths also leads to the formation of the largest number of different structures\(^\text{[21]}\). It seems to us, therefore, that this is where the key to the solution of the problem of polytypism is hidden, at any rate for the more complicated structures. However, the whole story will not be known until we have also understood the mechanism underlying their formation on an atomic scale.

Summary. Several theories have been put forward to explain the phenomenon of polytypism as it occurs in silicon carbide. Some of the principal theories are discussed. A view common to all of these is that chance factors (lattice defects) present in the crystal itself are responsible for the growth of the often very complicated type of structure. None of these theories are entirely satisfactory. Closer consideration shows that a small number of simple structures can grow under very different conditions. This makes the mechanism of their growth more difficult to explain than that of the more complicated structures which, although fortuitous in origin, are nevertheless grown under better defined conditions. Experiments have provided clear evidence in support of the hypothesis that the growth of these more complicated structures can be caused by external influences, in particular by the way in which they are intergrown with other individual crystals.

\[\text{[18]}\] G. S. Zhdanov and Z. V. Minervina, J. Phys. USSR 9, 244, 1945.
Monitoring the control-rod operation of the nuclear reactor at Dodewaard (Netherlands)

The first nuclear power station in the Netherlands, with an output of 54 MW, has recently been put into service at Dodewaard. Uranium dioxide, packed in tubular cans, is used as the fuel for the reactor of this station, and water is used as a moderator and heat-transfer agent. The reactor works at a temperature of 286 °C and a pressure of 70 bars. The steam generated in the reactor is used to drive a turbine.

The operation of the station requires many electronic aids: there are numerous measuring devices, some with recording systems, a communication system which includes television cameras set up at strategic points, radiation meters to ensure the safety of the staff, and various computer systems for processing the measurement data coming in from the many sub-units of the station. Much of this equipment is set up in the control room, part of which is shown in the photograph of fig. 1.

The maintenance of a controlled chain reaction requires that the reactivity $k$ must be held exactly to a value of unity. What this means is that a neutron liberated in a nuclear fission liberates on average exactly one other neutron by the fission of another uranium nucleus. In this as in many other reactors this is achieved by the use of control rods of neutron-absorbing material at certain locations. These control rods (there are 37 of them) can be set to a greater or lesser insertion between the tubular fuel elements. Since the density of the boiling water (and hence its reactivity) is greatest at the bottom of the reactor, the best control is achieved when the control rods are inserted from underneath.

One of the computer systems mentioned above has the function of monitoring the control-rod operation and preventing incorrect adjustments by the reactor operator. This article gives a few details of this system, whose control gear with the actual computer unit was made by Philips.

An essential for economical running of the reactor is that the control rods should be adjusted, not all together as a unit, but individually. This should be done in such a way that the heat generated is distributed as uniformly as possible over the reactor and also so that each fuel element is expended as far as possible when the charge has to be renewed. Knowing the power required and the situation in the reactor, the operator makes these adjustments by changing the positions of the control rods one by one in accordance with a particular programme until one of a number of previously calculated and tested patterns of settings is reached. The procedure is chiefly of interest in the starting-up period, in which the reaction is made critical ($k = 1$) step by step by pulling out control rods. Once the reactor is running at full power a critical state of equilibrium is reached which requires very little adjustment of the control rods.

The control-rod computer checks the upward and downward movement of each rod separately, thus ensuring that the rods keep to the desired pattern of settings, which is stored in the computer. An important additional condition here is that the technician is never allowed to depart so far from the prescribed procedure that the number of neutrons absorbed by one of the
control rods exceeds a certain value, the permissible "control-rod worth". This precaution prevents the possibility of the reactor going out of control if a fault causes one of the rods to fall out. With this in mind, there is also a "scram" system which can slam all the control rods back into the reactor simultaneously, thus stopping the chain reaction.

In fig. 1 the control panel of the control-rod computer can be seen to the reactor operator's left. The wall behind the desk is the "core mimic display" with instruments which give information about the control rods display and the indicator lights show the position and movement of the control rod. This information is provided by 23 position-sensing contacts mounted in the guide channel of each rod. The operation of the control-rod motors can be observed at any time by means of a television camera.

The computer is of the type PR 8000, with a memory store of 8192 words of 24 bits and the appropriate peripheral equipment. The program takes up 4700 words, and another 2700 words are required for the measurement data.

and the reactivity at various locations in the reactor core: the location of the indications and instruments on the core display corresponds to the actual locations of the 156 groups of fuel elements in the reactor (each group contains 36 fuel elements). The control rods are cross-shaped in section and each rod is surrounded by four groups of fuel elements; see fig. 2a. Fig. 2b gives a more detailed photograph of the core display; the display at the centre of the picture gives information about the corresponding control rod. The readings of this

The program entered in the store is divided into a number of subsidiary programs:

1) Starting program for the computer procedure that limits the reactivity worth (initial setting-up).
2) Scan programs for collecting information about the positions of the rods, the rod to be moved by the operator, the direction of movement of the rods, the rod drift, etc. The computer has an input system
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Fig. 2. a) Diagram showing how a control rod (A) is located centrally between four groups of fuel elements. The control rod, which has a section shaped like a cross, consists of stainless-steel tubes filled with boron carbide; the complete assembly is enclosed by plates of stainless steel. B is one of the fuel elements (dia. 13 mm); each element consists of a tube filled with uranium dioxide.

b) Enlarged view of part of the core display. The small central window in each panel of the core display shows information about the corresponding control rod. The information is given as a two-digit decimal number registering the distance by which the rod is withdrawn. When one of the control rods has been selected for adjustment the corresponding panel lights up, and the final settings are also indicated by coloured indicator lights. The four square red indicators relate to the fuel elements grouped around each control rod, and the meters show the local reactivity at corresponding points in the reactor core.

which scans 800 binary signal indicators in each 125 ms. The output unit supplies digital information to the operating panel and also to interlock circuits in the drive system for the control rods: the interlock circuits prevent incorrect operation. Where necessary the reliability is increased by redundancy in the signal information.

3) Information transfer between the operating panel and the drive systems of the control rods.

4) Typewriter print-out of information about the control-rod limiting system, reactor power, sequence of operations in adjusting the rods, and of a “topographical” survey of the positions of the rods (corresponding to the indications on the core display), plus records of faults, with a time scale, and rod drift.

5) Indications on the display and operating panel of rod chosen, sequence of operations in use, operational faults, system faults and corrections.

6) Computer checking by means of a test program which examines parity (check digits), encoding, processing of instructions, access to the store, and mains supply voltage. If the supply voltage fails an emergency program comes into operation; this picks out the information being transferred and puts it into the store, which is then protected from the effects of a failure in the units which control it.

H. van der Kooi
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A two-stage compressor with rolling diaphragm seals

H. J. Verbeek

The current development of small piston-driven compressors has been strongly influenced by the need in certain applications for oil-free compression — used for some years in large industrial compressors. In the two-stage compressor described here the gas and oil are kept separate by means of rolling diaphragm seals.

In various applications, such as the liquefaction of gases, it is important that oil from the compressor should contaminate the gas as little as possible. On this account, much of the recent development work on piston-driven compressors has been concentrated on reducing, or better completely stopping, the leakage of oil along the piston to the gas to be compressed. Oil leakage can be greatly reduced by the use of labyrinth-seal pistons or pistons with rings of special plastic, both of which can work without lubrication. In compressors equipped with such pistons the crankcase is not directly connected to the cylinder. The partition wall does however have an opening for the connecting-rod, provided with a packing or with scraper rings, and this of course cannot be perfectly leakproof.

A complete separation between the space containing the gas and the other spaces in the compressor can be obtained by using a diaphragm; this also prevents the escape of gas, which is another requirement frequently imposed in the applications referred to. A disadvantage of the flat diaphragms of metal or plastic used in some compressors, however, is their relatively short life. A very much longer life can be obtained from the rolling diaphragm seals [1] developed at Philips Research Laboratories a few years ago. These dia-

Ir. H. J. Verbeek is with the Philips Industrial Equipment Division (PIT), Eindhoven.

Fig. 1. Two-stage compressor with rolling diaphragm seals. Intake pressure about 2 1/2 bars, output pressure about 20 bars. Gas flow when compressing helium is about 2 1/2 g/s. Speed 960 r.p.m. Maximum shaft power 8 kW. Cooling water consumption about 500 l/h.

phragms can be rolled up and down more than two thousand million times. The compressor discussed below (fig. 1), which was developed for the Philips helium liquefier [2], is fitted with diaphragms of this kind. The compressor compresses the helium in the liquefier in two stages from about $2\frac{1}{2}$ to about 20 bars, the gas flow rate being about $2\frac{1}{2}$ g/s. It can also be used for the compression of other inert gases and of hydrogen.

Fig. 2 shows a schematic cross-section of the compressor. The piston $P_1$ in the cylinder on the right is driven by a motor (not included in the drawing) via a
cylinder and connecting-rod mechanism. The piston $P_1$ sets $P_2$ in motion by hydraulic action. Since the upper part of $P_1$ has a larger diameter than the lower part, at every downward stroke this piston displaces some of the oil in space $O_1$ (shaded), so that $P_2$ is pushed upwards, and vice versa. Each piston is hermetically sealed with a rolling diaphragm $RD$. The rolling diaphragm seals used here are not ring-shaped but form a closed surface which completely covers the head of the piston. The cap of the seal is much thicker than the skirt, which performs the rolling action; there are several advantages in this kind of design: it is less likely to spring a leak after slight damage, it has good heat insulation and is easier to make.

Under the second cylinder there is an oil pump, formed by the pump plunger $P_1$ and the valves $V_1$ and $V_2$. When the compressor is in operation, this pumps oil continuously from the crankcase $Ca$ to $O_1$, pumping slightly more than leaks away from $O_1$. In every upward stroke of $P_2$ the outlet port $H_1$ opens at a certain instant, allowing the surplus pumped oil to flow back to $Ca$; the position of $H_1$ determines the highest point that $P_2$ can reach.

When the compressor is stationary, piston $P_2$ will slowly sink, because of the leakage of oil from $O_1$, until its surface $A$ comes to rest on the stop $St$. Before the compressor can be started up, enough oil must therefore be pumped into $O_1$ to bring $P_2$ to its highest point — $P_1$ being at its lowest position when the compressor is stationary. This is done by means of the priming pump $OP_1$.

As fig. 1 shows, the rolling diaphragms do not rest on the piston but on a cap $C$ which slides around the piston and rests on a thick-walled tube $T$. This tube is carried by a stack of cupped spring washers $Sp$ and slides around the guide pin $GP$ located in the cavity of the piston. The spaces $O_2$ under $RD$ and $C$ are filled with oil. The whole arrangement acts as a regulating system which ensures that the oil pressure in the spaces $O_2$ is always lower than the gas pressure in the cylinder above the piston by a constant amount (1½ bars), which is necessary for rolling diaphragm seals of this type.

This regulating system is identical for both pistons and works as follows. The oil leaking along the cylinder from space $O_1$ to space $O_2$ cannot push the cap any higher than the position at which the groove $G$ reaches the opening $H_2$ of the duct running through $GP$, i.e.

$$H_2$$

The rapid to-and-fro motion of the pistons when the compressor is running naturally causes fairly large inertial forces on the piston caps. To prevent these forces from causing fluctuations in the pressure difference across the diaphragms, steps have been taken to compensate for them.

In the present design this was done by choosing a suitable value for the spring constant of the spring washers. When the piston rises, the curved part of the diaphragm does not go up as far (fig. 3). As a result, part of the oil filling $O_2$ is displaced and causes the piston cap to rise slightly with respect to the piston. In this higher position the spring $Sp$ exerts a smaller upward force on the cap. The effect of the inertial force on the pressure difference across the diaphragm is

$$If a$$

Fig. 3. Schematic cross-section of part of the piston $P$ and of the rolling diaphragm $RD$, which separates the oil-filled space $O_2$ from the gas-filled space $R$, the rolling-diaphragm cavity. When the piston makes an upward stroke $a$, the curved part of $RD$ — the base of $R$ — is only displaced by $\frac{1}{2}a$, so that the volume of $R$ increases and that of the heavily shaded part of $O_2$ decreases.
cancelled out when this reduction of the spring force at the lowest position is equal to the inertial force.

The temperature of the gas in the cylinders fluctuates considerably about a mean value of about 100 °C. The thin, rolling part of the diaphragms cannot however come into contact with gas at this high temperature. To reach the rolling part of the diaphragm the gas must first pass through the narrow gap S_2, where it is cooled down by the local water cooling in the cylinder wall. Moreover, in the space R, the diaphragm cavity, a small quantity of cold is generated. It can be shown that this effect arises because the variation of the volume of R with time is exactly out of phase with the variation of the volume of the space above the piston, since the upper wall of R is formed by the thick part of the diaphragm, which describes the same stroke as the piston (fig. 3).

The diaphragms are made of polyurethane rubber. The use of special processes for purifying the rubber and for pressing the diaphragms ensures that the diaphragms meet the very strict requirements for purity and dimensional accuracy. They have a working life of at least 2000 hours, but they will generally operate for even longer than 4000 hours. Changing a diaphragm only takes about 30 minutes.

The crankcase Ca is hermetically sealed. The pressure in it, under normal conditions, is about 1 bar. If one of the rolling diaphragms should start to leak, the gas to be compressed would flow into Ca, causing the pressure in it to rise. In such an event a pressure-sensitive switch stops the compressor. The crankcase is designed to be able to withstand the high pressure which would appear inside it if the diaphragm failed.

Above each of the cylinders there is a double-acting valve unit which can quickly be replaced if necessary. The two valves in each unit are in the form of concentric rings. The valve units are identical for both cylinders.

The principles described above can also be applied to the design of compressors with more than two stages, giving a higher output pressure, or with a different intake pressure, e.g. 1 bar or lower.

Summary. The compressor was developed for the Philips helium liquefier, in which it is used to compress flowing helium gas (24 g/s) from about 24 to 20 bars in two stages. The first piston is motor-driven via a crankshaft, and the second is driven hydraulically (with oil as the medium) by the first. The stroke of the second piston is set by an overflow device, the oil that leaks away being continuously pumped back. The compression spaces are sealed with rolling diaphragms of polyurethane rubber, made by a special process, which completely cover the heads of the pistons. The diaphragms are not however stretched over the pistons themselves but rest on a piston cap which has oil beneath it; the position of the cap with respect to the piston is determined by an overflow device. The difference between the oil pressure and the gas pressure in the cylinder is constant and is determined by the force which a spring exerts on the cap at the highest position of the cap. The pressure difference is not affected by the inertial forces acting on the piston cap. The gas coming into contact with the rolling part of the diaphragms is much colder than the gas in the other parts of the cylinder. The same principles can be used in designing compressors with more than two cylinders and a different intake pressure.
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A step-and-repeat camera for making photomasks for integrated circuits

F. T. Klostermann

In the current technique for making monolithic integrated circuits a large number of identical electronic circuits, each consisting of a number of circuit elements, are formed upon a silicon wafer perhaps 50 mm in diameter. This technique has only been made possible by the most extensive refinements in mechanical and chemical processing. A particularly important part is played by the photographic step-and-repeat process which has to meet some exceptionally difficult accuracy requirements. The cameras which Philips have developed for this process can produce photomasks with an accuracy of 0.2 μm or better.

Introduction: technology of monolithic integrated circuits

Monolithic integrated circuits consist of very small but complicated structures, with even smaller detail and tolerances, which are formed in a silicon crystal. The desired configurations are obtained by using a refined photographic technique. The basic steps in the process are shown in fig. 1 [1]. A coating of photosensitive lacquer (photoresist) is deposited on a wafer of silicon oxidized at its surface. A microphotographic negative, the photomask, is placed on the wafer and the coating of photoresist is exposed to the light of a mercury lamp. The exposed areas of photoresist are dissolved in a liquid developer (with another type of photoresist it is the unexposed parts which are dissolved). At the places no longer covered by photoresist the layer of SiO₂ can be dissolved in a selective etching bath, and the remaining photoresist is then removed. This photo-etching process is followed by a diffusion process which gives the desired doping to the areas of silicon from which the oxide has been removed by etching; a new layer of SiO₂ is then formed. These processes, from the application of the photoresist to the formation of a new layer of SiO₂, have to be repeated a number of times with different masks and different types of diffusion, as

Fig. 1. Photographic process in the manufacture of integrated circuits.

required for the circuit to be produced. Finally, a "wiring" of deposited aluminium is formed by using similar processes with what is called the aluminium or wiring mask.

In this article we shall not go into the electrical characteristics required of the circuits or the silicon-doping processes involved, but we shall look instead at the mechanics of the photographic process, with particular attention to the manufacture of the photomasks used in this process.

Fig. 2. a) An integrated circuit enlarged about 40 x. b-f) Patterns for the photomasks used to produce circuit (a).

Accuracy requirements for photomasks

The requirements which the photomasks have to meet are determined by three special features of the technique employed:

a) The dimensions of elements in an integrated circuit or in a transistor for high frequencies have to be extremely small (down to 1 \mu m in extreme cases). The patterns on the photomask have to be sharp enough to give accurate and reliable copying of details of this size on the photoresist on the silicon wafer (fig. 1b).

b) In the succession of processes that are applied in making an integrated circuit, windows have to be made at each step in newly formed layers of SiO₂. These windows should match each other very closely, often with tolerances of not more than say \pm 0.5 \mu m. Fig. 2 shows a circuit together with the set of photomask patterns (in this case five) which were used successively in making it.

c) A large number of circuits are formed simultaneously on a single silicon wafer. Each of the photomasks therefore has to be made up from a large number of regularly spaced identical patterns; there are 100 to 10 000 patterns on a mask. Fig. 3 shows a multiple photomask of this type for one of the mask patterns shown in fig. 2 (the wiring mask). Each of the multiple photomasks in a set has to be copied in contact with the coating of photoresist on the
silicon wafer in such a way that all the successive patterns register with each other over the entire surface within the \( \pm \frac{1}{2} \mu \text{m} \) tolerance. This is only possible if the mask patterns are very accurately located in the same way in each of the photomasks. In placing the successive photomasks on the silicon wafer, errors in positioning are unavoidable and also contribute to the final error in registration. The error in the position of any one pattern in the multiple mask must therefore be only part of the total tolerance, say \( \pm \frac{1}{2} \mu \text{m} \). This should be compared with the size of the complete mask, which is 50 000 \( \mu \text{m} \).

Limitations imposed by image quality

The degree of sharpness of the pattern which can be achieved in the microphotographic negative is limited by aberrations and diffraction in the optical image, by light scattering during exposure, and by chemical diffusion during the development of the photographic plate. If visible light and a very fine-grained silver-
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Fig. 3. Multiple photomask, enlarged 3\( \times \), of the pattern shown in fig. 2f ("aluminium" mask used to apply the wiring).
Halide plate (Lippmann plate) are used, lines 1 µm wide can be obtained with just sufficient sharpness.

Ultra-violet light has the advantage that it suffers less diffraction than visible light. The Rayleigh scattering of light in Lippmann plates, however, increases with decreasing wavelength and with blue or ultra-violet light less sharp photographic negatives are obtained than with green light [8]. If the pattern is obtained with ultra-violet light directed at a non-scatter or reduced-scatter photographic material (such as a photoresist coating [3] or PD material [4]), lines of width less than 1 µm can be obtained which are sharp enough for practical application. In this case the limit is probably somewhere near 0.5 µm.

Much sharper images can be obtained with the aid of electron optics. Experiments using electron beam techniques have yielded particularly good results [5]. For example, conductor patterns have been produced whose line width was less than 0.1 µm. A limitation with electron beam techniques is that details in a negative which are too fine to be obtained with light optics cannot — for this very reason — be reproduced satisfactorily in the light-optical copying process mentioned above (fig. 1b). This makes it necessary to work without a negative and to expose each silicon wafer using the electron-optical equipment. The method is consequently very expensive, especially since the image field in which very good image quality is obtained is no larger than a few square millimetres, so that each silicon wafer has to be exposed in a great many places in turn. However, this method has other advantages besides the improved sharpness of image, so that further developments along these lines seem likely.

Making masks photographically by the step-and-repeat technique

One of the fundamental problems of the technology we have described is that of making the multiple photomasks to the required accuracy. In one ingenious method a pinhole array camera with a large number of uniformly spaced holes is used, giving a reduced image of the same mask pattern behind each hole [6]. Unfortunately, the image quality which can be obtained is not good enough. In the “fly’s-eye” camera proposed by IBM each hole is replaced by a simple moulded plastic lens. The image quality achieved by this means is acceptable for certain applications [7].

However, the most important and almost universally employed method of producing photomasks is the step-and-repeat technique. With this technique the multiple photomask is obtained by optically recording the mask pattern not simultaneously but successively, on a reduced scale, at a number of positions on a photographic plate. The chief advantage of this method is that the “step-and-repeat camera” used for this process can be provided with a very good optical system whose image field has been matched to the size of the mask patterns. Achieving the very high register accuracy which is required for the multiple photomasks of a set now depends on the accuracy of the displacement system of the step-and-repeat camera.

Before discussing this matter in further detail let us briefly mention some important features of the step-and-repeat technique [8].

To begin with, mask patterns are usually prepared at a scale of say 200:1, with the aid of a numerically controlled drawing-machine [9]. These patterns are then reduced in two stages: the first reduction, which could typically be 10×, provides the object plates for the step-and-repeat camera, and the second reduction, of 20×, is carried out by the step-and-repeat camera itself [10]. In this second reduction, the plates used are of the silver-halide type used in microphotography, like the Kodak High Resolution plate. The plate can be exposed “in motion” in the step-and-repeat camera by using a xenon flash lamp; the photographic plate moves uniformly in its own plane and the flash lamp is fired whenever a position is reached at which an image of the pattern must appear. This position is determined by means of a measuring system. The duration of the flash from the lamp can be so short (e.g. 10 µs) that the movement causes no loss of sharpness at quite practical rates of advance of the photographic plate (e.g. 1 mm/s).

The operation of a step-and-repeat camera with “in motion” exposure is shown schematically in fig. 4. The carriage S carrying the photographic plate moves uniformly on a slideway and this permits a row of very accurately located patterns to be obtained relatively easily and quickly. The starting point of each successive row has to be set each time (manually or by servo) by displacing a second carriage which carries the projection system and moves at right angles to S.
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Fig. 4. Step-and-repeat camera with “in motion” exposure for generating a multiple photomask. M object plate with a mask pattern, positioned in a projection system with xenon flash lamp X, condenser lens C and objective O. The photographic plate F is on a carriage S which moves at uniform speed. The measuring system using a grating R determines the distance covered and gives this information to the control and supply circuit U which fires the flash lamp at the correct instants. The projection system is placed on a second carriage, similar to S and moving at right angles to S, whose displacement is determined with a second measuring system.
To increase the production capacity a multiple step-and-repeat camera (a “multi-barrel camera”) is generally employed. The principle shown diagrammatically in fig. 4 remains unchanged and no drastic modifications need be made to the slide systems, the measuring system or the control circuit. A number of projection systems — six, for example — rigidly fastened to each other, and with their flash lamps fired by the same pulse, are placed side by side on one carriage and six photographic plates are fitted to the other, which moves at right angles to the first (fig. 5). Six different object plates, each showing one of the mask patterns required for a set of photomasks, are inserted in the projection systems. In this way all the photomasks required for an integrated circuit (usually not more than six to ten) can be prepared in one or two runs.

With the multi-barrel camera, it is essential that both simultaneously and successively made photomasks should match each other exactly. The most critical factors here are:

a) The accuracy of the slide systems.

b) The accuracy of the measuring system.

c) The positioning of the object plates.

d) The maintenance of focus and the correct reduction factors.

e) Temperature control.

An equipment that satisfies current (and even more stringent) requirements in all these respects has been developed in our Laboratories: under the least favourable conditions of use it gives a total error from all these sources which is no greater than ± 0.2 µm. The various critical factors will be considered in the discussion of the equipment which follows.

The Philips step-and-repeat camera

The slide systems

The ultimate accuracy of the photomasks depends to a very large extent on the slide systems of the step-and-repeat camera. The two most important requirements which the slide systems must satisfy are that the random lateral deviations (perpendicular to the direction of travel) must be extremely small and that rotation about the optical axes of the camera must be kept to an absolute minimum. Lateral deviations give rise to errors in photomasks which are made successively. Rotation of the carriages about the optical axes causes errors in photomasks that are made simultaneously by the different projection systems. If the distance between the optical axes is d and there is a rotation of Δα, relative errors of dΔα are introduced.

A slide system with hydrostatic bearings which is ideally suited for the step-and-repeat technique has been developed (for other purposes) in these Laboratories by De Gast [11]. The design of a slide system of this
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Fig. 5. Multiple step-and-repeat camera with “in motion” exposure. Two rows of three photographic plates are mounted on carriage S, each plate being exposed by its own projection system. The two rows of three projection systems are themselves mounted on a second carriage which moves at right angles to S.
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[10] More direct methods for the first step have been developed and further development is expected: in these methods the object plates for the step-and-repeat camera are obtained directly by numerically controlled exposure of the photographic plate. See for example: H. Freitag, Generating IC masks automatically, Electronics 40, No. 18, 88-92, 1967.

See also an article on a precision lathe, to appear shortly in this journal.
The hydrostatic bearings are situated at $H_1$, $H_2$ and $H_3$. Oil delivered under high pressure (20 to 40 bars) by an external pump system passes first through hydraulic restrictors, with resistances $R_a$ and $R_b$, and then through the restrictors $R_{a'}$ and $R_{b'}$ formed by the narrow bearing gap (about 30 $\mu$m). This gives pressures between $R_a$ and $R_{a'}$, and also between $R_b$ and $R_{b'}$, which depend on the ratio of these resistances. A downward force on the carriage causes the gap height and hence also the intermediate pressures to change, so that a new equilibrium can be found. The slide systems designed by De Gast differ from other systems with hydrostatic bearings in that the high hydrostatic forces (approximately $10^4$ newtons) are very evenly balanced. When a carriage moves, changes occur in the forces acting on the slideway. Small unavoidable asymmetries in the elastic deformation of the slideway then adversely affect the accuracy of travel. In our case however such forces are balanced, and because of this there is hardly any elastic deformation even with a carriage and slideway of relatively light construction.

The slideway for each of the two slide systems consists of three steel bars fastened to a 160 mm thick granite (diabase) slab with retaining bolts (fig. 6). The granite slab is flat to within 3 $\mu$m over the whole of its upper surface (400 x 600 mm). The design shown has been chosen because it enables the tendency of the carriage to rotate about the optical axes (the z-axis in fig. 6) to be effectively suppressed. In fact, any rotation about the z-axis would be caused by the guide surfaces of the bearings $H_1$, i.e. the opposing surfaces of bars $B_2$ and $B_3$. The average deviation of these surfaces from the straight is measured while the bars are being mounted.

Fig. 6. Schematic diagram of the slide system. The carriage is shown in grey; it moves at right angles to the plane of the drawing. G granite baseplate; $B_1$, $B_2$ and $B_3$ steel bars. D retaining bolts; $H_1$, $H_2$ and $H_3$ hydrostatic bearings. Oil is pumped in at $P$; oil at high pressure is shown in red, oil at low pressure in blue (intermediate pressure in green). $R_a$ and $R_b$ restrictors; $R_{a'}$ and $R_{b'}$ bearing gaps.

Any deviations measured can then be corrected by making small elastic deformations in the bars $B_2$ and $B_3$ and the corrected arrangement is made permanent with the aid of the retaining bolts.

The reproducibility of the paths traced out by these carriages was found by measuring the capacitance between a small metal disc mounted on the moving carriage and a fixed metal bar that had been very accurately lapped. A typical result is shown in fig. 7. The lateral deviations of the carriage do not exceed $\pm 0.03$ $\mu$m.

The rotation of a carriage about the z-axis while it moved horizontally was measured with the aid of a photometric autocollimator telescope (measuring
Fig. 7. Trace showing lateral deviations from the correct path of a carriage with hydrostatic bearings. The carriage has been moved 100 mm and back. The deviations are smaller than ± 0.03 mm.

accuracy 0.05 of a second of arc). A typical result is shown in fig. 8. The rotation about the z-axis for a travel of 50 mm does not exceed \( \Delta z = \pm 0.1" = \pm 5 \times 10^{-7} \) rad. This has to be substituted in the formula \( d/\Delta z \) for the resultant error. The distance required between adjacent optical axes of a multiple step-and-repeat camera depends chiefly on the size of the photomasks required. We have chosen 60 mm for this distance in one case and 80 mm in others. The largest distance, \( d \), in our system is therefore 160 mm.

The magnitude of the worst-case error introduced by the rotation of both carriages is therefore:

\[
\Delta x = \pm 2 \times 16 \times 10^4 \times 5 \times 10^{-7} = \pm 0.16 \mu m.
\]

Fig. 9 shows the slide system for the six-barrel step-and-repeat camera before mounting. The carriage on which the six photographic plates are mounted can be seen at the front; the carriage at the back carries the holder for the six projection systems and moves at right angles to the first carriage. The two slide systems are mounted independently of each other on the granite slab. The dimensions of the clamping surface of each slideway are 200 x 180 mm. The photograph in fig. 10 shows the complete equipment, i.e. the actual step-and-repeat camera, and the ancillary electronic equipment which controls the movements of the carriages, the firing of the flash lamps, etc.

The measuring system

Indirect methods of measuring carriage travel, such as the combination of an angle-measuring system and a lead-screw, are much used in engineering workshops. However, the indirect methods are not very suitable in our case, since such methods are barely capable of the high linear measuring accuracy required. For the accuracy that we require, a direct measurement of dis-
placement, by optical means, is by far the most suitable. Two such systems have been developed in these Laboratories by De Lang and others; both systems can be considered for the step-and-repeat camera. One is a grating measurement system, and the other a laser-interferometer system. Of the two, the former depends on the barometric pressure, and it introduces a measuring unit that is basically foreign to the metric system. The small systematic errors that can occur with a measuring grating (perhaps ± 0.2 \( \mu \)m) are no disadvantage in our case where we are chiefly concerned with the relative registration of the photomasks.

Fig. 10. The complete six-barrel step-and-repeat camera. The panels on the right contain the electronic control and supply circuits, the reducing valves for pressurizing the air bearings, and other accessories.

For a detailed description of the grating measurement system, which is being used with very good results in our step-and-repeat camera, the reader is referred to the publication already noted under \([12]\). A detail which should be mentioned here is that measurement with this system makes use of a mirror vibrating at a frequency \( f \). When the system is used dynamically, as when flash lamps are fired during the uniform movement of the carriage, the frequency \( f \) and the velocity \( v \) of the carriage together impose a limit on the repetition appears more suitable for the step-and-repeat technique because the thermal expansion coefficient of the measuring grating can be matched to that of the glass photographic plate by appropriate choice of the material of the grating. The actual temperature level of the step-and-repeat camera is then far less critical, which is quite the reverse of the situation with a laser interferometer, whose thermal expansion coefficient is some 10 times smaller than that of most types of glass. Moreover, measurement with a laser interferometer
accuracy that can be obtained by the measurement. This is because the uncertainty $\Delta t$ of the instant of firing is $\pm 1/2f$, and the uncertainty in the location of the images is therefore $\Delta x = \Delta t \times v = \pm v/2f$. With $v = 1 \text{ mm/s}$ and $f = 4 \text{ kHz}$, we obtain $\Delta x = \pm 1/8 \mu \text{m}$.

Fig. 11 is a close-up view of the measuring head and measuring grating assemblies in the six-barrel step-and-repeat camera. The measuring heads, which are firmly fixed to the granite base plate, read off the gratings from below.

**Fig. 11.** The measuring system. The measuring head and the grating on the left are for the carriage on which the photographic plates are mounted; the measuring head and grating on the right are for the carriage carrying the projection systems.

### Positioning of the object plates

The patterns $a_1, b_1, c_1 \ldots$ of a set of multiple photomasks can only yield accurately registering prints if they all make the same angle with the directions of travel in the step-and-repeat process. This condition can be satisfied by positioning the object plates for patterns $a_1, b_1, c_1 \ldots$ in the projection system very accurately to the same angle. Sometimes a pattern $a_1, b_1, c_1 \ldots$ has to be left out at certain positions on the photomask, and another pattern $a_2, b_2, c_2 \ldots$ has to be put in at these positions (for example for putting in special test components). If this is the case a second condition is added: the object plates for patterns $a_1, b_1, c_1 \ldots$ and $a_2, b_2, c_2 \ldots$ must also be positioned very accurately to the same coordinates.

This positioning adjustment can be performed by the following simple and reliable method. Each object plate has two optical fiducial marks and the top plate of the projection column (the housing of the projection systems) on which the object plates have to be successively placed, has "enclosing" lines which fit round the marks (fig. 12). The two marks are $25 \text{ mm}$ apart. A double microscope with a magnification of $30 \times$ enables both marks to be observed simultaneously (fig. 13). Firmly attached to the microscope is an $x$-$y$-$z$ micromanipulator which can be used to move the object plate so that the marks fit between the enclosing lines. The combined adjustment microscope and micromanipulator can be positioned over each of the projection systems by means of a subsidiary slide system and held there temporarily by pistons powered with compressed air.

The positioning of a black line centrally between two black enclosing lines is in fact checked visually by comparing the light intensity of the strips left between

---

112 Both systems will shortly be described in this journal.
the lines; the eye can detect an extremely small asymmetry between the two intensities. With a suitable configuration of the enclosing lines\(^{13}\) it is possible in this way to detect a deviation as small as \(\Delta x = \Delta y = \pm 0.3 \mu m\) when the magnification is only 30x. A setting accuracy of \(\pm 1 \mu m\) is easily and quickly ensured with the micromanipulator.

One of the reasons why this method is so reliable is that the accuracy of the subsidiary slide system does not affect the result.

Fig. 13. The adjustment microscope with the \(x\)-\(y\)-\(z\) micromanipulator to the right of it.

**Focusing and reduction factor**

Each of the six optical systems of a step-and-repeat camera has to project an image of its object plate on each of the successive desired positions of the appropriate photographic plate. In this operation the optical system must remain accurately focused on the surface of that plate. Any defocusing affects not only the sharpness but also the size of the image.

Contrary to what might be expected, the effect on image size is in some cases more serious than the loss of sharpness. This should be clear from the following estimate of the tolerances of the two effects. To obtain good image quality in microphotography a fairly large numerical aperture value \(N\) is necessary, e.g. \(N = 0.2\) to 0.4. The depth of focus, given by \(\Delta b = \pm 0.6 \lambda / N^2\), and hence the amount of defocusing allowed if adequate image sharpness is to be retained, is consequently very small. Using the above values for \(N\) and a wavelength of \(\lambda = 0.5 \mu m\) we find \((\Delta b)_{\text{max}} = \pm 8\) to 2 \(\mu m\). On the other hand, a variation \(\Delta b\) in the image distance \(b\) causes an image point at a distance \(r\) from the optical axis to be shifted by \(\Delta r\), and this variation of the image size means that projected images will be out of register. As a first approximation \(\Delta r/r = \Delta b/b\). (More correctly, \(b\) should be replaced by the distance between image plane and exit pupil.) In the optical systems used in practice \(b/r_{\text{max}}\) often has a value between 10 and 20. If we assume \(\Delta r\), the tolerance on \(r\), to be \(1/8\) or \(1/4\) \(\mu m\), we see that in some (in fact important) cases the defocusing \(\Delta b\) allowed giving the maximum allowable change in image size will only be about \(\pm 2 \mu m\). If this requirement is met, the depth-of-focus requirement given above is automatically satisfied.

The most important cause of defocusing is out-of-flatness of the photographic plate. Kodak High Resolution plates are generally used, in the versions known as “selected flat” and “ultra flat” (the “micro flat” version is not very suitable because of the thick glass). Over a length of 25 mm the guaranteed tolerance on flatness is \(\pm 25 \mu m\) for “selected flat” plates and \(\pm 10 \mu m\) for “ultra flat” plates. The length we are concerned with, however, is considerably larger than 25 mm, since the size of the field with mask patterns is about 50 mm in multiple photomasks for integrated circuits. Since other factors besides flatness, e.g. placing the photographic plate against stops, contribute to the total defocusing \(\Delta b\), the tolerance calculated above is far exceeded even with “ultra flat” plates.

This difficulty has been overcome by continuously correcting the image distance \(b\) while the photographic plate is moving, using the local surface of the plate itself as reference level\(^{14}\). We have achieved this in our camera by mounting each objective in diaphragm springs and allowing it to rest on an air bearing over the part of the photographic plate which is to be exposed (fig. 14). With a supply pressure of 2 bars and a nominal gap height of 20 \(\mu m\) in the air bearing, the gap height varies by 1 \(\mu m\) per 0.1 bar change in the supply pressure. The gap height in this case can easily be kept constant within \(\pm 1 \mu m\). This air-bearing focusing arrangement can be seen in fig. 15. The photographic plates have to be brought up to the air bearings from underneath. To load the camera, the plate holder is swung out, loaded with plates, swung under the air bearings in the lowest position and automatically adjusted to the correct height by three compressed-air pistons.

**Temperature control**

The principle of the step-and-repeat camera is that the plate (or group of six plates) is displaced by increments—longitudinal for the continuous movement
and lateral at the start of a row of new patterns — which are accurately established with respect to the axis of the projection system. With the measurement system just described, however, the displacement produced inevitably has to be measured at a certain distance from the optical axes. Due allowance must be made for the possibility that the accuracy of location of subsequent rows of patterns is adversely affected by changes in the distance between the measuring point and the optical axis, or between the measuring point and the photographic plate; see fig. 16. Such changes may occur during a step-and-repeat process, mainly because of thermal expansion. The underframe of the camera, which determines the distance \(v\) between the measuring head and the photographic plates, is largely made of granite; the upper part of the structure, however, which determines the distance \(u\) between the measuring grating and the optical axes, is mainly made of steel and is much more lightly constructed. The thermal expansion of the two parts thus differs greatly and

---


[14] A forerunner of this method is the one proposed by Bovey, for finding the distance by measuring an airflow resistance. See E. Bovey, Pneumatic gauging applied to the focusing of a microscope objective, British Scientific Instrument Research Association, Research Report No. 51, July 1954.
temperature changes during the step-and-repeat process therefore introduce errors.

Because of this situation the temperature of the oil supplied to the hydrostatic bearings is kept constant to within $\pm 0.05 ^\circ C$ and the flow of oil to the bearings is also maintained during temporary halts in the process. The temperature of the air supplied to the air bearings is controlled to within $\pm 0.1 ^\circ C$. To bring the oil and air to the same final temperature the two controlled temperatures have to be set to different values, since the frictional heat developed in the oil restrictions makes the oil about 1 °C warmer, while the Joule-Kelvin effect cools the air in the air-bearing gap by about 0.5 °C.

One factor that helps to give good temperature control is that the camera is in much better thermal contact with the bearing oil than with the air in the room where it is installed — the temperature in this room varies by considerably more than 0.05 °C. Camera warm-up by radiant heat from the operator can be prevented by a simple radiation screen.

To eliminate as far as possible thermal expansion at the measuring head — where errors would have a particularly undesirable effect — the lamps in the measuring heads have been chosen to have a dissipation as small as possible: it is less than 0.1 W per head.

We have measured the temperatures at a number of critical points in one of our step-and-repeat cameras in normal use in a room whose temperature remained constant within $\pm 0.5 ^\circ C$. The temperature variation $\Delta T$ at these points remained within $\pm 0.1 ^\circ C$ during a period of 1 hour. In the overall repetition error the contribution that can be expected from temperature changes is proportional to $\Delta T$; it is also proportional to the distance $w$ (see fig. 16) for photomasks made simultaneously and to the distance $u$ for photomasks made successively. If $w = 80$ mm and $u = 150$ mm, the error contributions are found to be $\pm 0.08 \mu m$ and $\pm 0.15 \mu m$ respectively. This estimate only makes allowance for the contraction or expansion of structural elements. Other types of distortion, such as bending, can also occur but are not particularly significant in our design of camera.

**Overall repetition accuracy**

From the information given above we can draw up the following list of contributions $\Delta x$ to the total repetition error.

a) Slide system.

Lateral reproducibility errors: $\Delta x_1 = \pm 0.03 \mu m$.

Rotation $\pm 0.1$ second of arc; therefore, for a distance of 80 mm between adjacent optical axes: $\Delta x_2 = \pm 0.16 \mu m$.

b) Measuring system (with vibrating-mirror frequency of 4 kHz).

For a carriage speed of 1 mm/s: $\Delta x_3 = \pm 0.12 \mu m$.

c) Thermal expansion.

For photomasks made simultaneously: $\Delta x_4 = \pm 0.08 \mu m$.

For photomasks made successively: $\Delta x_5 = \pm 0.15 \mu m$.

Using these data we can make an estimate of the total expected repetition error from the sum:

$$\Delta x_{tot} = \sqrt{\sum (\Delta x_n)^2}.$$  

For photomasks made simultaneously we thus find:

$$\Delta x_{tot} = \sqrt{\Delta x_1^2 + \Delta x_2^2 + \Delta x_3^2 + \Delta x_4^2} = \pm 0.1 \mu m,$$

and for photomasks made successively:

$$\Delta x_{tot} = \sqrt{\Delta x_1^2 + \Delta x_2^2 + \Delta x_3^2 + \Delta x_5^2} = \pm 0.25 \mu m.$$  

How do these predictions compare with practical experience? The relative repetition error between two photomasks, whether produced simultaneously or successively, can be measured with a comparator arrangement; see fig. 17. The microscope $M_1$ with a fixed cross-wire is aligned on a particular mark in photomask $F_1$ by moving carriage $S$. The micrometer eyepiece $E$ of the second microscope $M_2$ is then adjusted until the cross-wire is aligned on the corresponding mark in photomask $F_2$. Carriage $S$ is now moved a relatively large distance, e.g. 30 mm, and $M_1$ is again aligned on a mark and the adjustable eyepiece of $M_2$ is adjusted on the corresponding mark. The difference between the two readings on the micro-

![Fig. 17. Comparator arrangement for measuring the repetition error between two photomasks $F_1$ and $F_2$. These rest on a carriage $S$. The carriage is moved until a fixed cross-wire in microscope $M_1$ is aligned on a mark on $F_1$, and microscope $M_2$ is set to the corresponding mark on $F_2$ with the adjustable micrometer eyepiece $E$. The carriage is then moved through a large distance and this process is repeated.](image-url)
meter eyepiece gives the relative repetition error for the two photomasks.

The main difficulty in such measurements using a comparator is that of dry friction. To overcome this difficulty, we have designed a special comparator system with hydrostatic bearings. With optimum setting marks and microscopes giving a magnification of 150×, settings can be made with an accuracy of a few hundredths of a micron. We have checked this with ten successive settings of the microscope M1 and the adjustable micrometer eyepiece E; the standard deviation calculated from the readings of E was 0.02 μm.

Using one of our six-barrel cameras we then prepared several sets of six photomasks which were given setting marks, suitable for comparator measurements. We then used the comparator to compare the distances 1-2, 3-4, 1-3, 2-4, 1-4 and 2-3, shown in fig. 18, for the various photomasks. It can be seen that the greatest longitudinal or lateral displacement was 30 mm. The results of the measurement can be summarized as follows. Comparison of two photomasks made simultaneously reveals repetition errors smaller than ± 0.05 μm, while comparison of two made successively (with the same projection system) shows repetition errors smaller than ± 0.15 μm.

It is expected that the design principles adopted in our step-and-repeat camera will ensure that the inaccuracies quoted above will not be exceeded in practice, even after a long period of use. One of the six-barrel step-and-repeat cameras has now been in service for eighteen months. The measurements reported above were made after a year of operation.

Application in integrated circuit technology

Two versions of the step-and-repeat camera have been made. The first has an optical system giving a reduction of 20× and is intended for photomasks for high-frequency transistors and for integrated circuits of relatively small dimensions. Patterns containing details with a width of 1 μm can be obtained in a field of 1.6 mm diameter with this camera. Fig. 19 shows an example of a MOS transistor with a gate 2 μm wide, made with the aid of this camera. A 1 μm wide line is used for this gate in the photomask. By "underetching" the SiO2 film, which is 0.6 μm thick, a line 2 μm wide is obtained.

The other version has an interchangeable optical system giving reduction of 10× or 4× and is used to

![Fig. 18. Measuring points for measurements using the comparator.](image)

![Fig. 19. One of the step-and-repeat cameras described was used in the production of this MOS transistor, which has a 2 μm wide gate. a) The complete transistor, 0.5 x 0.5 mm in size. b) Detail. The grey surfaces are the aluminium tracks and terminal areas.](image)
make photomasks for larger integrated circuits. Lines with widths of 2 and 3 \( \mu \text{m} \) in fields with diameters of 4.3 and 10 mm respectively can be obtained. Fig. 20 shows an example of a larger integrated circuit produced with the aid of this camera.

The development of the step-and-repeat camera described here was made possible by the cooperation of many members of these Laboratories and of the Electronic Components and Materials Division (Elcoma). In particular the contribution made by A. G. Bouwer of the Precision Engineering Group of these Laboratories should be mentioned.

Summary. The photographic process used in the production of integrated circuits requires a set of photomasks that register very accurately with each other. These are made by photographic reduction of mask patterns; in this process 100 to 10,000 single images of the pattern for a circuit, each typically \( 1 \times 1 \text{ mm} \), are formed on one mask for the purposes of quantity production. One method now widely used for making the masks employs a step-and-repeat camera, in a multi-barrel arrangement, for producing several masks simultaneously. The article describes a six-barrel step-and-repeat camera with carriages moving on hydrostatic bearings and a new grating measuring system for controlling their movements. As a result of numerous refinements in the bearings, in the measurement of displacement and in the adjustment of the object plates with the mask patterns and the focusing of the objectives, together with close control of the temperature, the total "repetition error", i.e. the relative error between two masks when one is placed on top of the other (whether produced simultaneously or successively), has been kept down to \( \pm 0.2 \) micron. Various examples are shown.
Data transmission is the name given to the transmission of digital signals in such a form that they can be applied directly to a computer. Now that computers are being more and more widely used, it is becoming much more important to be able to transmit these signals reliably and at high speed. In this article it is shown that where data signals have to be transmitted over ordinary telephone lines, digital circuits have several advantages over conventional circuits containing inductors and capacitors. A survey is given of digital circuits designed for this purpose. The use of such circuits has made it possible to design a data transmitter in the form of an integrated circuit on a chip a few millimetres square.

A significant development of the last few years is the growth of a new branch of computer technology: the combination of computer and telecommunications. To make the most economic use of the computer, it is located at a central point and connected to the more or less distant places where the users are situated. The information to be processed then has to be supplied to the computer, often over a telephone line, and the resultant information is communicated to the user in the same way. The same situation is found where a computer memory store is used as an information processing centre, e.g. for the book-keeping of bank transactions. Connection with the store allows any branch of the bank to have details of the state of customers’ accounts without human intervention, and thus permits demands for payment to be accepted without delay.

In this kind of procedure the information (the data) has to be transmitted in such a way that it can be directly processed by the computer; this is known as data transmission. Existing means of telecommunication would seem to be the most convenient means for this purpose, in particular telegraph and telephone lines. Can these be used directly, without modification for transmitting data signals, i.e. signals consisting of series of binary pulses? Although telegraph systems are capable of handling binary signals, the bandwidth available per telegraph channel is so small that the speed at which the characters can be transmitted is far too low for modern data transmission. In telephone circuits the bandwidth is greater, giving a higher rate of transmission, but in order to use a telephone system for binary pulse trains an extra operation is required. Telephone lines are, after all, designed for speech: only signals at frequencies required for intelligibility are transmitted (ranging from 300 to 3400 Hz). Data signals, however, have a spectrum that also possesses a d.c. component and a number of a.c. components outside this band, including components at very low frequencies. Another difficulty is caused by the fact that carrier telephony systems with many channels are used for long-distance communications. In this case there is usually a small frequency difference between the carrier that is modulated in a channel at the transmitting end and the carrier that is used for demodulation at the receiving end. Because of this there is a small frequency shift in the spectrum of the transmitted signals. This does not matter for speech, where only the spectral distribution of the signals is of importance; for data transmission, however, the shape of the signals is important, since it is determined by the time function. The shift in frequency upsets the harmonic relation between the components of the spectrum, and this may lead to more than the admissible level of distortion.

This distortion could also be aggravated by the fact that the phase characteristic of telephone circuits is strongly curved, particularly at the edges of the transmitted spectrum. If one were to attempt to transmit signals below 300 Hz in a telephone channel, the signals would be severely distorted.

However, it should be possible to avoid these difficulties by applying the extra operation mentioned above. In this operation the signals to be transmitted modulate...
a separate carrier in such a way that the principal components of the modulated signal lie within the frequency band available for telephony. The original signal is then obtained by demodulation with this “data carrier” in the receiver. Now if there is a frequency shift of the spectrum because the signal has arrived via a carrier telephony system, there will also be a shift in the data carrier. If the data carrier used for demodulation in the receiver is given the same frequency shift, which can be done by conventional methods, the demodulated data signal again has the required shape.

Amplitude, frequency or phase modulation may be used. Each of these methods has its advantages and disadvantages for data transmission, but we shall not go into this here.

The essentials of a data system

Fig. 1 shows a block diagram of a conventional data transmitter. The binary elements of the data signal, the "bits", are usually supplied to the transmitter in time intervals controlled by a clock signal, which consists of a series of equally spaced pulses. The frequency of this signal, the clock frequency, is thus equal to the number of bits per second, the bit frequency. Transmission using a clock signal is known as synchronous data transmission. The clock signal can be transmitted in one form or another to the receiver, where it is used for reconstitution of the data signal already demodulated with the appropriate carrier frequency.

The data signal modulates the carrier at the transmitter in a modulator. The carrier signal can be produced by an oscillator. If this is tied to the clock signal, so that a fixed relation exists between the clock frequency and the carrier frequency, the data system is said to be fully synchronized. Instead of using a separate oscillator, the carrier signal can also be derived from the clock signal.

Since the output signal from the transmitter has to remain within the frequency band laid down for telephony, it is necessary to use filters in the transmitter. As indicated in fig. 1, the data signal is usually put through a low-pass filter before being applied to the modulator. After the filtering process, the higher-frequency components in the data signal are no longer present; the signal is then no longer binary. The output signal from the modulator is passed through a band-pass filter to suppress unwanted modulation products. If both sidebands of the modulated signal are transmitted, the design of this filter presents no great problems. In vestigial-sideband modulation however (see below) this band-pass filter also has to nearly suppress one of the sidebands. The design of the filter is then much more difficult.

Fig. 2 shows the block diagram of a conventional receiver for data signals. A band-pass filter is used here at the input to suppress interference outside the required frequency band. After demodulation the signal again goes through a low-pass filter, and the original form of the data signals is then reconstituted with the aid of the clock signal.

Digital circuits

The conventional filters widely used in telephony, made up from inductors and capacitors, can in principle also be used for data transmission. Their use, however, involves particular problems. Besides the attenuation characteristic (attenuation of the signal as a function of frequency) the phase characteristic (phase shift as a function of frequency) now has to be taken into account as well. To transmit the bits correctly it is desirable that the phase shift should be proportional to the frequency, in other words that the phase characteristic should be linear. (In telephony the phase characteristic is not usually important.) This makes it difficult to build conventional filters for data transmission, especially if a sharp cut-off is required at the edge of the frequency band; i.e. if the attenuation characteristic has to have steep sides. There is then no
A new principle of filter design has now been developed which presents new and attractive possibilities. As will be shown, signals in certain frequency bands can be suppressed by means of delay elements. This makes it possible to obtain an attenuation characteristic which has steep sides yet still has a linear phase characteristic. Such filters therefore require no phase correction. These filters are particularly attractive for digital signals, since they can be designed entirely with digital techniques, using bistable circuits (flip-flops) as delay elements. The operation and application of such digital filters \[1\] is one of the subjects of this article.

In conventional telecommunication systems inductors or transformers are usually used in the modulators. In a data transmission system there are some advantages if these are also made up from digital circuits. Some circuits for digital modulators will be dealt with in more detail shortly.

The situation is different for the data receiver. The modulated signal entering the receiver should be considered as an analogue signal rather than a digital signal. The advantages of digital circuits seem less obvious here. In fact, however, there are many advantages in including digital circuits in data receivers, and it seems likely that this will become standard practice in future. This point will be dealt with at the end of the article.

The rapid increase in the use of digital circuits is partly due to the advances made in the microminiaturization of electronic circuits. Digital circuits require a fairly large number of elements, and it has now proved possible to design these circuits so as to use only transistors and resistors — components that lend themselves well to monolithic construction in an integrated circuit. This greatly reduces the disadvantage of using a large number of elements, and later on in this article we shall discuss a data transmitter incorporated in a crystal chip a few millimetres square.

Another feature of digital circuits that makes their use for data transmission attractive is their great versatility. We mean by this that an existing system can often be combined with other units to allow operation at other transmission rates, and that other features such as the attenuation characteristic of a filter can easily be modified. In conventional techniques this usually requires an entirely new circuit design.

Transmission rate and bandwidth

The binary elements of a data signal can be transmitted at a rate which increases with the bandwidth of the transmission path. At a bandwidth of $B$ hertz it is theoretically possible to transmit $2B$ binary elements per second. Many of the data systems in use today are still a long way from this theoretical limit, since the amplitude and phase characteristics of the transmission path also have an effect on the transmission rate. For example, a non-linear phase characteristic can cause distortion which increases with the transmission rate. Moreover, the permissible rate depends on the form in which the modulated signal is transmitted. The theoretical limit mentioned above of $2B$ elements per second is based on the assumption that only one of the sidebands of the modulated signal is transmitted. Often, however, both sidebands are transmitted, and this reduces the permissible rate by a factor of 2. It is difficult to suppress one of the sidebands completely. Since the data signals contain components at very low frequencies, signal components arise in the modulation process which have frequencies very close to the carrier frequency. It is therefore no easy matter to make a filter that can clearly separate the two-sidebands. A middle way can be taken by using vestigial-sideband modulation.

\[1\] See P. Leuthold, Filternetzwerke mit digitalen Schieberegistern, Philips Res. Repts. Suppl. 1967, No. 5, also published in Mitteilungen aus dem Institut für Hochfrequenztechnik an der Eidgenössischen Technischen Hochschule in Zürich published by Prof. Dr. F. E. Borgnis, 1967, No. 1.
tion, in which one of the sidebands is only partly suppressed [3].

In the foregoing we have been concerned with a carrier which is modulated by a binary signal, that is to say the carrier can be in two distinct "states". (This may relate to the amplitude, the frequency or the phase, depending on the method of modulation used.) It has been found, however, that an even greater rate can be reached by modulating in such a way that more than two states of the carrier are used. With a "quaternary" system, for instance, using four different carrier states, the transmission rate can be doubled. A method of modulating the carrier in such a way consists in starting from a data signal which is digital, but not binary, and thus contains elements with different amplitudes. (Quaternary modulation methods do also exist, however, which start from a binary data signal.)

A disadvantage of this method of increasing the transmission rate is that it makes the system more sensitive to noise and other interference. Moreover, it imposes even stricter requirements on the amplitude and phase characteristics of the transmission path.

Filters based on delay elements

We have mentioned above that signal components at certain frequencies can be suppressed by using a delay network. This can be seen as follows.

If an input signal $u_1$ of frequency $\omega$ is given a delay $\tau$ and this delayed signal is added to the original one (fig. 3), we may write the expression for the output signal as:

$$u_2 = u_1 \{1 + \exp(-j\omega \tau)\} = 2u_1 \cos \frac{1}{2} \omega \tau \exp(-\frac{1}{2}j\omega \tau).$$

The amplitude of $u_2$ thus varies with frequency as a cosine function. At the frequencies where $\cos \frac{1}{2} \omega \tau = 0$ we have $u_2 = 0$. There is also a phase shift between $u_2$ and $u_1$, which is equal to $\frac{1}{2} \omega \tau$, i.e. proportional to the frequency.

A filter may be obtained by using a large number of these delay elements. Fig. 4 shows a series arrangement of $2n$ elements, each of which gives a delay $\tau$. The output signals of the elements are added in a particular series of ratios, which are expressed by the introduction of weighting factors $C_k (-n \leq k \leq n)$, which operate on the signals before addition. If the input signal is again $u_1$, then the output signal obtained in this way is:

$$u_0 = u_1 \sum_{k=-n}^{+n} C_k \exp\{-j\omega(n + k)\\}. \quad (2)$$

If the delay network is symmetrical, in other words if $C_k = C_{-k}$, then we can write (2) in the form:

$$u_0 = u_1 \left[C_0 + 2 \sum_{k=1}^{n} C_k \cos k\omega \tau \right] \exp(-j\omega \tau). \quad (3)$$

The phase shift between $u_1$ and $u_2$ is $\omega \tau$, which is thus again proportional to the frequency. The phase characteristic is therefore linear. The amplitude characteristic is:

$$A(\omega) = C_0 + 2 \sum_{k=1}^{n} C_k \cos k\omega \tau. \quad (4)$$

The form of this characteristic can thus be influenced by the choice of the weighting factors. The best approximation to a specified shape for the amplitude characteristic $A(\omega)$ is obtained when the weighting factors satisfy the equation:

$$C_k = \frac{\tau}{2\pi} \int_{-n\tau}^{n\tau} A(\omega) \cos k\omega \tau \, d\omega. \quad (5)$$

With the weighting factors chosen in this way the shape of the function $A(\omega)$ is usually only matched exactly for $n = \infty$, i.e. for an infinitely large number.
of delay elements. In practice sufficient elements are chosen to give the required degree of approximation.

From equations (3) and (4) we see that the delay networks under consideration, with our symmetry condition $C_k = C_{-k}$, are able to provide all the amplitude characteristics that can be represented by a Fourier series containing cosine terms only. This implies that $A$ is an even periodic function of $\omega$. An amplitude characteristic of this nature is shown in fig. 5. Its period $f_r$ is equal to $1/r$. The value of $r$ is usually taken at the smallest that will give an adequate approximation to $A(\omega)$ with the chosen number of elements. The frequency $f_r$ then becomes so high that it is easy to limit the passband to one of the bands indicated in fig. 5.

This characteristic can be represented by a Fourier series containing cosine terms only. The repetition period $f_r$ of the passbands is equal to $1/r$ (where $r$ is the delay time of the elements); the cut-off frequency of the first passband is denoted by $f_0$. If the first passband only is required, the others can be suppressed by means of a simple filter.

A linear phase characteristic can also be obtained by choosing the weighting factors such that $C_k = -C_{-k}$. It follows from (2) that in this case the amplitude characteristic consists of a series with sine terms only. Assuming for simplicity that the number of delay elements is infinitely large, the characteristic is given by:

$$A(\omega) = 2 \sum_{k=1}^{\infty} C_k \sin k\omega r.$$  \hspace{1cm} (6)

This is obtained exactly with weighting factors $C_k$ given by:

$$C_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\omega) \sin k\omega r \, d\omega.$$  \hspace{1cm} (7)

In this case it also follows from equation (2) that besides a component proportional to the frequency the phase shift between input and output contains a constant component equal to 90°. This can be utilized for producing signals with single-sideband modulation [3].

Filters made on this principle are known as "transversal filters" [4]. They have not been widely applied because it is difficult to make low-loss delay elements for analogue signals from inductors and capacitors. Another difficulty is that such filters are rather large since they require a large number of delay elements.

Digital filters

Both of the above difficulties disappear if filters exclusively for digital signals are to be designed. The delay elements can then be bistable circuits (flip-flops). These are connected in series and in effect form a shift register (see fig. 6). The bistable circuits are switched from one state to the other by control pulses, causing the signal to travel through the shift register. The frequency of these pulses should be higher than the clock frequency of the data signal, and is preferably an integral multiple of the clock frequency. The clock signals can for [3] One of the sidebands can be completely suppressed, to double the transmission rate, if a special code is applied to the data signal, thus suppressing the components in the modulated signal that are close to the carrier. This is described in: P. J. van Gerwen, On the generation and application of pseudoternary codes in pulse transmission, Philips Res. Repts. 20, 469-494, 1965.


example be obtained by frequency division from the oscillator supplying the control pulses. Conversely, the control pulses can be derived by frequency multiplication from the clock signal, or the control-pulse oscillator can be synchronized with a higher harmonic of the clock signal.

The weighting factors for the output signals of the bistable circuits are obtained with a resistance network consisting of resistors $R_n \ldots R_0$ and $r$. The voltage across $r$ is then proportional to the sum of these signals. Since a bistable circuit can deliver two output signals in opposite phase, the weighting factor may be positive or negative as desired. The output signal does of course contain components whose frequencies are close to those of the control pulse and their higher harmonics. These can be suppressed by connecting a capacitor across $r$.

Fig. 7 shows the attenuation characteristic of a filter of this kind which has 24 bistable circuits. The frequency $f_R$ has been taken as $10f_0$. The dashed line represents the characteristic that would be obtained with an infinite number of elements.

It is important to note that the weighting factors, and hence the shape of the amplitude characteristic of the filter, are determined by the relative values of the resistors. This kind of filter (except for the capacitor) therefore lends itself very readily to integrated circuit techniques, since the relative values of the resistors in an integrated circuit can be fixed much more accurately than their absolute values.

Since a digital filter with a shift register is far easier to make than a filter containing a large number of delay elements for analogue signals, digital filters have also been used for analogue signals in some cases. In this case the analogue signal is first converted into a digital signal in an analogue-to-digital converter. (This can be done by using pulse-code modulation or delta modulation.) The filter is then followed by a decoder. Filters built in this way are known as analogue code filters.

**Digital modulators**

The design of a digital modulator is based on the use of a carrier in binary form, i.e. a "square wave"; its repetition frequency should be an integral multiple of half the clock frequency of the data signal. The data signal also has to be supplied to the modulator in binary form. (It is therefore not possible to use a low-pass filter as in fig. 1.) With a carrier of this form, it is fairly easy to design digital modulators for amplitude modulation and also for frequency and phase modulation, as we shall now show.

Amplitude modulation can be obtained by means of an AND gate with two inputs. If we apply to these inputs two different binary signals $A$ and $B$, whose instantaneous values can be referred to as 1 and 0 respectively, we obtain at the output a signal $U$ which has the value 1 if both $A$ and $B$ have this value. If $A = 0$ or $B = 0$ (or $A = B = 0$), then $U = 0$. In Boolean algebra this function is expressed as $A \cdot B$.

Fig. 8 shows the form of a binary data signal $A$ with a "binary carrier" $B$ whose frequency (the fundamental frequency, in analogue terms) is twice the clock frequency of $A$. The carrier again occurs in the output signal $U = AB$, but now modulated in amplitude by the data signal. Since the carrier is not sinusoidal, the modulation products of its higher harmonics are also obtained. As a rule these lie far outside the available frequency band and can therefore be suppressed with a simple filter. The output signal $U$ also contains the data signal itself, and since the waveforms of $A$ and $B$ never cross the zero line, $U$ also contains a d.c. term. The data signal lies in the frequency band of the modulated signal to be transmitted, and is therefore in effect a distortion of the modulated signal. It can easily be eliminated, however, by subtracting the data signal at half-amplitude from the output signal of the AND gate (fig. 9). This also has the result of removing the d.c. term from the output signal $U$. As can be seen from fig. 9, the signal thus obtained is no longer binary but ternary (with three levels). Such a signal can no longer be directly processed in a digital filter with bistable circuits, since these can only handle binary signals.

To obtain frequency modulation with a digital circuit
it is necessary to have two digital carriers at different frequencies. (These can be obtained by frequency multiplication or by frequency division using a single oscillator.) The circuit must now work in such a way that either the one or the other carrier is transmitted, depending on whether the data signal has the value 1 or 0. An example of such a circuit is shown in fig. 10. It is built up from two AND gates, an OR gate and a NOT gate. The data signal is applied to the input $A$ and the two carriers to the inputs $B_1$ and $B_2$. The frequency of $B_1$ here is twice that of $B_2$. The NOT gate delivers the inverted data signal $\bar{A}$. The output signal is now written as $A \cdot B_1 + \bar{A} \cdot B_2$ in Boolean algebra. This signal, together with its various component parts, is also shown in fig. 10. It is a digital signal whose frequency changes whenever the data signal switches from the value 0 to 1 or vice versa.

A digital phase modulator can be obtained by using a circuit known as a "modulo-2 adder". This circuit, also referred to as an exclusive OR gate, delivers an output signal at the value 1 when the input signals are unequal. The output signal is 0 when the input signals are equal (0 or 1). This relation between the input signals $A$ and $B$ and the output signal $U$ is represented by the equation:

$$U = A \cdot \bar{B} + \bar{A} \cdot B.$$

In fig. 11 this signal is shown together with its component parts. As long as the data signal $A$ is zero, $U$ is equal to the carrier; if $A$ has the value 1, then $U$ is equal
Fig. 11. Exclusive OR gate. A data signal, B carrier. In the output signal U the carrier is modulated in phase with the data signal.

to the inverted carrier. This is in fact phase modulation.

With binary signals a simple relation exists between phase modulation and amplitude modulation. If the inverted carrier is added to a phase-modulated digital signal the result is an amplitude-modulated signal. Fig. 12 shows the signal U from fig. 11, together with the inverted carrier B and their sum U'. We see that the latter (ternary) signal is in fact amplitude-modulated by the data signal A of fig. 11.

The modulators discussed above differ from the ones normally used in radio engineering and in other branches of electronics in another respect besides the digital techniques. In ordinary modulators the carrier frequency is generally much higher than the frequency of the modulating signal. The result is a signal whose spectrum is symmetrical with respect to the carrier wave. In data transmission, however, a carrier of say 1800 Hz is modulated with a data signal with a clock frequency of for example 1200 Hz. (The clock frequency and the carrier frequency may even be identical.) Since the data signal is digital, it contains higher harmonics, and in this case their frequencies are higher than the carrier frequency. If the carrier frequency is an integral multiple of half the bit frequency, the spectrum of the modulated signal will be asymmetrical. This is illustrated in fig. 13, which shows the spectrum of a data signal, consisting of periodic pulses (fig. 13a), and the spectrum that results when phase modulation is applied with a carrier frequency equal to the clock frequency of the data signal (fig. 13b). This latter spectrum consists of groups of components near to the carrier and near to its odd harmonics. The asymmetry is particularly evident near the carrier.

A data system is generally designed in such a way that only the spectral region surrounding the carrier is transmitted, while the other components are suppressed by a filter. The original objective that we mentioned at the beginning of the article, bringing the
spectrum inside the telephony band, has thus been achieved.

The asymmetry in the spectrum of the transmitted signal can cause interference effects. It may give rise to crosstalk between the bits of the data signal, resulting in a smaller permissible interference margin during the reconstitution of the signal in the receiver. We shall just note here that when the carrier frequency is an integral multiple of half the clock frequency the asymmetry in the spectrum can be removed by means of a band-pass filter that passes the modulated signal (see fig. 1). If this filter is given an asymmetrical attenuation characteristic, a symmetrical spectrum can again be obtained. The shape of the attenuation characteristic of a digital filter can be influenced, as we have seen, by the choice of the resistors that determine the weighting factors (fig. 6).

A data transmitter as an integrated circuit

Since digital circuits, which contain no inductors and only a single capacitor, can now be used both for modulators and for filters, it is possible to build a data transmitter almost entirely in the form of an integrated circuit. Fig. 14 shows the block diagram of a vestigial-sideband transmitter which, as an integrated circuit, measures only 2.7 x 2.1 mm. Fig. 15 is a much enlarged diagram of the same circuit, providing a clear view of the layout of the electronic components.
picture of this monolithic circuit, which includes 203 transistors and 172 resistors. The transmitter comprises a modulator for phase modulation, a filter containing twelve bistable circuits, and two frequency dividers (step-down ratio 1:2) which derive the clock signal and the carrier from the control pulses of the filter. Bistable circuits with an exceptionally low power consumption are used [4], giving a total power consumption of only 120 mW. The control pulses come from an oscillator which is not included in the circuit. If the frequency of this oscillator is 9.6 kHz, a data signal can be transmitted at a rate of 2400 bits per second. The carrier frequency is then equal to the bit frequency, and the spectrum of the modulated output signal lies within the range from 600 to 3000 Hz. This transmitter can however also be used for a much higher transmission rate (a channel with a larger bandwidth is then required). If the oscillator frequency is increased by a factor of 20, the transmission rate and the carrier frequency are increased by the same factor. This means that the transmission rate is then 48 000 bits per second. The spectrum of the modulated signal then ranges from 12 to 60 kHz.

The versatility of the transmitter is also demonstrated by the relative ease with which it can be altered from amplitude modulation to phase modulation. We have already shown how this can be done by simply adding the inverted carrier to the phase-modulated signal (fig. 12). The result is a ternary signal, and we have seen that the spectrum of this signal cannot be limited with a digital filter made up from bistable circuits: What can be done, however, is to pass the phase-modulated (binary) signal through the filter before adding the inverted carrier to it.

Another block diagram (fig. 16) demonstrates further ways of increasing the versatility of a transmitter (at least, in so far as no limitations are set by the unit to be integrated). The clock pulses and the carrier in this case are derived from the oscillator that delivers the control pulses for the shift register, by means of three frequency dividers, one of which has a fixed step-down ratio of 2. (The carrier frequency is thus always an integral multiple of half the clock frequency.) By suitably choosing the other step-down ratios, m and k, the transmitter can be made to operate at different transmission rates with the oscillator frequency kept fixed. For example, with the same oscillator frequency, clock signals can be obtained at frequencies of 600, 1200 or 2400 bits/s, and there are various possibilities for the carrier frequency. With an oscillator frequency of say 28.8 kHz, and with m = 8 and k = 3, we obtain a clock signal of 1200 bits/s and a carrier frequency of 1800 Hz.

The transmitter of fig. 16 also allows a signal to be transmitted with vestigial-sideband modulation or with double-sideband modulation. For this purpose the shift register is provided with two resistance networks, which can be connected in by two switches S1 and S2. In one of these networks the resistors have values which allow the lower sideband to be transmitted, and in the other they are chosen to allow the upper sideband to be transmitted. If both switches are closed, both sidebands are transmitted. Fig. 17 shows the corresponding attenuation characteristics, measured at a carrier frequency of 1800 Hz and a clock signal of 1200 bits/s. Finally, fig. 18 shows some of the corresponding signals: the data signal, the modulated signal (with phase modulation), the output signal from the filter and the same signal after suppression of frequency-components in the higher passbands.

![Fig. 16. Block diagram of a more versatile data transmitter. The switches S1 and S2 allow either the upper sideband, the lower sideband or both sidebands to be transmitted. The appropriate choice of the step-down ratios m and k gives a fairly wide margin of freedom in the choice of the clock frequency and the carrier frequency.](image)
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Fig. 17. Attenuation characteristics that can be obtained with the circuit of fig. 16 with a carrier frequency of 1800 Hz and a clock frequency of 1200 bits/s. When switch S1 is closed, the lower sideband is transmitted and the upper sideband is strongly attenuated; when S2 is closed the filter transmits the upper sideband. When both switches are closed, both sidebands are transmitted.

Digital circuits in data receivers

As we noted earlier, the signals reaching a data receiver via a telephone line are no longer binary (or ternary, etc.) because of the bandwidth limitation and the possibility of a frequency shift. For this reason conventional receivers generally use analogue circuits. However, the rapid advances in integrated-circuit techniques present new possibilities here as well. This applies particularly to the filters transmitting the signal before and after the demodulator (see fig. 2). A difficulty arises with the analogue code filters mentioned earlier, in which the analogue signal is fed to a digital filter through an analogue-digital converter and the output signal of this filter passes through a decoder. In order to obtain a sufficient accuracy in encoding the analogue signal digitally a fairly high frequency has to be used for the control pulses of the shift registers. This high frequency necessitates the use of a large number of shift register elements. However, when integrated circuits are used, this is no longer a real difficulty, and it therefore seems likely that the use of analogue code filters in data receivers will in due course become an economic proposition. Since digital circuits are already being used for other receiver functions, in particular for reconstituting the data signal, both data receivers and data transmitters will then consist almost entirely of digital circuits.

Summary. The circuits used in conventional data transmission systems are very similar to those used in other branches of electronics: filters, modulators, etc., which are mainly made up from inductors and capacitors. Since data signals consist of series of binary pulses, however, many of the circuit functions can be performed by digital circuits, which are easily made as integrated circuits. Digital filters can be made by using shift registers, and logic circuits such as AND, OR and NOT gates can be used as digital modulators. In this way it was possible to make a complete data transmitter in integrated form on a crystal chip measuring 2.7 x 2.1 mm. A particular feature of the circuits is their great versatility, since various characteristics of the data transmitter can be easily modified. Wider use of digital circuits in data receivers is also to be expected.

Stoichiometry

W. Albers and C. Haas

I. Existence region

II. Point defects and the control of their concentrations

III. The determination of existence regions

The initial outcome of the historic dispute on the composition of chemical compounds (Dalton 1766-1844; Berthollet 1748-1822; Proust 1754-1826; etc.) was that the composition of compounds is constant, with simple ratios between the numbers of the constituent atoms. Although thermodynamics later showed that, strictly speaking, the composition of every compound can vary inside a certain region (the existence region), the simple concept of the exact stoichiometric composition has lasted well. Modern research and experimental methods have provided deeper insight into the composition of compounds.

Many physical properties vary markedly with composition within the existence region. These include properties like colour, diffusion, electrical conductivity, thermoelectric e.m.f., Hall effect, photoconductivity, luminescence, magnetic susceptibility, laser action, etc. The marked variability of these properties — particularly in semiconductors and insulators — within an often extremely narrow existence region has caught the attention of industry, and as a result various interesting technical applications have been developed in the last twenty years.

The article which starts below discusses questions concerned with stoichiometry and the existence region. In the first part, it is shown that all compounds have an existence region; the second part will deal in greater detail with the related point defects in the crystal lattice and with the way in which their concentrations can be controlled; and the last part will discuss the determination of existence regions.

I. Existence region

It appears from ordinary chemical analysis that compounds that are poor electrical conductors (insulators, semiconductors) can be assigned an exact proportionality formula, in which the relative numbers of the constituent atoms are given by ratios between integral numbers, usually quite simple ones. This formula is known as the stoichiometric composition. Compounds belonging to this group include all the liquid and solid organic compounds and some of the liquid and solid inorganic compounds. In addition it has been found that the group of metallic inorganic compounds and alloys do not have an exact stoichiometric composition, but are often stable over a wide range of compositions, in other words they have a wide existence region.

More exact experiments demonstrate, however, that the compounds that are insulators or semiconductors also possess an existence region, although it is only a very narrow one. From thermodynamic considerations it can be shown that all compounds have an existence region. Theoretically there is no difference between the two groups. This means that in any compound, say $A_pB_q$, a certain quantity of native atoms or molecules can be randomly dissolved (at least when $T > 0 \, ^\circ\mathrm{K}$, see below). For crystalline substances, this means that at $T > 0 \, ^\circ\mathrm{K}$ there is always a fraction of the constituent atoms in disorder. This has very important consequences, which are also of significance in technical applications. Many physical properties are based on this solubility; they have their origin in the native point of the document.
defects, and may thus vary strongly with the composition inside the existence region. Because of this it is in many cases impossible to characterize the chemically pure compound by one specific value of a given property, such as the value of the electrical resistivity. However, it is possible to indicate the minimum and maximum values at a given temperature.

It is of great importance to know the physical potentialities of a substance. In the last ten years many investigators have for this reason attempted to determine the maximum solubilities of the constituent components as a function of temperature, paying particular attention to compounds with very narrow existence regions. Determining the limits of existence regions, narrow and broad, is the subject of the third part of this article; the manner in which the concentrations of point defects and charge carriers can be controlled inside the existence region — thus controlling many properties of the substance — is the subject of the second part. We shall now start with a few fundamental equations.

**Phase equilibria**

At a given temperature \( T \) and pressure \( P \) the chemical equilibria in a closed system will be such that the Gibbs free energy (sometimes called the free enthalpy) \( G \) is at a minimum, so that:

\[
(\delta G)_{P,T} = 0.
\]  

(1)

Two situations may arise here. The atoms may form a single homogeneous body or may form into a number of homogeneous regions (solid, liquid and gaseous) which represent different states with, as a rule, different compositions. These different states, which are in equilibrium with each other and are in contact with each other at an interface, are called the phases of the system. A distinction between different phases has no significance unless these phases can coexist.

If two bodies are in equilibrium with one another, their temperatures are equal and also their pressures, since bodies in equilibrium exert equal and opposite forces on each other through the interface. The system can be made to undergo a small change by changing the temperature by \( dT \), by changing the pressure by \( dP \) and also by the addition of a small quantity \( dn \) of a substance. The change in the Gibbs free energy is then:

\[
dG = -Sn dT + V dP + \mu dn,
\]

(2)

where \( S \) is the entropy, \( V \) the volume, \( T \) the absolute temperature and \( \mu \) the chemical potential of the substance.

If the substance contains atoms or groups of atoms of a dissimilar kind \( i \), they can be added separately, so that equation (2) can be generalized to:

\[
dG = -S dT + V dP + \sum_i \mu(i) dn(i),
\]

(3)

where \( \mu(i) \) is the chemical potential of the atoms \( i \). After integration at constant \( P \) and \( T \) we find from equation (3):

\[
G = \sum_i \mu(i) n(i).
\]

(4)

From equation (1) a number of other equilibrium equations can be derived. The atoms \( i \) may occur in different states, for example in two states indicated by I and II. If the closed system in equilibrium containing states I and II is taken as the sum of two open sub-systems I and II (between which there can be exchange of material), with Gibbs free energies \( G_I \) and \( G_{II} \), then for the transfer of a fraction \( dn \) from I to II we have from equations (1) and (3):

\[
dG_{tot} = \delta G_I + \delta G_{II} = (\mu(i_I) - \mu(i_{II})) dn,
\]

from which it follows that:

\[
\mu(i_I) = \mu(i_{II}).
\]

(5)

(\( \delta \) means that all the other variables remain constant during the variation.) In equilibrium the chemical potentials of component \( i \) in states I and II are thus the same.

For a two-phase equilibrium in a binary system A-B we may therefore write:

\[
\mu(A_{phase 1}) = \mu(A_{phase 2}),
\]

(6)

\[
\mu(B_{phase 1}) = \mu(B_{phase 2}).
\]

(7)

Different states may also occur within one phase. In a crystal of an element A most atoms will be situated at lattice sites (\( A_{lat} \), state I), but a small fraction will not (\( A_{f} \), state II, see below). In equilibrium, therefore, from equation (5):

\[
\mu(A_{lat}) = \mu(A_{f}).
\]

(8)

An atom may also occur in a number of different states in liquid and gaseous phase. For example, in a gas in equilibrium an A atom may be bound to another A atom (state I) and in addition there may be free A atoms (state II), so that \( \mu(A_{lat}) = \mu(A_{f}) \). Two atoms \( A_{II} \) are added to sub-system II with the simultaneous removal of two atoms \( A_{I} \) from sub-system I, which is equivalent to removing an \( A_2 \) molecule, we can write:

\[
\mu(A_2) = 2 \mu(A).
\]

(9)

In the same way in a gaseous equilibrium:

\[
\mu(AB) = \mu(A) + \mu(B).
\]

(10)

---

when A and B occur both bound to each other and free. In equations (9) and (10) \( \mu(A_2) \) and \( \mu(AB) \) are again defined as the change of \( G \) due to the separate addition of \( A_2 \) and \( AB \), respectively. Equations (9) and (10) also apply to liquids in which there is dissociation and to solid compounds with dissolved native atoms (native disorder), since the derivation is a general one, based on the sole premise that in equilibrium atoms in different states are present side by side. For a solid substance with the stoichiometric formula \( A_pB_q \) and dissolved native atoms \(*A\) and \(*B\) we can thus write:

\[
\mu(A_pB_q) = p \mu(*A) + q \mu(*B).
\]

Every compound has an existence region

To find the stable range of concentrations in a multi-component system with the aid of equation (1) it is necessary to know \( G \) as a function of the composition. In a binary mixture A-B the composition may be given by the fraction

\[
x = \frac{n(B)}{n(A) + n(B)}.
\]

From equation (4) it follows that:

\[
G = (1 - x) \mu(A) + x \mu(B).
\]

For the special case of no interaction between the B atoms it may be deduced that:

\[
\mu(B) = \mu^0(B) + RT \ln x,
\]

with

\[
\mu^0(B) = H(B) - TS(B),
\]

where \( x \) is expressed as the atomic fraction, and \( H \) and \( S \) are respectively the enthalpy and the entropy per gramme-atom of the appropriate element. Varying \( G \) at constant \( P \) and \( T \) it follows from equations (4) and (3) that:

\[
\Sigma n(i) \partial \mu(i)/\partial x = 0 \quad \text{.} \quad \text{(14)}
\]

(the Gibbs-Duhem relation), which, with the aid of equations (12) and (13), gives \( \delta \mu(A)/\delta x = -RT/(1 - x) \), so that:

\[
\mu(A) = \mu^0(A) + RT \ln (1 - x),
\]

with

\[
\mu^0(A) = H(A) - TS(A).
\]

Solutions for which equations (13) and (15) apply over the whole range of concentrations are referred to as ideal solutions. Substituting equations (13) and (15) into (12) we then find the Gibbs free energy of the ideal mixture:

\[
G = \frac{(H(A) - TS(A))(1 - x) + (H(B) - TS(B))x + RT[(1 - x) \ln (1 - x) + x \ln x]}{m},
\]

consisting of a part \( l \) which is linear in \( x \) and of a logarithmic part \( m \), called the mixing term (see fig. 1). This mixing term is negative, has a minimum value \(-RT \ln 2 \) at \( x = \frac{1}{2} \) and, since \( \partial m/\partial x = -RT \ln \{x/(1 - x)\} \), has the slope \(-\infty \) at \( x = 0 \) and the slope \(+\infty \) at \( x = 1 \). These infinite slopes form the basis of the disorder in all substances at \( T > 0 \) °K.

For non-ideal solutions the term \( l \) in equation (16) is not linear in \( x \). If the particles of the same type attract one another more strongly than the dissimilar particles, the curve of \( l \) against \( x \) will bend upwards (mixing uses up heat; the enthalpy of the system increases), and as a result of this there may be a hump in the \( G-x \) curve (fig. 2). In this case the equilibrium condition (1) leads to separation into two coexisting phases (referred to as disproportionation). The compositions of the two phases (I and II) can be found as follows. From equations (12) and the Gibbs-Duhem relation (14) we have:

\[
\frac{\partial G}{\partial x} = \mu(B) - \mu(A).
\]

Substituting equation (17) into equation (12) gives:

\[
\mu(A) = G - x \left( \frac{\partial G}{\partial x} \right),
\]

\[
\mu(B) = G + (1 - x) \left( \frac{\partial G}{\partial x} \right).
\]
By combining equations (6), (7) and (17) we obtain:

\[
\frac{\partial G}{\partial x} |_{x=x_1} = \frac{\partial G}{\partial x} |_{x=x_2}, \quad \ldots \quad (20)
\]

where \(x_1\) and \(x_2\) are the compositions of the coexisting phases I and II. From equations (18) and (20) it follows that:

\[
(G - x \frac{\partial G}{\partial x}) |_{x=x_1} = (G - x \frac{\partial G}{\partial x}) |_{x=x_2}, \quad \ldots \quad (21)
\]

From equations (20) and (21) it follows that \(x_1\) and \(x_2\) can be found by constructing a tangent, such as uv in fig. 2.

Between \(x_1\) and \(x_2\) the vertical distance between the \(G-x\) curve and the tangent uv gives the difference in Gibbs free energy between the mixed and the disproportionated system. The \(G-x\) curve between the deflection points \(r\) and \(s\), with compositions \(x_3\) and \(x_4\), is shown dashed to indicate that in this region the mixed system A-B is unstable because local disproportionation on a microscopic scale causes a decrease in Gibbs free energy (see thin line between \(r\) and \(s\)). Consequently, once a disproportionation has occurred, no matter how small it may be, it will persist. In the regions \(x_1-x_3\) and \(x_4-x_2\) the system is metastable, since in this case a small disproportionation may disappear (see thin line between \(r\) and \(r\)). In these concentration regions the mixed system can thus exist for a shorter or a longer time, e.g. upon freezing-in.

At \(T = 0\ \degree K\) the mixing term \(m\) in equation (16) vanishes, so that there is disproportionation into pure \(A\) and \(B\). At the same time \(A\) and \(B\) are built up in an entirely regular fashion. There is thus no \(*A\) present with \(A_{\infty}\) (equation 8), since owing to the presence of randomly dissolved \(*A\), the entropy in that case would contain a mixing term of finite value, whereas the Nernst heat theorem requires that \(S = 0\) at \(T = 0\ \degree K\). The mixing term does however make a contribution for \(T > 0\ \degree K\), causing an infinite slope in the \(G-x\) curve at \(x = 0\) and \(x = 1\), which is always greater than the (finite) increase due to \(l\). As a result there is disproportionation into an A-rich phase in which \(B\) is dissolved: \(A(B)\), and a B-rich phase in which \(A\) is dissolved: \(B(A)\). It therefore follows from this that for \(T > 0\ \degree K\) every substance is soluble to some extent in every other. This is always true, for both ideal and non-ideal solutions, since equations (13) and (15) are generally valid for small values of \(x\).

In figs. 1 and 2 the same \(G-x\) curve describes both \(A(B)\) and \(B(A)\), which is only possible if they have the same symmetry \([2]\). Generally speaking, coexisting phases in the solid state will have different symmetry. The conclusions just drawn, however, remain valid. Suppose that at a given pressure \(P\) and temperature \(T\) the phase \(A\) is stable in a crystal structure with space group I, and phase \(B\) is stable in a structure with space group II, so that \(G(A_i) < G(A_{ii})\) and \(G(B_i) < G(B_{ii})\). Let us consider, for example, with reference to fig. 3, the case where \(A\) and \(B\) mix ideally in the same space
Fig. 4. G-x curves for a system A-B where the compound AB is stable, (a) at \( T = 0 \, ^\circ\text{K} \), (b) at higher temperature. The dashed lines are again the \( l \) terms; the chain-dotted lines indicate the stoichiometric composition of AB; \( \Delta G(AB) \) is the Gibbs free energy of the formation of AB per gramme-atom.

Fig. 5. The width of the existence region depends on the magnitude of the Gibbs free energy \( \Delta G(AB) \) of the formation of AB (shown for a high value of \( \Delta G \) in (b)), on the steepness of the G-x curve of the compound AB (with marked curvature shown in (a) and (b)), and on the G-x curves of the adjacent phases A and B (with smaller curvature drawn in (d)).

\[ A(B) + AB(A) \]
\[ AB(B) + B(A) \]

Fig. 4 illustrates schematically the relevant parts of the G-x curves for a binary system A-B with immiscibility in the solid state, where one compound is stable, the one with the stoichiometric composition AB. Fig. 4a shows the curves for \( T = 0 \, ^\circ\text{K} \), and fig. 4b the curves for \( T > 0 \, ^\circ\text{K} \). \( \Delta G(AB) \) is the Gibbs free energy of the formation of AB per gramme-atom.
energy of the formation of AB per gramme-atom.

For \( x < \frac{1}{2} \), A dissolves in AB, and for \( x > \frac{1}{2} \), B dissolves in AB. This corresponds to the occurrence of a sudden change in slope in the \( G-x \) curve at \( x = \frac{1}{2} \), \( T = 0 \, ^\circ \text{K} \). For \( T > 0 \, ^\circ \text{K} \) this curve appears to have a simple minimum at the stoichiometric composition; in other words, \( \frac{\partial^2 G}{\partial x^2} \) is positive in the neighbourhood of the compound AB.

This can be deduced as follows for the compound of stoichiometric composition \( A_{1-\xi}B_\xi \). Suppose that in a particular composition region in the neighbourhood of \( x = \xi \) the mixture contains a large amount of “solvent” with the composition \( A_{1-\xi}B_\xi \) and a small amount of dissolved \(*A\) and \(*B\), i.e. that \( n(*B) \) and \( n(*A) \) are much less than \( n(A_{1-\xi}B_\xi) \). The composition \( x \) is then given by:

\[
x = \frac{\xi n(A_{1-\xi}B_\xi) + n(*B)}{n(A_{1-\xi}B_\xi) + n(*B) + n(*A)}.
\]

If we write \([*B]\) for

\[
\frac{n(*B)}{n(A_{1-\xi}B_\xi) + n(*B) + n(*A)}
\]

and similarly use \([*A]\), we then have:

\[
\mu(A) = \mu^0(*A) + RT \ln[*A],
\]

\[
\mu(B) = \mu^0(*B) + RT \ln[*B].
\]

Combining equations (11), (14) and (17) with (22)-(24) gives the following expression for the curvature of the \( G-x \) curve in the neighbourhood of \( \xi \):

\[
\left( \frac{\partial^2 G}{\partial x^2} \right)_{x=\xi} = \frac{RT}{(1-\xi)[*B] + \xi[*A]},
\]

which is positive for all values of \( x \approx \xi \) (see fig. 4b).

It also follows from equations (11), (23) and (24) that:

\[
\exp \left( \frac{\mu(A_{1-\xi}B_\xi) - (1-\xi)\mu^0(*A) - \xi\mu^0(*B)}{RT} \right) = [\xi][*B] = K.
\]

Here the disorder equilibrium constant \( K \) is to a good approximation independent of the concentration because \( \mu(A_{1-\xi}B_\xi) \) varies very little when the small concentrations \([*A]\) and \([*B]\) vary. At \( x = \xi \) we have \( \xi[*A] = (1-\xi)[*B] \), which, with equation (26) substituted into equation (25), gives:

\[
\left( \frac{\partial^2 G}{\partial x^2} \right)_{x=\xi} = \frac{RT}{K\xi^2 + (1-\xi)^2}.
\]

At the stoichiometric composition \( x = \xi \) the curvature of the \( G-x \) curve increases as the degree of disorder decreases. Equation (26) shows that \( K \) goes to zero when \( T \) approaches 0 \, ^\circ \text{K} \). The curvature of the \( G-x \) curve at the stoichiometric composition (equation 27) thus increases with decreasing \( T \) and is infinite at the absolute zero point (fig. 4a). At absolute zero a compound therefore has an exact stoichiometric composition. At temperatures above absolute zero a compound has an existence region.

The width of the existence region

The following factors determine the width of the existence region (see fig. 5). The existence region \( \Delta x \) is wide when:

1) The curvature of the curve \( G(AB) \) is small. This is the case, as has just been shown, when the disorder equilibrium constant \( K \) is large, that is to say when the native disorder is large (see figs. 5a and 5c).

2) The Gibbs free energy \( \Delta G(AB) \) of the formation of AB is high — cf. figs. 5a and 5b (in general terms, when the free energy of formation of the compound is high compared with that of the neighbouring phases). Fig. 6 shows the extreme case where \( \Delta G(AB) < 0 \), and yet the compound AB is nevertheless metastable.

3) The mutual solubility energy of A in B and of B in A is high — cf. figs. 5c and 5d (in general terms, when the solubility energy of A in the B-rich adjacent phase and that of B in the A-rich adjacent phase are high).

It is evident from the foregoing that, depending on the system, the width \( \Delta x \) of an existence region at temperatures above 0 \, ^\circ \text{K} \) can have all values between 0 and 1. This has been confirmed experimentally.

Fig. 6. The \( G-x \) curves for the special case where \( \Delta G(AB) \) is negative yet the compound AB is nevertheless metastable.
Examples are to be seen in Table I, where the order of magnitude of \(\Delta x\) is given, increasing from left to right, going from insulators and semiconductors to metallic alloys or compounds.

Table I. Order of magnitude of the existence region \(\Delta x\) of some binary compounds and alloys (1), indicated in atomic fractions.

<table>
<thead>
<tr>
<th>Element</th>
<th>(\Delta x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdTe</td>
<td>10^{-5}</td>
</tr>
<tr>
<td>PbS</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>SnS</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>PbTe</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>MnTe</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>Cr3S4</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>SnTe</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>MnSb</td>
<td>10^{-1}</td>
</tr>
<tr>
<td>CuAu</td>
<td>1</td>
</tr>
</tbody>
</table>

The fact that insulators and semiconductors usually have a narrow existence region and metallic compounds a wide one will be discussed in more detail in part III.

**General form of the existence region (cross-section)**

The phase diagram shown in fig. 7 illustrates schematically the general shape of the existence region of AB at a given pressure \(P\) between \(T = 0^{\circ}K\) and the congruent melting point \(T_{congr}\), for the binary system A-B with one solid compound AB, a miscibility gap in the solid phase and complete mixing in the liquid phase. This \(T\)-x cross-section at constant pressure of the three-dimensional \(P-T-x\) figure can be constructed from a series of \(G-x\) curves for the solid phases A, AB and B (see fig. 4), and the \(G-x\) curves of the liquid phase (liq), at a given pressure and at a series of different temperatures. The compound AB is stable at the given pressure \(P\) between the temperatures \(T = 0^{\circ}K\) and \(T = T_{congr}\). Between these temperatures the width of the existence region \(\Delta x\) has a finite value. At \(T = 0^{\circ}K\) the width of the existence region is zero (equation (27) and fig. 4a) and the compound is exactly stoichiometric

(1) The data given in the table were obtained from the following publications:
- for MnTe: J. van den Boomgaard, to be published shortly in Philips Res. Repts.;
- for Cr3S4: F. Jellinek, Acta cryst. 10, 620, 1957;

Fig. 7. Cross-section at constant pressure of the three-dimensional \(P-T-x\) phase diagram of a binary system A-B in which a stable compound AB is present, there is a miscibility gap in the solid phase and the liquid phase is fully miscible. \(T_{el}\) and \(T_{es}\) are eutectic temperatures, and \(T_{congr}\) is the congruent melting point.

and completely ordered (Nernst heat theorem). The width \(\Delta x\) is also zero at \(T_{congr}\), but here the native disorder is at a maximum (eq. 26). The boundary of the existence region is a continuous line, except at the eutectic temperatures \(T_{el}\) and \(T_{es}\). Owing to the asymmetry of the \(G-x\) curves (fig. 4) the existence region is asymmetric with respect to the stoichiometric composition and, except at \(T = 0^{\circ}K\), it may even lie completely outside it. Because of this, congruent melting also occurs outside the stoichiometric composition, while the exactly stoichiometric AB has a melting range at temperatures below \(T_{congr}\).

The above properties of the existence region follow from general thermodynamic considerations. They therefore apply to all organic and inorganic liquid and solid phases.

**Summary.** This article, the first of a series of three, gives a rather detailed discussion of some of the questions concerned with stoichiometry and the existence region of compounds. It is shown that each compound has an existence region of a certain width at \(T > 0^{\circ}K\), and a general indication is given of the factors determining the width of the existence region and its general form.
Crystal growth and chemical synthesis under hydrothermal conditions

A. Rabenau and H. Rau

Nuggets of gold have recently been grown in the laboratory for the first time. They are grown under conditions which are believed to reproduce those that occur in nature, and the process has provided deeper knowledge of the way in which gold deposits are formed under natural conditions. This is in fact an offshoot of a study, made at the Philips Aachen laboratory, of crystal growth and chemical synthesis under hydrothermal conditions. Such processes can be used to prepare a great diversity of materials of importance in solid-state physics.

The hydrothermal method of crystal growth and chemical synthesis is modelled on nature. In many parts of the world, deposits of minerals that under normal conditions are insoluble in water have been formed in the presence of water at high temperature and under high pressure.

In geology and mineralogy a distinction is made between hydrothermal and pneumatolytic conditions: the first are found below the critical temperature and the second above it. Apart from the fact that there is a gen-
eral lack of data on the critical point, the solubility near this point seems to show no discontinuity. In the laboratory hydrothermal conditions are therefore taken to refer to an aqueous environment above 100 °C and above atmospheric pressure. In the past most of the attempts to reproduce the hydrothermal process of mineral formation were made by mineralogists and geologists. They enclosed the materials in a reaction vessel (an autoclave), which was heated to the required temperature and in which the pressure depended on the extent to which it was filled.

During the second world war the problem became highly topical because of the need for oscillator crystals, particularly in Germany and the United States. Crystals of the low-temperature modification of quartz were required, and these had to be prepared hydrothermally since the demand far exceeded the supply of natural crystals. Since that time an increasing amount of work has been done on the hydrothermal growth of crystals, and the number of materials that have been made in this way is already over a hundred. The hydrothermal method is no longer the exclusive property of mineralogists and geologists, but has now found its way into solid-state physics. The merits of the method account for this very readily: crystals can be grown hydrothermally in the laboratory to standards of purity and perfection that are seldom matched in nature. The substitution of related elements (isomorphous substitution) enables homologous compounds to be obtained, and it is even possible to synthesize new compounds that have no natural analogues.

Conversely, the experience gained in solid-state research had yielded an explanation for a problem that has long puzzled geologists, the problem of how gold deposits are formed in nature. At the end of this article we shall deal with this point in more detail.

The conventional method [1]

The special aspects of the hydrothermal method stem directly from the physico-chemical properties of the solvent water at the applied temperature and pressure. Fig. 1 shows the \( p-T \) diagram of pure water, with the filling factor (degree of fill) of the autoclave as parameter. Since the filling factor is defined as the ratio of the volume of liquid and reaction vessel (at 20 °C) it is also correlated with the "total density" (above the critical point this is the density of the fluid state). With the hydrothermal method the filling factor is usually between 50 and 80 %, and the pressure between 200 and 3000 bars. Under these conditions the value of the dielectric constant is between 10 and 20, which means that water under hydrothermal conditions is still to be regarded as a polar solvent. Another very important point is that the ion product of water (i.e. the product of the concentration of the \( H^+ \) and \( OH^- \) ions into which the water has partly dissociated) increases with rising temperature and density, and at 600 °C and 2000 bars it is about \( 10^5 \) times greater than at room temperature. These conditions therefore give rise to hydrolytic reactions.

Many substances that are not soluble in water at room temperature and atmospheric pressure will show increased solubility under these conditions. Often, however, the solubility may still not be sufficiently high: for crystal growth and synthesis it should not in practice be less than about 1 %. The usual procedure is therefore to make the environment alkaline by adding \( NaOH \) or \( Na_2CO_3 \), which causes many substances to dissolve sufficiently by the formation of complex ions.

![Fig. 1](image.png)

The solution equilibrium is in general temperature-dependent. This dependence is made use of by placing the material in a temperature gradient, so that it is transported from places with a high solubility to places with a low solubility [2]. This results in the growth of relatively large crystals. Moreover, a seed crystal can be placed in the low solubility region, as in growing of quartz crystals (fig. 2).

As a result of the low viscosity of the hydrothermal solution and of the strong convection due to the temperature gradient the dissolved substance is transported rapidly and consequently the reaction and growth rate are generally high with this method.
HYDROTHERMAL CRYSTAL GROWTH AND SYNTHESIS

Fig. 2. Autoclave for growing quartz crystals in an alkaline solvent (1-molar NaOH). With a pressure of about 1500 bars and a temperature gradient of 400–380 °C, material is transported from the mother liquor 1 to the seed crystal 2. 3 frame to which the seed crystal is fixed. 4 grown crystal. The cap is provided with a safety device. (After A. C. Walker and E. Buehler, Ind. Engng. Chem. 42, 1369, 1950.)

The autoclave must be made of a special type of steel to withstand the high temperature and pressure to which it is subjected. To protect it from the corrosive action of alkaline solutions the steel often has to be coated with noble metals such as gold, silver or platinum.

For preliminary investigations on small quantities of material it has been found that sealed gold capsules can be used (fig. 3). In the equipment illustrated here a pressure intensifier is used to provide an external counter-pressure on the capsules, which would otherwise burst as a result of the internal pressure.

The relatively high cost of the equipment and the complicated procedure limit the usefulness of the method, however elegant it may be. We shall now describe a method developed at the Philips Aachen laboratory which does not have these disadvantages.

Crystal growth and chemical synthesis in an acid solvent

The conventional hydrothermal method has another disadvantage which we have not yet mentioned. It is very suitable for oxidic compounds, in particular quartz and silicates, but not very suitable for metallic compounds of sulphur, selenium and tellurium, which are of particular interest in modern solid-state research. This is rather odd, since there are many natural examples of sulphide ores formed under hydrothermal conditions. These include sulphides which are among the less soluble compounds. The usual method of increasing the solubility by working in an alkaline solution does not — apart from a few chalcogenides of zinc and cadmium — lead to the desired result since hydrolysis takes place. An attempt to use solutions containing large quantities of sulphur as solutions of alkali polysulphides, thiosulphates, etc., in the hope of forming sulphide complexes, was equally unsuccessful. Quite apart from the practical difficulties in these experiments, due to the highly corrosive action of such solutions, the results were disappointing.

A direct incentive to look for other methods arose in the Philips Aachen laboratory when it became necessary to grow crystals of the mineral CuS. We then investigated whether concentrated hydrohalic acids (HCl, HBr, etc.) could be used as solvents. There

Fig. 4. Equipment for the hydrothermal method developed in the Philips Aachen laboratory, using hydrohalic acids as solvent. The sealed quartz ampoule 1 (see also fig. 5) is filled with the material to be converted and the solvent. A calculated quantity of solid CO$_2$ is added to the remaining volume 2 of the autoclave to build up a pressure high enough to prevent the ampoule from being exploded by the internal pressure. 3 Screw cap. 4 Sealing cone with hole for thermocouple.

Fig. 5. Quartz-glass ampoule in which crystals of Au$_2$Te$_2$ together with gold have been grown. This result was obtained by bringing together gold and tellurium in equal numbers of gramme-atoms in 10-molar H$_2$S at a temperature of 450°C and then allowing it to cool for 10 days to 150°C. (Actual scale.)

were two reasons for this: the tendency of sulphides to dissolve in acids with the formation of H$_2$S, and further the tendency of heavy metals to form complexes with halogen ions. The first tendency can be understood from the fact that an increase in the hydrogen-ion concentration gives a decrease in the activity of the sulphide ions. (With reasonably soluble sulphides gaseous H$_2$S may in fact be liberated, but this does not matter since the materials are part of a closed system and continue to take part in the equilibrium.)

These investigations have considerably widened the potential applications of the hydrothermal method. Moreover, the technique of the method in its new form is so much simpler that it can quite easily be employed in small laboratories [3].

An important point is the effect of the acid solution on quartz glass. At temperatures up to 500°C and pressures up to 3000 bars quartz glass is virtually unaffected, even in the presence of free halogen, sulphur, selenium, etc. This means that the experiments can be carried out in sealed ampoules of quartz glass [4]. These ampoules can withstand exceptionally high external pressures and consequently the danger of explosion due to the (generally unknown) internal pressure developed during the heating can be ruled out by simply ensuring that the ampoules are subjected to a sufficiently high external pressure say 2500 bars at the working temperature. However great the internal pressure then becomes, provided it remains lower than the external pressure the ampoules will not explode.

Some further details of our method can be seen in figs. 4 and 5. A quartz-glass ampoule with a diameter of about 15 mm is filled up to between 50 and 70% with one of the hydrohalic acids. (These values are determined empirically.) The acid is frozen with the aid of liquid air, and the substances to be transformed are then introduced into the ampoules. Next, the ampoule is evacuated, sealed and placed in the autoclave. An autoclave for the temperatures and pressures quoted above can be made of low-alloy steels of the type DIN 24CrMoV55 (0.45 Mn; 1.35 Cr; 0.55 Mo; 0.20 V), which can be machined by conventional methods. The volume in the autoclave after deducting the volume taken up by the ampoule is then measured, and as much solid CO$_2$ is added as is needed to obtain a sufficiently high external pressure at the reaction temperature. The required quantity of solid CO$_2$ is cut from...
a bar of suitable diameter. The autoclave is then sealed by means of a screw cap and placed in an electric furnace. As in the conventional method, a temperature gradient is produced, causing material to be transported in a direction — from cold to hot or vice versa — that depends on the sign of the reaction enthalpy.

The upper left-hand sample in fig. 6 (crystal 1) is a CuS crystal, grown in 9-molar HBr. This crystal was grown at a relatively low temperature, namely below the peritectic temperature of 508 °C, because CuS would melt at this temperature and decompose. For the homologous CuSe we had to keep the temperature below 379 °C for the same reason. In view of the relatively low temperature required, any other method of growing these crystals would be barely feasible.

The CuS compound is a metallic conductor and becomes superconducting below 1.67 °K; CuS is also noted as the mineral with the greatest optical dispersion ever observed.

Applications

We shall now present a selection from the many kinds of crystal that have been grown by the new method (fig. 6). These include materials which have never previously been synthesized. The selection is also intended to give an idea of the wide variety of properties shown by the crystals.
We have just touched upon one of the important advantages of the method, the possible establishment of subsolidus equilibria because of the relatively low temperature at which crystal growth and synthesis can take place. This also played a part in growing CuI crystals with a cubic zinc-blende structure (2 in fig. 6). This modification is stable only below 369 °C. Above this temperature the modification changes to a hexagonal wurtzite structure, and between 407 °C and the melting point at 605 °C another cubic modification is stable. The solubility of this compound in 2-molar HI is so great and so highly temperature-dependent that in this case crystals can be obtained by the simplest method, i.e. by the cooling of a saturated solution.

Low growth temperatures are also important for PbSe and CdS (3 and 4 in fig. 6). Both can also be grown by other methods, but growth at a relatively low temperature can give crystals of greater perfection.

CuI has attracted some attention because of its optoelectronic properties. PbSe is used in infra-red detectors and CdS in photoelectric cells.

Chalcogen halides

In some experiments with sulphides it was observed that the sulphide itself was not transported but that, at a sufficiently high concentration of the hydrohalic acid, a reaction takes place in which a thiohalide is formed. For example, in 9-molar HBr stibnite, Sb₂S₃, grows in the form of beautiful crystals (6 in fig. 6), but in 10-molar HI, the compound SbSI is formed, in accordance with the equation:

\[ \text{Sb}_2\text{S}_3 + 2 \text{HI} \xrightarrow{\Delta} 2 \text{SbSI} + \text{H}_2\text{S}. \]

In reactions of this type, liquid H₂S has been formed as a separate phase in capsules cooled to room temperature. Similarly Bi₂SBr is formed from Bi₂S₃ (7 in fig. 6). This group of substances, in particular SbSI, has recently been the subject of numerous investigations. SbSI combines ferroelectric with photoconductive properties.

In a similar way γ-Hg₃S₂Cl₂ crystals are formed starting from HgS in concentrated hydrochloric acid. In growing PbS from hydrohalic acids the formation of red crystals has been observed, which upon analysis have been found to be thiohalides of lead. Compounds of this type have been known in the literature for more than a hundred years. They are familiar in particular as the bright red precipitate obtained when acid lead-salt solutions are allowed to react with H₂S. Until recently, however, the chemical composition of these compounds was still uncertain. Owing to their chemical instability it was not possible to isolate them in a pure form. The hydrothermal method has helped to provide the answer here, leading directly to isolated single crystals which can be investigated chemically and by X-ray analysis.

Two lead thiohalides were obtained: Pb₅S₂I₈ (8 in fig. 6) and Pb₅S₂Br₁₀. The red colour of the crystals corresponds to an energy gap of about 2 eV at room temperature. In a recent study of pseudobinary systems that form PbS with PbCl₂, PbBr₂ and PbI₂ it was found that the two lead thiohalides are the only two stable ternary compounds occurring in these systems.

We took this as an indication that our hydrothermal method was especially useful for synthesizing chalcogen halides. We made use of this to investigate whether such compounds exist of the transition elements of the first group of the periodic system: Cu, Ag and Au. Until recently the only compounds of this kind that had been described were the silver compounds Ag₅SI and Ag₅SBr, which have a perovskite-like structure. It is a remarkable thing that no references to the existence of corresponding copper compounds are to be found in the literature. In fact, both the chalcogenides and the halides of copper are stable, and the transport properties of these compounds have been extensively studied. The application of our hydrothermal method resulted in the discovery of both copper and gold compounds (fig. 7). All of the new compounds are located at cuts [7] of the ternary phase diagram that run from the metal halides M₃X₇ to selenium or tellurium. We were able to prove that the copper systems are pseudobinary systems. One might be inclined to deduce...
from the diagram that the copper and gold compounds show a greater resemblance to one another than to the silver compounds. It turned out, however, that the copper and gold compounds differ considerably from each other in physical properties: whereas the copper compounds (fig. 8) are semiconductors or insulators, the bright metallic needles of the gold compounds (fig. 5) exhibit metallic conductivity.

Gold

The hydrothermal method in an acid solution was also found to be suitable for growing crystals of elements. For example, crystals of tellurium (9 in fig. 6) of platinum (11 in fig. 6) and of arsenic (fig. 9) were grown in this way from solutions of HI.

In the following we shall deal more in detail with the growing of gold crystals. This brings us to a problem that has long preoccupied geologists. They have assumed that the greater part of the primary gold strata originated under hydrothermal conditions. In the laboratory, however, as we noted earlier, gold had previously only been used as a material for coating the autoclave to protect it against alkaline corrosion. This indicates that it is unlikely that the gold strata originated under such conditions.

In an earlier stage of our experiments we had already noticed that HI is an excellent solvent for gold. When 10 grammes of gold, in the form of wire or foil, are kept in 10-molar HI at a temperature of 500 °C (with no temperature gradient), then in 10 days a group of gold crystals like the one shown in fig. 10 is formed. If a temperature gradient is applied, for example from 480 to 500 °C, the gold is transported from cold to hot regions, giving crystals like the ones in the title photograph.

In our further investigations we tried to find an answer to the following two questions:
1) Can gold transport of this kind also take place under conditions actually found in nature?
2) Is transport from cold to hot regions a reasonable assumption for these conditions?

The second question is important because all previous discussions and experiments on this subject have started from the assumption that gold is a deposit formed in the course of time from a gradually cooling solution.

It has been found that gold is also transported in solutions containing hydrogen chloride and bromide, provided an oxidizing agent is present, such as free halogen or oxygen. Where the solvent is HI, the free halogen is formed by dissociation from the solvent itself.
A current view of geologists is that natural gold deposits must have been deposited at temperatures between 50 and 550 °C and at pressures up to 2000 bars \(^9\). In natural conditions, weakly acid salt solutions are available as solvent, with rock salt as the main constituent, in concentrations greater than 2-molar. It has been established by experiment that gold is in fact transported in weakly acid 10-molar NaCl solutions. The oxidizing agent in this case was oxygen, added in the form of \(\text{H}_2\text{O}_2\).

We now assume that the transport of gold is based on the following equation:

\[
\text{Au (solid)} + 1.5 \text{Cl}_2 \text{(gas)} + \text{Cl}^- \text{(aq)} \rightleftharpoons \text{AuCl}_4^- \text{(aq)}.
\]

\(\text{AuCl}_4^-\) is a fairly stable complex, and its thermodynamic data are known. These data relate to normal conditions. The values applicable to hydrothermal conditions, obtained by extrapolation, must of course be regarded as a very rough approximation. Fig. 11 shows the result of a calculation based on extrapolated values. At low temperature there is virtually no free halogen present. As the temperature rises, the complex dissociates. In the region in which the concentration of the complex varies strongly as a function of temperature we may expect a transport of gold from cold to hot. Considering the approximation used, the agreement between experiment and calculation may be regarded as satisfactory.

Summary. Problems connected with materials in solid-state research are increasingly being solved with the aid of the hydrothermal method, in which materials are converted in aqueous solutions at temperatures above 100 °C and pressures above atmospheric. This method, originally borrowed from nature permits the crystal growth and chemical synthesis at relatively low temperatures. Substances that are not readily soluble under normal conditions can often be sufficiently dissolved in an alkaline solvent, resulting in the formation of complex ions. Experiments are done by placing the material in a temperature gradient, which causes materials to be transported from places of high solubility to places of low solubility. The method is mainly used for oxidic compounds, quartz and silicates in particular. The expense of the equipment and the complicated procedure is a bar to its wider application. At Philips Aachen laboratories a hydrothermal method has now been developed which uses concentrated hydrohalic acids as solvent. This method requires relatively simple equipment, and it is suitable for crystal growth and synthesis of sulphides, selenides and tellurides, which can rarely be grown in alkaline solutions. The method is particularly suitable for synthesizing halogen halides. It has also been used for growing crystals of elements such as tellurium, arsenic, platinum and gold. Some details are given of the growth of gold crystals in connection with a hypothesis on the origin of natural gold deposits.
Prospecting with neutrons

A. W. Wylie and P. L. Eisler

In recent years, pioneering work in the development of very compact and reliable sealed-off neutron generator tubes has been carried out by Philips Research Laboratories. An interesting application of such neutron tubes is the "logging" of bore holes for the detection of useful minerals. The state of this rapidly developing field is reviewed and current experimentation is described in this article.

General introduction to nuclear methods of bore-hole logging

The principles of gamma spectrometry

The most generally applied method of prospecting for minerals is diamond-core drilling: cores of the layers cut through in the drilling are retrieved and examined in the laboratory. Every year in countries with an active mining industry many thousands of metres of drill holes are sunk in this way to explore the extent of mineral occurrences. In Australia in 1967 the total length of diamond-core drilling exceeded 520,000 metres; in Canada in 1965 the corresponding length amounted to 2,500,000 metres [1].

The cost of core drilling considerably exceeds that of simple percussion drilling. Whereas in Australia the latter costs from 1 to 5 Australian dollars per foot, the former will cost from 7 to 18 dollars per foot, depending on depth, nature of rock and locality. In addition, percussion holes can be put down more speedily. These advantages make it very attractive to replace the time-honoured technique of core drilling by a method based on percussion holes and "logging", which means that a sensing instrument is lowered into the hole to provide data on the nature of the strata cut through. Logging of course will also cause some extra cost but the total operation will remain much cheaper than core drilling.

The problem of collecting sufficient down-hole information to guide the mining technologist is considerable in view of the restricted size of the holes and the nature of the environment. The latter is hostile to the performance of precise physical measurements. Thus the holes are frequently full of water to within a few metres from the surface. Water pressure increases progressively with depth and amounts to about 300 N/cm² (450 lbs./sq. in.) at 300 m. The sensing instrument must be robust enough to withstand both this pressure and the mechanical buffeting received when it is wound up and down rough-walled holes on the end of a cable between a hundred to more than one thousand metres in length. In addition, it must be able to cope with temperatures well above those at the surface.

The procedure adopted and discussed in this article consists in lowering down the drill hole a source of radiation which causes the material of the walls to emit signals (secondary radiation) carrying information picked up by a detector mounted on top of the source. Very penetrating gamma radiation produced in nuclear processes is chosen as the most appropriate carrier of signal information, since softer radiations are largely absorbed by the walls of the logging tool, if not by the water or slurry surrounding it, and therefore are useless for a general analytical method.

To excite gamma rays of sufficient intensity strong irradiation of the rock matrix is essential. Fortunately, compact sources of fast neutrons capable of generating gamma rays in substantial volumes of rock are now available. It is the spectrometry of this gamma radiation, produced by a source of fast neutrons drawn past the various formations, that forms the main basis of element analysis. The fact that different types of available sources will excite different nuclear processes giving rise to various gamma emissions (page 100)

adds to the appeal of the method, since each type of excitation has its own advantages for particular elements and for particular situations.

Although the element analysis achieved will often be less quantitative in the geophysically complicated environment of a bore hole than in the favourable "linear geometry" situation that applies when cores are analysed in the laboratory, compensating advantages are to be expected from the greater volume of rock sampled and from the broad picture of element distribution which can be obtained as the log goes down the drill hole. Direct computer processing of logging data, besides greatly facilitating interpretation of the information gathered, will, moreover, permit its ready storage and rapid comparison with information from other drill holes.

Brief historical survey

For a number of years the oil industry has used nuclear techniques to supplement other methods of logging oil wells. Early work [2] began with counting the mixed radiations from naturally radioactive elements, and with measurements of the intensity of scattered gamma radiation, both of these logs being made essentially to explore the stratigraphy of sedimentary formations [3]. Energy analysis of neutron-induced gamma radiation was not feasible until the invention of suitable detectors and was limited in its early achievement by inferior equipment. By 1958-1963, the radiative capture spectra of H, Si, S, Cl, Ca and Fe generated in various formations by neutrons from a radioactive source were recorded with the progenitors of the modern pulse-height analyser [4]. Resolution in these spectra, however, still fell short of that required for general application of the technique.

The advent, in 1957-1960, of the pulsable 14 MeV neutron generator [5] (fig. 1) improved the prospects for better spectral resolution in gamma spectrometry, as will be discussed below, and in oil-well logging enabled the radiation peaks due to inelastic scattering by C, O and Mg to be detected under bore-hole conditions [6]. But with the single exception of iron, no element heavier than calcium (atomic number 20, atomic weight 40) was reported in these investigations, for the sufficient reason that the "light" elements are the elements most characteristic of the geological structures of interest in oil technology.

The geological situation normally encountered in the mining industry is substantially different and more complex. Instead of an often considerable depth and relatively uniform composition of sedimentary limestones and sandstones for example, very variable lithology may be encountered, especially in the vicinity of an ore body. The ore body itself may be complex in composition and more complex in its interactions with neutrons than sedimentary strata. Moreover, the number of elements of geological interest or economic significance is not only large but is rapidly increasing. Detailed spectral analysis of a variety of mainly heavy elements is therefore likely to be needed in each specific case, at least with a considerable proportion of the hole or holes drilled, and multichannel analysis seems essential in view of the complexities of the spectrum. No such work has been attempted by the industry itself in Western countries. The U.S.S.R., however, notably through the work of the Gubkin Institute and the All-Union Research Institute of Nuclear Geophysics and Geochemistry in Moscow, have trained many nuclear and other well-logging specialists and have many field units engaged in the search for minerals. Both activation [7][8] and radiative capture processes [9][10][11], discussed below, have been utilized in these investigations.

Some general aspects of gamma spectrometry used in logging

The available neutron sources will be discussed presently, and so will the detectors lowered down the drill hole for analysing the gamma radiation obtained. A few preliminary remarks may however be useful.

The down-hole equipment must be capable of transmitting the detector pulses over considerable distances without degrading their shape, so that the pulses can be accurately sorted at the surface by a multichannel pulse-height analyser. Alternatively, for example with very long cables, the down-hole equipment should be able to transmit digital information about pulse heights to the surface instrumentation. When using different detectors in one rig, multiplex operation may also be desired. In each case, the result is a digital read-out of intensity (count rate) versus channel number, i.e. gamma photon energy (after calibration of the analyser). This form of read-out is very suitable for handling the large amount of information liable to be acquired in logging a drill hole.

The power of the spectroscopic technique is clearly determined by the resolvability and by the recording rate of the spectrum excited. Whereas the performance of a laboratory spectrometer is only limited by parameters governing the response function of the detector and by the source intensity, the performance of a bore-hole spectrometer is influenced by other important factors. There are, for instance, spectral interferences caused by radiation from the detector and its housing, and spectral interferences from different nuclear reactions. These two problems can be substantially overcome by procedures shortly to be described. In addition, owing to scattering and other effects, the true spectrum
of gamma radiation liable to be induced in the rock matrix is not transmitted to the detector. Indeed, the actual size of the gamma "kernel" from which useful spectroscopic information can be obtained depends on a variety of factors including the distribution of neutron flux densities of various energies as a function of time and of distance from the source, and on the attenuation coefficients for gamma radiations of various energies. Both these latter factors depend heavily on the nature of the elements present in the rock and have been the subject of many theoretical investigations comprehensively reviewed by Koshevnikov[18]. No general statement can be made but some idea of the volume of rock providing a resolvable gamma signal can be obtained from experiments with granitic type rocks of average composition and density (2.5-2.9 g/cm³) and for ²⁴Na.

Fig. 1. Philips sealed neutron generator tube (lower left). The tube as delivered (top) is enclosed in a metal cylinder with an outer diameter of 7 cm. (Photograph from O. Reifenschweiler and K. Niemnus[16].)

---


For completeness it should be mentioned that gamma spectrometry is not the only means of obtaining information by nuclear methods in logging. Again using a source of fast neutrons, there are a number of possibilities for detecting the presence of neutron-capturing elements by logging the concentration of slow neutrons produced in the rocks. Average neutron lifetime can also be measured in favourable situations. Both methods have been widely employed for the solution of special problems in the oil industry, but neither of them gives specific information on element occurrence in the complicated environments usually encountered in the mineral field, so these methods will not be discussed here. See for instance R. L. Caldwell, W. R. Mills and W. W. Givens, Proc. I.A.E.A. Symp. on Nuclear techniques in the prospecting and development of mineral resources, Buenos Aires 1965, paper SM-112/25.


radiation (2.75 MeV), when the kernel radius was found to measure approximately 28 cm for a 7.5 cm (3 in.) diameter bore hole. That is, useful gamma radiation can be obtained from $^{24}$Na sources up to approximately 10 cm from the walls. Beyond this radial distance the great bulk of the signal radiation is scattered by the Compton process and thereby degraded in energy, so that it will contribute only to the background in the lower energy portions of the spectrum. In the same rock the useful distance would be smaller for lower energy radiation and substantially larger (about 15 cm) for 7.6 MeV iron radiation.

**Neutron and photon physics of the logging process**

The release of fast neutrons within an extensive rock matrix results in a number of competing processes of gamma-ray excitation:

- **a)** Inelastic collisions, the $(n, n'\gamma)$ process. A nucleus is excited to one of its higher states by a neutron which loses the corresponding amount of its energy, and the nucleus rapidly returns to its normal state by emitting the excitation energy as gamma radiation.

- **b)** Radiative neutron capture, the $(n,\gamma)$ process. A nucleus undergoes transmutation by capturing a neutron. This is accompanied by gamma emission, and more gamma photons are emitted immediately after the capture in the de-excitation process of the product nucleus.

- **c)** Activation. An unstable compound nucleus is formed by a neutron capture, and in the decay of this radioactive nuclide different gamma photons are emitted. In this case a delayed gamma emission is observed; the intensity of this radiation varies with time according to the half-life of the nuclide or of its isomeric states.

- **d)** Particle reactions such as $(n,2n)$, $(n,\alpha)$, $(n,p)$, which may yield gamma rays by the subsequent decay of radioactive reaction products.

The participation of wanted and unwanted constituents of bore-hole surroundings in these processes differs greatly for different materials, and it also depends in different ways on neutron energy and results in very different spectral, spatial and time distributions of the gamma radiation produced. A few details of this complex situation are given here.

- **a)** The inelastic collision cross-section of a nuclide ("reaction probability") is a function of the excitation energy for its individual states. It is usually less than 0.5 barn for one state, and the total cross-section of the metallic elements sought frequently exceeds 1.5 barn. The greatest density of transitions of nuclei occurring in minerals is in the 0.7-2.0 MeV range. For the light and light-to-medium weight nuclei (atomic weight < 70) constituting the vast majority of rock and ore-matrix elements the transition energy of the lowest excited state, i.e. the threshold energy for inelastic collision excitation, is above 2 MeV. For oxygen, which is the most abundant rock element, it is 6.1 MeV; for carbon, which occurs in coal and limestones, it is 4.43 MeV. When the high-energy photons of these elements are produced, as will be the case with many of the commonly available neutron sources (see below), these spectral components complicate the resolution of peaks in this spectral region. They may, however, be relevant to the mineral prospector as an indirect guide to the quality of, for example, dense sulphide ore bodies or coals.

- **b)** Radiative neutron capture occurs at a significant rate only after the neutrons in the rock or ore matrix have been slowed down to thermal (or nearly thermal) velocities. This gamma radiation therefore is produced with a certain delay — relative to the moment of neutron production — and at a larger mean distance from the borehole, as contrasted with the "prompt spectrum" of the inelastic collisions. Most of the neutron-capture gamma rays emitted and useful for identification have energies in the range 2-10 MeV, and a fortunate circumstance is that many of the base metallic elements, for example Ni, Fe, Cu, Ti, Mn, Cr and Pb, are distinguished from those of common rock (Si, Ca, Mg) by the fact that their most important gamma radiations occur in the high-energy range of 7-9 MeV. The main source of interference, besides oxygen, is iron, because its 7.65 MeV radiation greatly exceeds in intensity neighbouring radiations of other nuclei and because it is fairly abundant in most rocks as well as in many ore bodies.

- **c)** Gamma rays emitted in the decay of a radioactive nuclide formed by neutron capture have energy distributions which are largely below 3 MeV. The time dependence of their intensity is a very useful feature: when a nuclide has a relatively short half-life (< 10 min), identification of its characteristic radiation by measurement of the half-life time may provide a powerful, and a sometimes necessary confirmatory test of a suspected element. Interferences in these measurements can arise only from products of particle reactions and from isomeric states which have very short half-lives (< 1 second).

- **d)** Radioactive nuclides resulting from particle reactions also may be useful for confirmatory identifications, although they are unsuitable for a general identification technique. For instance, the radiative neutron-capture cross-section of lead is very small; the main alternative to inelastic collisions for its identification is the $(n, 2n)$ reaction which results in $^{205}$Pb, $^{204}$Pb,$^205$Pb and $^{207}$Pb isomers of very short half-life.
It will be clear from the above that the diversity of competing neutron induced reactions makes it desirable to carry out a separate spectral analysis for each type of reaction. This is feasible because the slowing-down of fast neutrons by inelastic collisions, the absorption of slow neutrons by capture, and the decay of unstable nuclides formed are successive, though overlapping, stages of neutron behaviour.

The slowing-down of the neutrons

The mean slowing-down time of fast neutrons to the thermal energy of 0.025 eV is a characteristic parameter of the overall chemical composition of the medium. It is an appreciable quantity in any medium owing to the long free path and to the large number of collisions required for such a degradation of the initial neutron energies. For a 3 MeV neutron, for instance, the first collision mean free path is about 6.5 cm in granite (with 1.5% water). The mean slowing-down time to 1 eV in granite is about 45 µs, and to 0.025 eV about 300 µs. There is therefore a significant delay before the level of gamma radiation due to radiative neutron capture can build up appreciably. This delay is augmented by the diffusion of the thermal neutrons: the “mean lifetime before capture” is roughly 1000 µs in most rocks, although it is substantially smaller than this in some ore bodies, haematite with 50 µs being an extreme example.

The spatial distribution of radiation processes is also greatly influenced by this behaviour. Reverting to the example of 3 MeV neutrons entering a granite rock volume, the long mean free path, whose effect is enhanced by the strong forward scattering of fast neutrons and the small logarithmic energy decrement in granite (≈ 0.10), entails that the flux of fast neutrons would still be significant as compared with the flux of thermal neutrons at distances of up to 30 cm from the source.

In a bore-hole configuration there is usually a thin sheath of water (about 2 cm) between the logging tool and the surrounding rock. Approximate calculations, again for 3 MeV neutrons, show that this does not cause an appreciable immediate slowing-down effect on the neutrons emitted, although water has a slowing-down time of only about 0.6 µs to 1 eV and of about 4 µs to 0.025 eV. The reason is that the first collision mean free path in water is still quite large, namely about 3.5 cm.

The above-mentioned mean slowing-down times of 45 µs and 300 µs respectively will of course be somewhat reduced by the presence of an inner sheath of water in the logging configuration.

The situation described provides the basis of two techniques leading to improved spectral resolvability. The more powerful of these involves the use of a pulsed neutron source linked with a gated pulse-height analyser. The onset and duration of periods of gamma-ray energy analysis are preadjusted with a suitable delay to those of the neutron bursts to accumulate the spectra of gamma rays emitted by the preselected process of neutron excitation. The other, more limited technique applies to the use of a continuous neutron source and depends on the difference between the spatial distribution of the components of the fast-neutron and the slow-neutron flux. This difference can be exploited to vary the intensity of the spectral component from inelastic collisions relative to that from slow-neutron capture by appropriately adjusting the source-to-detector spacing.

This brings us to a discussion of neutron sources, detectors and other parts of the equipment used.

Equipment for logging by gamma spectrometry

Neutron sources

There are many types of neutron sources, but only those are considered which would fit into a small bore-hole logging tool (7-10 cm diameter), and which are characterized by long life, high yield and simple operation. (These requirements in fact largely restrict our choice to fast-neutron sources.)

Radioactive nuclide sources emit neutrons as the reaction products of either (α,n) or (γ,n) processes. One such source is beryllium activated by the alpha radiation of plutonium (half-life 24 000 years). With a mean neutron energy of 4.1 MeV, the energy spectrum of this Pu-Be source is mainly in the high-energy region (see fig. 2), so that even the inelastic collision spectra of carbon and
oxygen can be weakly excited. Outputs of $10^7$ neutrons/second are readily available. A continuously operating source with a lower neutron-energy distribution, such as boron activated by the alpha radiation of polonium (half-life 138 days), may enable easier resolution of prompt photon spectra. The mean neutron energy from the latter source is about 2.8 MeV (fig. 2) so that the nuclei of many of the common rock and metallic ore elements will also be excited by inelastic collisions with these neutrons. Since most of these resulting gamma photons are also below 2 MeV, there will be negligible interference in the high-energy region where many of the most important components of the photon spectrum of neutron capture are situated.

This type of source is also useful in studying the lower-energy range activation spectra, as interferences due to particle reactions caused by high-energy ($>4$ MeV) neutrons are largely absent.

Very recently a new and powerful type of neutron source has been announced \[11\] although these sources are not yet freely available. The neutrons are produced by spontaneous fission of the californium nuclide $^{252}$Cf (half-life 2.65 years) and outputs of $10^{10}$ neutrons/second are reported from a few milligrams of californium. The energy spectrum of this source (also shown in fig. 2) is mainly in the low-energy region.

**Neutron tubes** produce neutrons by the reaction of accelerated charged particles with suitable nuclide targets. Their advantages over available radioactive nuclide sources of the $(\alpha,n)$ type are a greater yield and the possibility of pulsed operation. The tubes of the greatest practical importance use a tritium target bombarded by deuterium ions. The reaction taking place is $^3$H $(d,n)^4$He + 17.6 MeV, which produces 14 MeV neutrons. Its effective cross-section is by far the highest of the charged particle reactions occurring at the relatively low accelerating voltages feasible with a down-hole tube (about 100 keV). Among the current range of commercially available sealed tubes producing 14 MeV neutrons, only two types of tube (both marketed by Philips) are suitable for logging applications and these have a continuous output restricted to a maximum of approximately $10^8$ neutrons/s. Both types have an expected life of greater than 1000 hours and they can be pulsed to provide neutron burst lengths of between 3 microseconds and 3 milliseconds or longer at a much greater output rate than in continuous mode. The attainable output of the first type of tube, pictured in fig. 1 \[8\], during the pulse is $10^9$ neutrons/s, at a duty cycle of 10 per cent. With the second type of tube \[12\], embodying an improved ion source, pulse-yield rates of $3\times10^{11}$ neutrons/s are attainable, with the same continuous output and therefore at a proportionately smaller duty cycle.

Sealed tubes which utilize the $^3$H $(d,n)^4$He reaction and yield 2.8 MeV neutrons are also available. Despite the advantage of this lower neutron energy the yield rates from currently available tubes of this type are at present too low for logging purposes at comparable accelerating voltages, certainly for pulsed output. Their yield rate is about 100 times smaller than that of the deuterium-tritium tubes.

**Gamma radiation detectors**

Our experience so far has been restricted to the well-known NaI(Tl) scintillation detector used with a photomultiplier \[13\] which has proved sufficiently rugged for oil-well logging applications. The solid-state Ge(Li) detector has distinct advantages over the scintillation detectors in applications of high-energy gamma ray spectrometry \[14\], notably because of its energy resolution, which is at least 10-20 times better, and which largely offsets its lower detection efficiency due to the smaller feasible sensitive volume. The fragility of the Ge(Li) detectors, however, and the requirement of cooling to liquid-nitrogen temperature, present technological obstacles to their immediate development as logging tool detectors.

The NaI(Tl) scintillator has an adequate intrinsic efficiency at high photon energies, i.e. a large percentage of the incident photons are absorbed by liberation of K-electrons. Each of these absorption processes in a scintillator will by further ionization processes, either directly or via a fluorescent photon, produce a number of ion pairs, i.e. a pulse amplitude, which should be proportional to the incident photon energy (photo peak). In a certain portion of these avalanche processes, however, the fluorescent photon will escape from the crystal, so that a pulse amplitude smaller by a certain amount is obtained, and the spectral peak due to these pulses (the escape peak) clearly will be more intense when more photons can escape, i.e. when the crystal is of a smaller size \[15\]. The bore-hole configuration unfortunately restricts the maximum crystal diameter to about 5 cm, and in this case the photo peak obtained in the NaI(Tl) crystal is relatively weak. For the same crystal geometry, CsI(Na) has a larger photo-peak efficiency than NaI(Tl) (30% greater at 2.5 MeV), and the relative difference increases with photon energy, but this advantage is offset by a slightly inferior energy resolution.

There are other problems associated with the use of NaI and CsI crystals. One of them arises from the high temperature sensitivity of photomultiplier tubes and from the considerable environmental temperature change expected during some logging operations \[16\]. This is surmountable, but large temperature changes may require a wider range of gain stabilization than is
offered by commercial equipment currently available. Another problem is the required shielding between detector and neutron source. This is an important problem which will now be discussed at some length.

**Detector shielding**

With a fast neutron source, two types of detector shielding are necessary. One of these is a cylindrical metallic shield to shut off the direct beam of source radiation. This takes the form of a multicomponent unit because a single element providing the required effective absorption of both neutrons and gamma rays emanating from the source does not exist. Shields fabricated from materials such as tungsten-rich alloy or copper can be located adjacent to the source for their effective fast-neutron attenuation and for their slow-neutron capture characteristics. Lead is usually preferred as the gamma-ray shield adjacent to the detector because of its low capture cross-section and its excellent photon-attenuation properties.

A shield is also required around the detector to protect it from the neutrons scattered from the bore-hole surroundings. The best materials are $^{10}$B and $^6$Li with their large cross-sections for neutron removal by the $(n,a)$ reaction: $\sigma = 3837$ barns for $^{10}$B and $\sigma = 950$ barns for $^6$Li. However, the 477 keV photon emission from the excited state of $^7$Li may be a disadvantage of the $^{10}$B$(n,a)^7$Li shielding reaction in some applications of low- and intermediate-energy gamma-ray spectrometry; also the high-energy photon measurements may be affected, since after each pulse, irrespective of its amplitude (i.e. photon energy), the detector and analyser have a certain dead time, so that swamping the detector with unwanted low-energy pulses will distort the response of the system to high-energy pulses as well.

**Analysis of bore-hole logging output data**

A logging operation might be conducted in two stages. The first stage would be a rapid continuous "scanning" descent of the tool (up to 250 m per hour). During this descent, a large number of radiative capture spectra would be consecutively recorded and analysed, each spectrum representing a small length of the bore hole (15-30 m). A single day's operation would provide preliminary information about the exist-ence spectra would be consecutively recorded and analysed, each spectrum representing a small length of the bore hole (15-30 m). A single day's operation would provide preliminary information about the existence of mineral bearing zones even in the deepest holes. Thus a single day's operation with such a logging tool would be able to capture, inelastic scattering, or activation spectrometry in the relatively short regions of interest indicated by the first survey.

For a meaningful analysis of the data obtained during the first run the statistical precision should be adequate to reveal variations in spectral shape that correspond to significant chemical differences in the matrix. The "channels ratio" provides a simple and sensitive test which is suitable for the expected rate of accumulation of output data. The basis of the test is that the ratio of the counts recorded in any two given groups of consecutive pulse-height analyser channels is constant only in cases of similarly shaped spectra. The unavoidable loss of input signals during the digital readout mode of the analyser can be minimized by using high-speed output devices to furnish the operator with the information required for calculation of channels ratios.

Our experience with detailed gamma-ray spectra indicates that a data convolution technique somewhat similar to that of Yule [17] is necessary for a qualitative analysis. For a quantitative analysis it is probably essential to combine prior calibrations with programmed curve-fitting procedures utilizing non-linear least-squares techniques for both the gamma peaks (which have a Gauss distribution) and the background. A sophisticated approach to this problem is demanded because the spectrum given by a scintillation detector (particularly a capture or inelastic-collision spectrum) consists of lines which are often partially coalesced; because these lines are frequently of not much greater intensity than the background; and because the background cannot be easily represented by a simple analytical function. Other information which seems essential to a solution at this stage consists of a) the likely chemical composition of the rocks to be encountered and of the ores sought — which is usually available from the geological evidence — and b) the relative intensities of photo peaks and escape peaks as a function of energy. The latter information is available in the literature [18] from probability calculations. (These are usually based on the Monte Carlo method, which although not applicable to cylindrical geometry gives results sufficiently accurate for our purpose.)

---

[16] The geothermal gradient in Australia, though not large in comparison with many other locations, amounts to approximately 6°C per 300 m, for example at Broken Hill and at Cobar, N.S.W., and at Mt. Isa, Queensland. At a few localities it is less than this, but at Rosebery, Tasmania, 8.7°C per 300 m is reported. See: Handbook of physical constants, memoir 97, Geological Society of America, editor S. P. Clark, Jr., New York 1966.
Experimental investigations

Various rigs have been constructed in the Divisional Laboratories of the Commonwealth Scientific and Industrial Research Organisation at Port Melbourne to simulate bore holes. Two general types are required. For simulating low concentrations of metal ores disseminated with some degree of uniformity in plutonic or metamorphic rocks, it is convenient to mix appropriate concentrations of metal or metal concentrate with a cement-sand or cement-sand-aggregate mixture which can be cast in a suitable mould around a central pipe. Although large castings can be made, these are not only cumbersome but somewhat inflexible in use from the experimental point of view, and structures built to any size and shape from large bricks are more convenient to assemble (figs. 3 and 4). The composition of the castings or bricks can be varied over wide limits, although the final water content is somewhat higher than in normal rocks. This might cause large differences, since hydrogen is the most effective element for slowing down neutrons to thermal velocities particularly at low initial energies. In a real situation, however, the presence of water in open pores and fissures compensates for much of the deficiency of the laboratory models.

The size of the rigs is adjusted for each type of neutron source and rock matrix, so that there are no significant effects of size on the gamma spectrum and negligible health hazards. Thus the inner portion of the solid matrix permits the slowing down and diffusion of neutrons according to the neutron properties of the rock, while the outer portion serves as a radiation shield.

Water in a bore hole can be simulated satisfactorily by using a polythene or polypropylene tube for the pipe defining the hole, and using similar solid materials around the source.

For simulating the higher concentrations of metals in a mineral lode, dilution is undesirable, and maximum element concentration is obtained by filling finely crushed ore concentrate into a polythene drum fitted with a central pipe (see fig. 4). In a few cases it may be desirable to overcome the porosity introduced by this arrangement by working with actual specimens of the lode material, but the difficulty of obtaining these in adequate size precludes their general use. Alternatively, corrections can be applied to experimental data for crushed material to convert the readings to those appropriate for the solid rock.

Some preliminary work has been done on construct-
ing a general model of a bore hole to avoid the need for simulating individual situations (fig. 4). Such a model, with a heterogeneous distribution of rodlike material in regions of maximum interest, would offer prospects for more rapid evaluation of the conditions yielding a useful gamma spectrum.

Summary. Bore-hole logging by nuclear techniques is a very promising alternative for the time-honoured but expensive method of core drilling in the search for minerals. The procedure discussed consists in lowering down the drill hole a source of fast neutrons which excite gamma radiation from the material of the wall of the hole. This radiation is detected by a scintillator crystal with photomultiplier mounted on top of the neutron source and suitably shielded from the direct beam of source radiation. From the pulses transmitted to the surface the energy spectrum of the radiation is derived by a multichannel pulse-height analyser and recorded during the lowering-down operation. After a brief discussion of the problems of spectrometry in a confined cylindrical space under adverse environmental conditions, the article reviews the contribution of the various processes of neutron scattering, radiative neutron capture, and activation, to the total gamma spectrum. The available neutron sources and detectors are also briefly reviewed. The slowing down of neutrons in rocks facilitates resolution of the spectrum since the various spectral components resulting from these processes can be separated in time provided a pulsed neutron source is used. Two types of sealed neutron generator tubes, both marketed by Philips, are suitable for this purpose. The problem of deriving the relevant information from the radiations detected is considered in some detail and experimental means for investigating this problem in the laboratory by simulating possible bore-hole situations are described.
Vacuum evaporation of reflectors for projection lamps

Halogen lamps used in projectors for the smaller sizes of cine film are mounted in an elliptical reflector which has a special reflecting layer that will transmit heat radiation, reflecting only light radiation. This special layer is made by alternately evaporating two substances of different refractive index on to the surface until 20 layers have been formed. The layers must be very uniform and of accurately controlled thickness.

The photograph shows a vacuum evaporation system, set up at the bottom of a bell-jar, which is used for making large numbers of these reflectors at the same time. The glass backings for the reflectors are mounted over holes in a slowly rotating curved metal shield. Two heated trays containing the materials to be evaporated are placed underneath the rotating shield. Each of the trays is alternately screened by a kind of box (on the left in the photograph). Before the evaporation begins a glow discharge is maintained for a short time between the rotating plate and the spiral electrode at the centre of the photograph; the discharge cleans the glass surfaces by particle bombardment.

At the centre of the shield there is a glass plate, which is coated in exactly the same way as the reflectors. This glass plate is illuminated by a beam of light through the tapered tube at the centre, and during the process the light transmitted by the plate is monitored continuously by a photoelectric cell. The light transmitted gives a measure of the thickness of the layer, enabling the operator to regulate the evaporation time for each layer. The total evaporation time is about 20 minutes.
Stoichiometry

W. Albers and C. Haas

II. Point defects and the control of their concentrations

In a solid compound, say AB, the randomly dissolved native atoms and molecules are known as native point defects, and are denoted by an asterisk, e.g. *A and *B. Foreign point defects such as atoms of C dissolved in AB are not considered in this article. The study of the chemical relations between point defects is referred to as defect chemistry [4]. The name “point defect” arose from comparison with the “ideal” crystal, which is perfectly ordered and in which all the atoms are located at specific lattice sites. In the first part of this article[4], which we shall refer to here as I, it was shown that this ideal crystal is only stable at the absolute zero point, and can therefore never actually be obtained. At $T > 0 \degree K$ every crystal contains imperfections, even if it has been prepared under ideal conditions and it is in perfect equilibrium.

All zero-dimensional deviations from the ideal crystal are known as point defects. One-dimensional defects (line defects such as dislocations), two-dimensional defects (lattice-plane defects, such as stacking faults) and three-dimensional defects (volume defects, such as polytypes) do not occur in equilibrium. This can be seen as follows.

Let us assume that one point defect corresponds to an enthalpy of $\varepsilon$ (free bonds etc.) and that in a line defect a whole row of atoms carries such free bonds, each of enthalpy $\varepsilon$. Let us also make the corresponding assumptions for a plane defect and a volume defect.

a) Point defects. Let $n$ be the number of point defects in a crystal consisting of $N_0$ atoms. The enthalpy contributed to the system by the point defects is then $H_{pd} = n\varepsilon$. The number of possible positions for one point defect is of the order of $N_0$, so that the number of possible arrangements is of the order of $W = N_0^n/n!$. The Gibbs free energy contributed by the point defects, $G_{pd} = H_{pd} - T S_{pd}$, is therefore:

$$H_{pd} - kT \ln W = n\varepsilon - nkT \ln (N_0/n) - nkT.$$  

Using the equilibrium condition $\partial G_{pd}/\partial n = 0$ we then obtain the following relation for the equilibrium concentration of point defects:

$$\frac{n}{N_0} = \exp \left( -\frac{\varepsilon}{kT} \right).$$

In other words, the concentration is independent of $N_0$. At $T > 0 \degree K$ the point-defect concentration is therefore not zero, even in an infinitely large crystal.

b) Line, plane and volume defects. Let $m$ be the number of line defects in a crystal cube containing $N_0$ atoms. One line contains $N_0^{1/3}$ atoms, so that the enthalpy contributed by the lines is $H_{ld} = mN_0^{1/3}\varepsilon$. One line can be positioned in $N_0^{2/3}$ ways, i.e. $W = N_0^{2/3}/m!$, and hence:

$$G_{ld} = mN_0^{1/3}\varepsilon - mkT \ln (N_0^{2/3}/m) - mkT.$$  

From this we find the number of dislocation lines in equilibrium:

$$m = N_0^{2/3} \exp \left( -\frac{\varepsilon N_0^{1/3}}{kT} \right),$$  

so that $m$ tends to zero as $N_0$ approaches infinity. Similarly we can calculate that the numbers of plane defects $p$ and volume defects $q$ in equilibrium are given by:

$$p = N_0^{1/3} \exp \left( -\frac{\varepsilon N_0^{2/3}}{kT} \right),$$  

$$q = \exp \left( -\frac{\varepsilon N_0}{kT} \right),$$  

so that in these cases the equilibrium concentration also becomes zero for $N_0 \to \infty$. In equilibrium considerations we therefore need only take account of point defects.

Incorporation types

Dissolved native atoms (*A and *B) which have been dissolved in different ways represent different states and are thus different point defects. Fig. 8 shows three ways in which native atoms can be incorporated in AB. Fig. 8a shows *B interstitially dissolved in AB, i.e. a B atom at a lattice site which is unoccupied in the ideal crystal (B1). Fig. 8b shows a point defect that
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Fig. 8. a) -f) Schematic diagrams showing six simple point defects (referred to as $B_1$ - $V_A$ - $A_1$ - $V_B$ - $A_B$).

also corresponds to an extra B atom, owing to the absence of an A atom ($V_A$, where V stands for vacancy). The diagram of fig. 8c represents an incorporated $B_2$ molecule. This point defect may be considered to have been formed by substituting a B atom for an A atom in the ideal crystal, i.e. a B atom at an A lattice site ($B_A$). Obviously, the diagram of fig. 8 is a very simple representation. In actual fact the atoms of the crystal which in the figure are located in the dotted circles will be displaced from their "ideal" sites, so that the point defect extends over a few lattice spacings. It remains, however, a single point defect (zero-dimensional). Nor need the incorporation take place symmetrically. For example, in fig. 8c the B atom inside the circle can be so far off centre that it could be described as a ($V_A B_2$) associate, representing the same dissolved $B_2$ molecule. It cannot therefore in any way be claimed that the symbols we have mentioned represent the exact microstructure of the point defect.

The same applies of course for $A_k$, which can be incorporated in AB as $A_1$ or $V_B$ (fig. 8d and e), and $A_2$ as $A_B$ (fig. 8f).

Equilibrium relations between point defects in one phase

Point defects can have a chemical potential assigned to them (see I). In principle all incorporation types occur simultaneously, and a compound AB therefore contains many kinds of native point defects at $T > 0$ °K. In a similar way to that in I we can derive the following relations in equilibrium:

$$\frac{\mu(A_1)}{\nu_1} = \frac{\mu(A_2)}{\nu_2} = \cdots = \frac{\mu(A_n)}{\nu_n},$$

and similarly:

$$\frac{\mu(B_1)}{\nu'_1} = \frac{\mu(B_2)}{\nu'_2} = \cdots = \frac{\mu(B_m)}{\nu'_m},$$

$$\mu(AB) = \frac{\mu(A_k)}{\nu_k} + \frac{\mu(B_l)}{\nu'_l},$$

where $A_k$ is a native point defect consisting of $\nu_k$ atoms $A_k$, incorporated as type $k$. For example, if $A_k = A_1$ or $V_B$, we have $\nu_k = 1$, and for $A_k = A_B$ we have $\nu_k = 2$. The same holds for $B_l$ and $\nu'_l$.

For small concentrations we can write:

$$\mu(A_k) = \mu^0(A_k) + RT \ln [A_k],$$

$$\mu(B_l) = \mu^0(B_l) + RT \ln [B_l],$$

where the square brackets denote mole fractions. The other symbols are used in the same way as in I. Substituting from equations (31) and (32) into (30) gives:

$$[A_k]^{1/\nu_k}[B_l]^{1/\nu'_l} =$$

$$e^{\frac{\mu^0(A_k)}{RT}} - e^{\frac{\mu^0(B_l)}{RT}} = K_{kl},$$

in which the disorder equilibrium constant $K_{kl}$ at a given temperature (and pressure) is constant to a good approximation, because $\mu(AB)$ remains very nearly unchanged for small variations of $[A_k]$ and $[B_l]$. We can write $K$ as $K^0 \exp (-\Delta H/RT)$, where $\Delta H$ is the reaction enthalpy and $K^0$ is a factor that contains the non-configurational part of the reaction entropy. Equation (33) can be considered to have been obtained by applying the law of mass action to the chemical reaction

$$A_k + B_l \rightarrow AB_{crystal} \rightarrow A_k^{*} B_l^{*} \rightarrow AB,$$

Relations between the equilibrium concentrations of native point defects can therefore be derived directly by applying the law of mass action if a disordered crystal is described in terms of a chemical equilibrium reaction.

From the derivation of equation (33) it is evident that the reaction equation (34) in no way expresses that molecules of AB are to be found in the crystal AB. AB is the stoichiometric formula of the ideal crystal, i.e. the stoichiometric composition. As we noted ear-
liger, the native point defects \(*A_k\) and \(*B_l\) are usually also very complex in structure. Relations like equation (33) do not depend on the structure of the condensed phase. They are valid both for liquids and for crystals, covalent as well as ionic. The *numerical value of the equilibrium constant \(K\) does of course depend on structural factors.

At the exact stoichiometric composition we can write:

\[
\sum_k [\*A_k] \nu_k = \sum_l [\*B_l] \nu'_l;
\]

on the AB(A) side the left-hand term is the larger, and on the AB(B) side the right-hand term is the larger.

With the incorporation types described in fig. 8 we can now use equation (33) to write down the following nine native disorder relations of the binary compound AB:

\[
\begin{align*}
[A_i] [B_i] &= K_1, \\
[A_n]^{1/2} [B_i] &= K_2, \\
[V_B] [B_i] &= K_3, \\
[A_i] [B_A]^{1/2} &= K_4, \\
[AB]^{1/2} [B_A] &= K_5, \\
[V_B] [B_A]^{1/2} &= K_6, \\
[A_i] [VA] &= K_7, \\
[AB]^{1/2} [VA] &= K_8, \\
[V_B] [VA] &= K_9.
\end{align*}
\]

(The constants \(K_1 - K_9\) are not independent of one another, e.g. \(K_2K_4 = K_1K_5^{1/2}\).)

The native disorder relations (37) and (41) describe Frenkel disorder, equation (39) describes antistructure disorder, and equation (43) describes Wagner-Schottky disorder. As a rule one type of disorder predominates. The Frenkel type is likely to be found if one of the constituent atoms is large and the other small, as in silver halides, for example. The alkali halides and PbS mainly have Wagner-Schottky disorder, while antistructure disorder is to be expected in compounds with atoms (ions) possessing roughly the same electronegativity and atomic or ionic radius, such as CdSb, ZnSb, Mg_2Sn and Bi_2Te_3.

**Effectively charged point defects**

Up to now we have discussed thermodynamic relations between native point defects that are effectively neutral. A point defect in a substance is effectively neutral if the substance does not become charged when only this point defect is added. Apart from effectively neutral point defects a substance also contains effectively charged point defects and free electrons \(e\) and holes \(h\), in accordance with equilibrium reactions such as:

\[
\begin{align*}
*A &\rightleftharpoons \*A^+ + e, \\
*B &\rightleftharpoons \*B^2- + 2h.
\end{align*}
\]

In equations (44) and (45) \(*A\) is a donor, such as an electropositive metal atom, and \(*B\) is an acceptor, such as an electronegative metalloid.

Charged point defects such as \(*A^+\) can also be assigned a chemical potential \(\mu(*A^+)\). The same applies to free charge carriers, so that for the equilibria (44) and (45) we may write:

\[
\begin{align*}
\mu(*A) &= \mu(*A^+) + \mu(e), \\
\mu(*B) &= \mu(*B^2-) + 2\mu(h).
\end{align*}
\]

The chemical potential of electrons is also referred to as the Fermi energy.

For small concentrations the concentration dependence of the chemical potential is given by:

\[
\begin{align*}
\mu(*A^+) &= \mu(0(*A^+)) + RT \ln [\*A^+], \\
\mu(*B^2-) &= \mu(0(*B^2-)) + RT \ln [\*B^2-], \\
\mu(e) &= \mu(0(e)) + RT \ln n, \\
\mu(h) &= \mu(0(h)) + RT \ln p,
\end{align*}
\]

where \(n\) and \(p\) represent the concentrations of electrons and holes, respectively. These must be small in comparison with the effective density of states \(N_e\) in the condition band and \(N_v\) in the valence band; the following expressions (for parabolic bands) apply:

\[
\begin{align*}
N_e &= 3.5 \times 10^{10} \left( \frac{T}{300} \right)^{3/2} \left( \frac{m(\epsilon)}{m} \right)^{3/2} \text{cm}^{-3}, \\
N_v &= 3.5 \times 10^{10} \left( \frac{T}{300} \right)^{3/2} \left( \frac{m(\hbar)}{m} \right)^{3/2} \text{cm}^{-3}.
\end{align*}
\]

Here \(T\) is the absolute temperature, \(m^*\) the effective mass and \(m\) the rest mass of the free electron. The equations (52) and (53) therefore indicate that (50) and (51) are valid at room temperature for charge-carrier concentrations of the order of \(10^{10} \text{cm}^{-3}\) if \(m^*/m > 1\) (i.e. about 0.1% of the total number of atoms). If the temperature is low or \(m^*/m < 1\), the range of application for these equations is very small (smaller than that of equations 31, 32, 48 and 49). Exact but more complicated expressions also exist, however, for larger charge-carrier concentrations (Fermi-Dirac statistics).

If effectively charged point defects are present in arbitrary numbers, the phase will have a net charge. The electrostatic interaction between the charges gives an extra contribution to the energy of the order of

\[
E \approx q^2 V^2 / R,
\]

where \(q\) is the charge density, and \(V = 4\pi R^3 / 3\) is the volume of the phase (taken as a sphere of radius \(R\)).

If conventional thermodynamical considerations are to be valid, then the extensive thermodynamic quantities, such as energy, must be proportional to the quantity of matter. This means that the charge density
for an infinitely large phase \((V \to \infty)\) must be zero; in other words the phase must be electrically neutral.

The neutrality condition in the case where only effectively single-valued charged atomic native point defects occur in \(AB\) is:

\[
[A^+] + p = [B^-] + n , \quad \cdots (54)
\]

if \(A\) and \(B\) form respectively positive and negative point defects.

Given equations (31), (32) and (48)-(51), we can apply the law of mass action to reaction equations such as 
\(A \rightleftharpoons A^+ + e\) and 
\(B \rightleftharpoons B^- + h\), which leads to concentration relations such as:

\[
\frac{[A^+]}{[A]} = K_{10} , \quad \cdots (55)
\]

\[
\frac{[B^-]}{[B]} = K_{11} , \quad \cdots (56)
\]

From the equilibrium

\[
AB_{\text{crystal}} \rightleftharpoons A^+ + B^- \quad \cdots (57)
\]

it can be shown that

\[
[A^+] [B^-] = K_{12} \quad \cdots (58)
\]

(compare equation (58) with the equilibrium equation for water \([H^+] [OH^-] = K(H_2O)\)). Combination of equations (33), (55), (56) and (58) gives the well-known equilibrium relation from semiconductor physics [5]:

\[
pn = K_{1} , \quad \cdots (59)
\]

The equilibrium constants \(K\) can again be written as \(K = K^0 \exp (-\Delta H/RT)\), where \(\Delta H\) is the reaction enthalpy and \(K^0\) is a factor.

In some cases the reaction enthalpy can be calculated. For example, the \(\Delta H\) of the reaction 
\(NaCl_{\text{crystal}} \rightleftharpoons Na^+ + Cl^-\), in which the point defects are incorporated as \(V_{Cl}^+\) and \(V_{Na}^-\), has been found to have a value of \(2.0 \pm 0.1\) eV [6]. It has been found experimentally from the following cycle that \(\Delta H = 2.12\) eV, which agrees well with the calculated value:

\[
\begin{align*}
NaCl_{\text{crystal}} & \rightleftharpoons V_{Cl}^- + Na^+ & -4.80 \text{ eV} \\
NaCl_{\text{crystal}} & \rightleftharpoons V_{Cl}^+ + Cl^- & -5.14 \text{ eV} \\
Na^+ + Cl^- & \rightleftharpoons NaCl_{\text{crystal}} & +7.82 \text{ eV} \\
NaCl_{\text{crystal}} & \rightleftharpoons V_{Cl}^- + V_{Na}^- & +2.12 \text{ eV}
\end{align*}
\]

The factor \(K^0\) cannot be calculated, however, so that in practice the equilibrium constants have to be determined experimentally.

From equations (54) and (58) it follows that the semiconducting substance \(AB\) is an \(N\)-type conductor if 
\([A^+] > [B^-]\) and a \(P\)-type conductor if 
\([B^-] > [A^+]\).

This is not to say that the semiconductor \(AB\) with surplus \(A\) is always an \(N\)-type conductor and the one with a surplus of \(B\) is always \(P\)-type. This depends on the incorporation type. If, for example, surplus \(B\) occurs mainly in the form of dissolved \(*B_2\) molecules, then these may be donors, in accordance with 
\(*B_2 \rightleftharpoons *B^2 + e\) \((\gamma\) is the number of charge units), so that \(AB\) with surplus \(B\) is then an \(N\)-type conductor. This will be the case for example if \(*B_2\) is incorporated as \(B_A\), and \(B\) has more valence electrons than \(A\), which is entirely comparable with the fact that arsenic incorporated in germanium at a Ge lattice site \((As_{Ge})\), and indium incorporated in cadmium telluride at a Cd lattice site \((In_{Cd})\) are donors. The converse applies for \(*A_2\) in \(AB\).

Control of the chemical potential of native point defects and charge carriers with the aid of the coexisting gaseous phase

If, at a certain temperature \(T\) and pressure \(P\), the solid phase \(AB\), containing the point defects \(*A_k\) and \(*B_k\), is in equilibrium with a gas phase containing the molecules \(A_v\) and \(B_w\), then:

\[
\mu(*A_k) = \frac{v_k}{\nu} \mu(A_v)_{gas} , \quad \cdots (60)
\]

\[
\mu(*B_k) = \frac{v_k'}{\nu} \mu(B_w)_{gas} . \quad \cdots (61)
\]

For ideal gases (i.e. at a not unduly high pressure) the equations are:

\[
\mu(A_v)_{gas} = \mu_0(A_v)_{gas} + RT \ln P(A_v) , \quad \cdots (62)
\]

\[
\mu(B_w)_{gas} = \mu_0(B_w)_{gas} + RT \ln P(B_w) , \quad \cdots (63)
\]

where \(P(A_v)\) and \(P(B_w)\) are the partial vapour pressures of \(A_v\) and \(B_w\) in the coexisting gas phase. Substituting from (31), (32), (62) and (63) into (60) and (61) we obtain the general equations:

\[
[*A_k] = K_{13} [P(A_v)]^{v_k/\nu} , \quad \cdots (64)
\]

\[
[*B_k] = K_{14} [P(B_w)]^{v_k'/\nu} . \quad \cdots (65)
\]

Combining these with equations such as (55), (56) and (58) gives equations such as:

\[
[*B^-]^p = K_{15} [P(B_v)]^{1/2} , \quad \cdots (66)
\]

\[
[*B^-]^p = K_{16} [P(A)] , \quad \cdots (67)
\]

\[
[*A^+]_n = K_{17} P(A) , \quad \cdots (68)
\]

\[
[*B^2]^p = K_{18} [P(A)] \text{, etc.} \quad \cdots (69)
\]

From the above equations it follows that the chemical potentials and the concentrations of native point defects and charge carriers in the condensed phase (e.g.
crystals) can be determined by measuring the corresponding chemical potentials or partial pressures in the coexisting gas phase. The partial pressures may vary considerably with the exact composition of the solid phase. For example, in many binary compounds AB, the partial equilibrium pressure $P(B_2)$ at a given temperature is many powers of ten higher on the B side of the existence region of AB than on the A side, even when the existence region is very narrow (see Table II). This means in principle that only a very rough approximation to the composition of the coexisting vapour phase is required to achieve a very exact composition for the solid compound within the extremely narrow existence region, thus producing accurately defined physical properties. For example, by combining equations (66)-(69) and equation (59) we see that it is possible to choose within certain limits (i.e. corresponding to those of the existence region) the type and the magnitude of the electrical conductivity of a semiconducting compound.

This will be further illustrated with a simple example in which it is assumed that the only atomic native point defects occurring in semiconducting AB are $*A^+$ and $*B^-$; in other words, the ionization energies of $*A$ and $*B$ are assumed to be small compared with $kT$. The relations for this case are:

$$[*A^+][*B^-] = K_{12}$$
$$n*p = K_i$$
$$[*A^+] + p = [*B^-] + n.$$  

If the equilibrium constants $K_{17}, K_i$ and $K_{18}$ are known, we can calculate $[*A^+]$, $[*B^-]$, $n$ and $p$ with the aid of these four equations as a function of the coexisting partial vapour pressure $P(A)$, and plot the result in a graph. This is a somewhat complicated procedure. It can be simplified by dividing the graph into three parts (Fig. 9), so that reduced neutrality conditions can be used to a good approximation. In area I, with very low $P(A)$, where $[*A^+]$ and $n$ are small (see equation 68), the reduced electroneutrality relation becomes $p = [*B^-]$. Similar considerations apply to area III, with high $P(A): n = [*A^+]$. For area II in between we either have $n = p$ or $[*A^+] = [*B^-]$, depending on

<table>
<thead>
<tr>
<th>Compound</th>
<th>$T$ in °C</th>
<th>Existence region in at. % of the metalloid component</th>
<th>Width of existence region in at. %</th>
<th>$P(B_2)^{AB(A)}$ in torr</th>
<th>$P(B_2)^{AB(B)}$ in torr</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeO</td>
<td>1230</td>
<td>51.2 - 54.0</td>
<td>2.8</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>Fe$_3$O$_4$</td>
<td>1130</td>
<td>57.1 - 57.4</td>
<td>0.3</td>
<td>$10^{-7}$</td>
<td>$10^{-1}$</td>
<td>$10^6$</td>
</tr>
<tr>
<td>SnS</td>
<td>730</td>
<td>50.00 - 50.02</td>
<td>0.02</td>
<td>$10^{-6}$</td>
<td>$10^{18}$</td>
<td>$10^8$</td>
</tr>
<tr>
<td>CdTe</td>
<td>750</td>
<td>49.9999 - 50.0002</td>
<td>$0.0003$</td>
<td>$10^{-10}$</td>
<td>$10^2$</td>
<td>$10^9$</td>
</tr>
</tbody>
</table>

Table II. The existence region of a number of binary compounds. Columns 5 and 6 show the order of magnitude of the partial equilibrium pressures of O$_2$, S$_2$ and Te$_2$ in the coexisting gas phase at the metal-rich and metalloid-rich boundaries of the existence region, $P(B_2)^{AB(A)}$ and $P(B_2)^{AB(B)}$ respectively. The last column gives the ratio of these pressures, $Q$.
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Fig. 10. Deviations $\delta A$ and $\delta B$ from the stoichiometric composition as a function of the partial pressure $P(A)$ for a semiconducting compound AB, characterized by fig. 9. The deviations are given in the number of atoms/cm$^3$. The figure shows that $P(A)$ must increase by a factor of $10^8$ in order to change AB with a surplus of $10^{18}$ B atoms (10$^{-2}$ at. % B) into AB with a surplus of $10^{-2}$ at. % A.

whether $K_1$ is larger or smaller than $K_{12}$. Taking the arbitrary but fairly typical values of $10^{34}$ cm$^{-6}$ and $10^{30}$ cm$^{-6}$ for $K_1$ and $K_{12}$ (which means that the compound at the exact stoichiometric composition contains $10^{15}$ native point defects $^\ast A^+$ and $10^{15}$ native point defects $^\ast B^-$, that is about $10^{-5}$ %), then area $II$ is characterized by $p = n$. The vertical axis of fig. 9 indicates the concentrations of native point defects and of charge carriers, and the horizontal axis indicates $K_{12}P(A)$. The thick lines represent the concentration curves calculated with the reduced neutrality conditions; the thin lines that round off the corners give the corrections to be applied if equation (54) is taken fully into account.

The deviation from the stoichiometric composition $\delta A$ (with surplus A) and $\delta B$ (with surplus B) is given by: $\delta A = [^\ast A^+] - [^\ast B^-] = -\delta B$. This deviation may be derived directly from fig. 9, and is shown in fig. 10 as a function of $P(A)$. Fig. 10 illustrates the case where the partial pressure $P(A)$ in the gas phase coexisting with solid AB has to increase by a factor of $10^8$ in order to change AB with a surplus of $10^{18}$ B atoms cm$^{-3}$, i.e. about $10^{-2}$ at. % (atomic per cent) into AB with $10^{-2}$ at. % of surplus A. The existence regions of figs. 9 and 10 are limited (not shown in the figure) by a low $P(A)$ value, where AB ceases to be stable at the given temperature and changes to a phase richer in B, for example B(A), and by a high value at which AB changes to the neighbouring phase richer in A, for example A(B). Typical limiting values for some binary compounds are given in Table II. It can be seen from this that the ratio of these limiting values can be very large, even for compounds with a very narrow existence region.

Fig. 11 shows the concentrations of a number of point defects and charge carriers occurring within the existence region of the semiconductor CdTe at 700 °C as a function of the partial vapour pressure of Cd in the coexisting gas phase.

Summary. The partial vapour pressures in the coexisting gas phase can be used to give accurate control of the concentrations of point defects and charge carriers within the existence region of the solid compound. This is clarified by means of a simple theoretical model of a semiconductor. The result of measurements and calculations for the semiconductor CdTe is given as a practical example.
Recent scientific publications

These publications are contributed by staff of laboratories and plants which form part of or co-operate with enterprises of the Philips group of companies, particularly by staff of the following research laboratories:

Philips Research Laboratories, Eindhoven, Netherlands
Mullard Research Laboratories, Redhill (Surrey), England
Laboratoires d'Electronique et de Physique Appliquée, Limeil-Brévannes (Val-de-Marne), France
Philips Zentrallaboratorium GmbH, Aachen laboratory, Weisshausstrasse, 51 Aachen, Germany
Philips Zentrallaboratorium GmbH, Hamburg laboratory, Vogt-Kölln-Strasse 30, 2 Hamburg-Stellingen, Germany
MBLE Laboratoire de Recherches, 2 avenue Van Becelaere, Brussels 17 (Boitsfort), Belgium.

Reprints of most of these publications will be available in the near future. Requests for reprints should be addressed to the respective laboratories (see the code letter) or to Philips Research Laboratories, Eindhoven, Netherlands.


R. Bleekrode: Intensity alternations in the second positive bands (C$^2$Π→B$^2$Π) of $^{14}$N$_2$ and $^{15}$N$_2$. Physica 41, 24-26, 1969 (No. 1).


C. H. Weijsenfeld: The Hall effect in type II superconductors.

K. Weiss: Fehlordnung der Kationen in $\beta$-Ag$_2$S.
Z. Naturf. 24a, 184, 1969 (No. 1).

J. Gas Chromatogr. 6, 569-571, 1968 (No. 12).

H. J. de Wit: Some numerical calculations on Holstein's small-polaron theory.

W. J. Witteman: High-power single-mode CO$_2$ laser.
IEEE J. Quantum Electronics QE-4, 786-788, 1968 (No. 11).

P. Zalm: Thermionic cathodes.

J. non-cryst. Solids 1, 163-185, 1969 (No. 2).

Contents of Electronic Applications 29, No. 1, 1969:

C. J. Boers: Recent developments in circuits and transistors for television receivers, IX. E.h.t. generation from the line flyback pulse (p. 1-15).

B. J. M. Overgoor: An operational amplifier with differential FET input (p. 16-28).

W. Ebbinge & D. C. de Ruiter: Improved speed control for a permanent magnet motor (p. 29-34).

Contents of Mullard Technical Communications 10, No. 98, 1969:


A precision lathe with hydrostatic bearings and drive

H. J. J. Kraakman and J. G. C. de Gast

Philips Research Laboratories first took up work on precision lathes many years ago because of a need for turned surfaces of optical quality. At first all the work that was required could be handled by a single lathe with special modifications, but eventually the demand became so heavy that more machines had to be built. This provided a suitable opportunity for introducing an entirely new design, and the first precision lathe built to the new design is now in use in the Laboratories. A unique feature of the machine is the exclusive use of hydrostatic bearings and drive; some of the bearings are made to have infinite stiffness by a special control system. The movements of workpiece and tool are hydraulically controlled to an accuracy previously unattainable.

About thirty years ago the need arose for a powerful, wide-angle lens system that was free from spherical aberration, for projection-television receivers. These requirements were met by the Schmidt optical system, which consists of a spherical mirror with a correction plate. It was found possible to make this correction plate from gelatine, using a circularly symmetric mould which was copied from a jig on a lathe \[1\]. The required surface quality was obtained by using a diamond-tipped tool. A further improvement in finish was achieved in later years by changing the headstock bearing of the lathe for a precision journal bearing with clearances less than 1 µm \[2\].

Because of the high dimensional accuracy and good finish that could be obtained with this lathe when a good cutting tool was used, it was found to be invaluable for making objects such as resonant cavities, lenses and mirrors for lasers, parabolic reflectors, pole-pieces for electron microscopes and electrodes for the miniature "Plumbicon" camera tube. Eventually there was more work than one machine could handle and it was decided to design a completely new precision lathe, which would also be more suitable for workshop conditions. This lathe is described in this article.

The main spindle and carriages in this lathe are supported by hydrostatic bearings, that is to say bearings in which the oil film is maintained by the supply of oil under pressure. In this type of bearing the thickness of the oil film between the bearing surfaces, and hence the position of the moving part, is independent of their relative speed. Moreover, under certain conditions, the clearances can be quite large (20 to 40 µm), which means that large fluctuations in the temperature of the hydrostatic bearings cannot cause them to seize up. Since there is never any metallic contact between the moving parts of a hydrostatic bearing, there is no "stick-slip" or wear.

Hydrostatic forces are also used for driving the carriages. A linear hydraulic motor, with piston and cylinder, was found to be a good choice of drive since it has no periodic element. Periodic systems — such as the conventional lead-screw and nut — have the disadvantage that periodic irregularities (known as "ghosts") are produced in the machined surface \[3\]. The headstock spindle is driven by a rotary hydraulic motor. The speed

---


\[2\] The diamond-tipped tool and the high-precision bearing were made by L. M. Leblans; see L. M. Leblans, A high-precision lathe headstock, Philips tech. Rev. 19, 68-69, 1957/58.

of this kind of motor can be regulated easily, it is small enough to be built into the headstock, and it can be made fairly insensitive to overload.

The use of these hydrostatic components means that oil continuously circulates through and around all the parts of the lathe, so that the lathe quickly assumes the same temperature as the oil. This makes effective temperature control possible. Because of this temperature control and the absence of wear in the mating surfaces of the hydrostatic bearings, and also because the headstock motor is not sensitive to overload, all kinds of turning can be done on the lathe without any gradual deterioration in the highest standard of finish that can be attained; in addition, the time needed to reach this degree of finish is negligibly short.

In this hydrostatic bearing and drive system the control of pressures and rates of flow plays an important part. To obtain work with a high standard of finish it is of course essential to keep the speeds of movement of tool and work accurately constant. We have developed the elements needed for these three functions — bearing, drive and control — to the required degree of accuracy and it can be expected that the new elements will be of considerable interest in many other applications besides the lathe described here. Outstanding among these elements are the double-film hydrostatic bearings for the carriages, which can be made to have infinite stiffness by means of a special method of pressure control, the linear motor, the rotary hydraulic motor and the control valves. A method has been found which largely compensates for the unwanted forces that arise because of the oil flow through these valves. In the following these four components will be dealt with at greater length, but first of all we shall give a general description of the design of the lathe as a whole and of the hydraulic system.

Design objectives

The lathe was required for machining work up to 200 mm in length and diameter with a surface finish of optical quality. A dimensional tolerance of 1 µm was given as a target figure for the design, with a maximum out-of-roundness of 0.1 µm in the finished work. These tolerances, which were laid down purely as a target, have been achieved in practice; with a readily machinable material and a good (diamond-tipped) tool it is likely that even closer tolerances could be met. However, to meet dimensional tolerances of this order it is essential that the temperature of the work remains constant: for example, a piece of brass 100 mm long expands by 1.9 µm for a temperature increase of 1 °C. Where dimensional accuracy is important, it will therefore be necessary to use the lathe in a controlled-temperature environment. This, however, is not necessary to achieve a high surface finish, since the control of the temperature of the circulating oil makes the lathe sufficiently independent of the ambient temperature. Achieving a high surface finish was incidentally the most difficult of the objectives, because the closer one gets to a surface of optical quality the more every flaw shows up. A scratch only 0.1 µm deep is clearly visible.

To avoid all causes of surface flaws, the two carriages that move the tool longitudinally and radially are not mounted one above the other as they are in a standard lathe. Instead, the toolholder is mounted on a traversing carriage and the headstock spindle on an identical carriage which moves longitudinally, i.e. parallel to the axis of rotation. The tailstock is mounted on a third carriage in line with the headstock, and the centring cone is fixed (i.e. it does not rotate). The three carriages are mounted on a lathe bed, with which they form a compact and rigid assembly. A plan view of the lathe is shown in fig. 1.

The linear hydraulic motors that apply the longitudinal and traversing motion to the carriages for the headstock spindle and for the toolholder are mounted in line with the carriages to ensure well-defined movement and a rigid construction. The motor housing, the cylinder Cyl (fig. 2), is fixed to the slideway S and the piston rod is attached directly to the carriage C.
The rotary hydraulic motor that drives the main spindle is incorporated in the headstock which, in a standard lathe, would be a fixed unit. In our lathe the headstock unit is mounted on the carriage that moves longitudinally.

The photograph in fig. 3 clearly shows the three main units: headstock, toolholder and tailstock. The front plate of the lathe contains the operating controls for setting positions and speeds. Behind the lathe there are two decimal counters, which show the displacements of the longitudinal and cross carriages to within an accuracy of 0.5 μm. These displacements are measured by means of an optical system [4].

[4] An article on this will shortly be appearing in this journal.

Hydraulic system

A diagram of the hydraulic system of the precision lathe is given in fig. 4, with the conventional symbols. The diagram presents the three most important assemblies of the lathe, the headstock unit H, the toolholder unit TH and the tailstock unit TS; P is the pump unit. Each unit has its own linear motor (1, 2 and 3). The linear motor 1 of the headstock unit is connected to the variable flow-control valve 9 through the directional valve 7: the valve 9 regulates the rate of flow at which the cylinder of 1 fills up or empties and thus controls the speed of movement of the piston. The same arrangement is found in the toolholder unit TH. The system used for the tailstock unit is different, since here the

Fig. 3. The precision lathe. Control valves for adjusting the speed of the longitudinal and cross movements are mounted on the front plate. Instruments that indicate the displacement in the longitudinal and radial directions to an accuracy of 0.5 μm can be seen at the rear.
linear motor serves to maintain a constant pressure against the workpiece.

The headstock unit $H$ also includes the rotary hydraulic motor $16$. This has a parallel branch with a variable flow control $11$. The sum of the flows through both branches is kept constant by a fixed flow-control valve $18$. The motor speed is controlled by varying the flow through $11$; since the sum of the flows through $16$ and $11$ remains constant, the flow through $16$ then varies in the opposite direction, changing the motor speed accordingly. An advantage of a total flow independent of the motor speed is that any pressure drop in the connections always remains the same, so that the pressure level at all points is independent of the speed of the motor.

The pump unit $P$ supplies the whole hydraulic system with clean oil at the required temperature and at a pressure of 40 bars [5]. This pressure is rather lower than is usual in hydraulic systems. The advantage of this is that the inevitable pressure fluctuations due to the pump are then smaller and easier to smooth out. The amplitude of these pressure fluctuations depends not only on the pressure level but also on the presence of air in the oil. This air has an easy opportunity to escape in the main reservoir $20$; the oil returned to the backing reservoir $19$ is pumped by means of an auxiliary pump $21$ via a filter $23$ and a temperature-control system with heat exchanger $25$ to the main reservoir $20$, where it emerges just below the surface of the oil through a diffuser opening out in the form of a funnel, in which turbulent oil comes to rest. The main pump $22$ supplies oil at the rate of 20 litres per minute to the three main units; a pressure-control valve $26$ at the branching point of the three supply lines keeps the supply pressure constant.

The hydrostatic bearings

In a hydrostatic bearing the parts $I$ and $II$ (see fig. 5) are separated by a fluid film whose pressure $p_r$ enables it to support the load $F$. Since the bearing is not sealed,
fluid can escape, the outflow resistance \( R_2 \) being dependent upon the thickness of the film (the gap height) \( h \), the length \( l \) and the width \( b \). The fluid (usually oil) is supplied from an external source through a series resistance \( R_1 \), and at the centre of the bearing the clearance is usually deepened to form a recess [6].

The fluid film can be built up by the bearing itself through the pumping action due to the relative movement of the bearing surfaces. Bearings of this type, which include the Lebland precision bearing mentioned earlier [4] and the spiral-groove bearing described earlier in this journal [7], are called hydrodynamic bearings. In a hydrodynamic bearing the fluid film, and hence the position of the mating surfaces, depends on the relative speed. For precision machines this is undesirable, particularly if the speed is sometimes zero, which is often the case for machine-tool carriages.

It is seen that a hydrostatic bearing always consists of two resistances \( R_1 \) and \( R_2 \) in series, which are supplied from an external source with a fluid (oil) under pressure. In the steady state the fluid flow through the resistances \( R_1 \) and \( R_2 \) has the same value \( \Phi \) and the pressure \( p_r \) between the resistances depends on \( R_2 \) in accordance with the relation:

\[
p_r = p_b R_2 / (R_1 + R_2), \quad \ldots \ldots \ldots \ldots \quad (1)
\]

where \( p_b \) is the pressure of the source.

![Diagram of a hydrostatic bearing](image)

Fig. 5. Diagram of a hydrostatic bearing. \( I \) and \( II \) the two parts of the bearing. \( F \) load. \( P \) oil pump. \( V \) pressure-control valve. \( R_1 \) flow restrictor. \( R_2 \) total outflow resistance, formed by two outlet gaps in parallel with width \( b \), length \( l \) and height \( h \). \( p_b \) supply pressure. \( p_r \) pressure in the bearing recess; the pressure decrease across the bearing gaps is shown in the figure.

The flow through the gap is laminar; \( R_2 \) consists of the parallel arrangement of two identical bearing gaps each with a resistance \( 2R_2 \), which follows from the equation for fluid flow through a laminar resistance:

\[
\frac{1}{2} \Phi = \frac{p_r}{2R_2} = \frac{bh^3}{12\eta l} p_r. \quad \ldots \ldots \ldots \ldots (2)
\]

In this equation, which we shall encounter several times in this article, \( \eta \) is the viscosity coefficient of the fluid. The laminar flow resistance \( R_2 \) is inversely proportional to the third power of the gap height \( h \). The way in which the recess pressure \( p_r \) varies with the gap height \( h \) can most simply be seen if we write:

\[
R_2 = R_{20} (h_0/h)^3,
\]

where \( R_{20} \) and \( h_0 \) are the values of \( R_2 \) and \( h \) for zero load, and then substitute this in (1). We then obtain:

\[
p_r = \frac{1}{1 + (R_1/R_{20})(h/h_0)^3} p_b. \quad \ldots \ldots \ldots \ldots (3)
\]

We see from this expression that when the gap height \( h \) is reduced because of an increasing load \( F \), the recess pressure \( p_r \) in the bearing increases; the higher pressure, acting on the effective bearing surface \( A \), delivers a force which balances the increased load.

In the design of a hydrostatic bearing the dimensions are determined by the required load-carrying capacity and the required stiffness of the bearings. The load-carrying capacity of the hydrostatic bearing refers to the maximum permissible load \( F_{\text{max}} \) (i.e. the load under which the bearing surfaces are only just clear of one another). Under this load the bearing gap height \( h \) is approximately zero, so that the outlet resistance \( R_2 \) tends to infinity and the recess pressure \( p_r \) becomes equal to the supply pressure \( p_b \), giving \( F_{\text{max}} = A p_b \).

The bearing stiffness \( K \) is equal to the load change \( \Delta F \) divided by the resultant displacement \(-\Delta h\) of the moving part \( I \) towards \( II \):

\[
K = \frac{\Delta F}{\Delta h}.
\]

With \( F = A p_b \) we can calculate \( K \) from (3). Using an approximation that is permissible if the deviation \( \Delta h \) is small we find:

\[
K = \xi \frac{A p_b}{h_0}. \quad \ldots \ldots \ldots \ldots (4)
\]

[6] 1 bar = 10^5 N/m^2 = 1.020 at. All pressure levels specified here refer to the excess pressure above atmospheric pressure.


Here $\xi$ is a dimensionless constant mainly determined by the inlet resistance or restrictor $R_i$. The relation (4) indicates the requirement to be met if a stiff bearing is to be obtained with a fixed restrictor: the bearing surface and the supply pressure should be large, the gap height should be small.

The same expression, but with a proportionality constant twice as large, also holds for a hydrostatic bearing of the double-film type (fig. 6). In the double-film hydrostatic bearing the principle illustrated in fig. 5 is applied to both sides of the moving part $I$. The symmetrical construction thus obtained considerably improves the running and the temperature dependence of the bearing.

The way in which the type of restrictor employed affects the bearing stiffness can clearly be seen from the graph in fig. 7. The dashed line in this graph represents the condition which the rate of flow $\phi$ through the bearing should meet for infinite stiffness, i.e. in a bearing where the gap height $h$ is independent of the load. If in such a case a force is applied to the part $I$, the flow rate to the recess with the higher pressure must increase and the rate to the other recess must decrease in order to obtain the necessary pressure difference. The solid curves indicate the variation of the flow rate $\phi$ with the recess pressure $p_r$ for four types of flow restrictor. Three of these are commonly used in hydrostatic bearings [6]: the laminar-flow resistance ($L$), the turbulent-flow resistance ($T$) and a constant-flow device ($C$). Using these restrictors it is not possible, as can be seen from fig. 7, to make an infinitely stiff bearing. The fourth curve relates to the variable flow restrictor, known as the "membrane double restrictor" (M.D.R.), developed at Philips Research Laboratories [8]. With this device it is possible to meet the requirements for infinite stiffness within a given range.

Unlike the other types of restrictor mentioned, the membrane double restrictor is affected by load variations, with the result that a feedback control system is obtained. Fig. 8 shows a diagram of the device together...
with a bearing. When a force $F$ is applied to the moving part $I$, a pressure difference $p_{r2} - p_{r1}$ must be created in the two bearing recesses in order to balance this force. The pressure difference $p_{r2} - p_{r1}$ also acts on the membrane, causing it to flex towards the side where the pressure is lower. Then the gap height $x_2$ between the membrane and the housing, at the side where the recess pressure is higher, increases. As the flow through the gap is laminar, the effect of the increased gap height is greater than that of the reduced pressure difference $p_s - p_{r2}$ (equation 1) and there is therefore an increase in the flow to the recess with the higher pressure.

An important feature of the membrane double restrictor is that one of the parameters is the supply pressure $p_s$; this enables the stiffness in an assembled bearing to be modified—from a positive value, through infinity, to a negative value (fig. 9). This facility enables elastic deformations in other parts of the bearing to be compensated.

Fig. 9. The load of a double-film hydrostatic bearing with M.D.R. control as a function of the corresponding displacement of the moving part supported in the bearing, for different supply pressures $p_s$. The curves relate to normalized quantities; the vertical axis shows the load divided by the load-carrying capacity of the bearing ($F = FA_{ps}$) and the horizontal axis shows the variation of the bearing gap height divided by the gap height under no load ($c = \Delta h/h_0$). The stiffness of the bearing is equal to the slope of the curve. The M.D.R. is dimensioned in such a way that at $p_s = 32$ bars the bearing has infinite static stiffness.

Fig. 10. Polar diagram of the amplitude and phase of the deflection of a double-film hydrostatic bearing with M.D.R. control when subjected to a sinusoidally varying load. Each curve connects the measured values for different frequencies at a given supply pressure $p_s$ in the bearing. At $p_s = 32$ bars the bearing has infinite static stiffness. The shape of the curve shows that there are no marked resonances at particular frequencies, so that the system is dynamically stable. At the highest frequencies the supply pressure hardly affects the curve, the damping in the bearing then being dominant.

The membrane double restrictor not only gives a very high bearing stiffness; it also has the important advantage that it gives sufficient stiffness with a large gap height, low supply pressure and small bearing dimensions. These are just the very conditions that equation (4) shows to be undesirable; however, they are often desirable for other reasons [10].

Since the bearing and membrane double restrictor form a feedback system, there is the possibility of instability. In such a system this would take the form of spontaneous oscillation at a particular frequency. Even when the system is stable, it may be so close to instability that a transient oscillation occurs after every disturbance. Both the oscillation effects and the existence of dominant resonant frequencies can be avoided by choosing the bearing dimensions in such a way that there is sufficient damping in the system. This can be seen from fig. 10 where the amplitude and phase angle of the deflection of the bearing under a sinusoidally varying load are shown for different frequencies and different supply pressures. No marked resonance then occurs at any frequency [9].

The membrane double restrictor not only gives a very high bearing stiffness; it also has the important advantage that it gives sufficient stiffness with a large gap height, low supply pressure and small bearing dimensions. These are just the very conditions that equation (4) shows to be undesirable; however, they are often desirable for other reasons [10].


[11] Because of this, hydrostatic bearings can also be used for fast rotating shafts (6000 rev/min) with low oil consumption and friction losses. Stiffness, load-carrying capacity and damping are better in this case than with an air bearing; see H. L. Wunsch, Air bearing applications to machine tools and measuring instruments. Trans. ASME, J. Lubr. Technol. 90F, 680-686, 1968 (No. 4).
Fig. 11 shows how the membrane double restrictor is incorporated in a slot cut into one of the bearing blocks. Each pair of bearing recesses has its own membrane double restrictor.

Carriage with slideway

When double-film hydrostatic bearings are used, there are always large preloading forces present (these may reach 10⁴ N in the carriage bearings, for example), which can cause severe structural deformation if the forces give rise to bending moments. In the design of the slide system, shown in cross-section in fig. 12, the hydrostatic forces are applied in such a way that both the carriage and the slideway are subjected only to compressive, tensile and shearing forces that together form a closed force diagram in the plane of the drawing [111].

The carriage has three identical bearing blocks (as illustrated in fig. 11), which are mounted on the carriage frame. Since the blocks are supported in bearings at both sides, each block is hydraulically balanced so that the carriage frame is relieved of hydrostatic preloading forces. The slideway shown in fig. 12 was machined from one piece and all the guide faces were precision-ground.

The slideway can also be built up from rectangular bars (fig. 13). This construction is less rigid than that of fig. 12. The deformations caused by the hydrostatic forces acting on a slideway built up in this way have been measured and are shown in fig. 14. An important advantage, however, is that the bars can be...
Fig. 14. Measured deformation of a slideway of the type shown in fig. 13, a) when only a horizontal force is operative, b) when only a vertical force is operative, c) when both are operative together. In case (c) there is only a small residual deformation.

assembled in such a way that deviations over a length greater than half the bearing-block length can be corrected by flexing and clamping. Slideways of this type were used for the guides in the step-and-repeat camera recently described in this journal [12]; for a 5-cm displacement of the carriage the deflection from the straight is less than 0.03 \( \mu m \) and the angular rotation of the carriage is less than 0.1 seconds.

The linear motor

The linear motor used is a combination of piston and cylinder (fig. 15) with a piston to piston-rod surface ratio of 2:1. When the piston is stationary and the supply pressure \( p_s \) is applied to the annular space between the cylinder and the piston rod, the pressure in the oil-filled space to the left of the piston is \( p_l \). Taking the equilibrium of forces at the piston, then for the given surface ratio and zero external forces, \( p_l \) is given by:

\[
p_l = \frac{1}{2} p_s \quad \cdots \cdots \cdots \quad (5)
\]

If the space to the left of the piston is now connected via a resistance to a supply of oil at a pressure \( p_s \), the piston is given a velocity \( v \) to the right; if the space to the left of the piston is connected via \( R \) to oil at atmospheric pressure, then the piston is given an equal velocity \( v \) to the left. In both cases the oil flow rate \( \Phi = \frac{(\pi/4)D^2v}{R} \) (\( D \) being the inside diameter of the cylinder) is given by:

\[
\Phi = \frac{p_s - p_s/2}{R}
\]

The velocity is thus given by:

\[
v = \frac{2p_s}{\pi D^2 R} \quad \cdots \cdots \cdots \quad (6)
\]

For a good surface finish it is necessary that \( v \) should remain constant to within 0.1 %. It can immediately be seen from (6) that the essential condition for this is that the supply pressure \( p_s \) should be constant to within 0.1 %. The load on the motor should also be constant; this has been neglected in the derivation of (6), but can be taken into account by a term to be subtracted from \( p_s \). Since it is extremely difficult to keep the supply pressure and particularly the load as constant as this, it was decided to ensure the uniformity of \( v \) directly by keeping the flow rate \( \Phi \) at an accurately constant value. This was done by replacing \( R \) by a flow-control valve (whose operation is described in the section on control valves).

The uniformity of the velocity is also adversely affected by the pressure in the cylinder which can cause the inside diameter \( D \) of the cylinder to have a slightly different value at different places. In order to make the deformation of the cylinder wall as uniform as possible, it is not rigidly attached to the cylinder head but mounted freely; this can be seen in the detailed cross-section of the linear motor shown in fig. 16.

Another difficulty that can give rise to non-uniform...
mity in the piston velocity is the presence of leakage between the piston and the cylinder wall. However, by including a control valve (7 in fig. 16) in the piston the oil pressure in the annular grooves and bearing recesses in the piston surface can be adjusted in such a way that hydrostatic bearing action and a perfect seal are obtained at the same time.

Deformation of the cylinder is also caused by the pressure difference across the piston. The length difference across the piston is now concentrated in a narrow zone of the very thin oil film between the piston and the cylinder wall. We shall see that this zone is located near the high-pressure end (in fig. 16 the right-hand end) of the piston. The operation of the linear motor, on the other hand, is based on the tapering deformation depends upon the cylinder diameter $D$ and the wall thickness $t$ and is given by:

$$L = 4.5 \sqrt{Dt}.$$  

The pressure difference across the piston is now concentrated in a narrow zone of the very thin oil film between the piston and the cylinder wall. We shall see that this zone is located near the high-pressure end (in fig. 16 the right-hand end) of the piston. The operation of the linear motor, on the other hand, is based on the tapering deformation.

The permissible deviations in the cylinder diameter are very small. The effect on the velocity of a deviation $AD$ in the diameter of the cylinder may be deduced from (6) and, neglecting terms of higher order, may be written as:

$$\frac{\Delta v}{v_0} = \frac{2AD}{D_0},$$

where $v_0$ and $D_0$ are the normal values of $v$ and $D$. If $\Delta v$ is required to be less than $10^{-4}v_0$, then the error due to a deviation of diameter should be about an order of magnitude smaller, since there are other sources of error. We then have:

$$2AD < 10^{-4}D_0.$$  

For a cylinder diameter of 80 mm the deviations $AD$ must therefore be less than 4 $\mu$m. Now $AD$ has reached 10 $\mu$m for a pressure difference of 40 bars and a wall thickness of 6 mm. If the cylinder were constructed as shown in fig. 15, this deviation would occur at the centre of the cylinder but not at the two ends. This is because one end is reinforced by the cylinder head and the O-ring seals off the other end from the pressure. In the design shown in fig. 16 these effects are avoided by mounting the cylinder freely and not rigidly connected to the cylinder head 4 and by applying the seal 6 to the end face of the cylinder tube.

Deformation of the cylinder is also caused by the pressure difference across the piston. The length $L$ subject to this slightly displacement of oil by the left-hand end of the piston. The cylinder deformation here due to the pressure difference should be imperceptible, which implies that the piston length should at least be equal to the deformation length $L$.

The sealing of the piston, which has the pressure difference $p_0 - p_1$ across it, calls for special measures, since the running of the piston must not be unfavourably affected by the seal. It is of course essential that the piston and piston rod should be accurately centred in their guides for proper running of the piston, otherwise, owing to the high surrounding pressure, these moving parts could seize up against the cylinder wall or cylinder head as soon as they came into contact with them. In hydraulic engineering this effect is known as "hydro-lock." The necessary centring is obtained by supporting both the piston and the piston rod in hydrostatic bearings. The four bearing recesses ($R_e$ in fig. 15) provided for this in the piston circumference are connected via four identical resistances $R_1$ to the annular high-pressure space between the piston rod and the cylinder. The oil from these bearing recesses does not flow into the low-pressure space on the left of the piston (14), but into an annular groove situated between the recesses and the high-pressure space and open to atmospheric pressure via the hollow piston rod.

The piston seal thus becomes a seal between the space with the pressure $p_1$ and the bearing-recess pressure $p_3$. We take $p_3 = \frac{1}{4}p_0$, since a hydrostatic bearing works best with this ratio be-

![Fig. 16. Complete cross-sectional drawing of the linear motor in the lathe. The colours correspond to various oil pressures: red = supply pressure $p_s$; yellow = $\frac{1}{4}p_s$; green < $\frac{1}{4}p_s$; blue = atmospheric pressure. 1 cylinder, 2 piston, 3 piston rod, 4 cylinder head, 5 thin-walled extension in which the piston rod can be clamped to hold it accurately stationary, 6 O-ring seal on the head surface of the cylinder jacket, 7 control valve, 8 bearing recesses, 9 annular groove under average bearing-recess pressure, 10 outlet slot. The control valve 7 incorporated in the piston 2 keeps the pressure in the bearing recesses $\delta$ of the piston equal to that on the left of the piston, i.e. equal to $\frac{1}{4}p_0$.](image-url)
between recess pressure $p_1$ and supply pressure $p_s$; since also $p_1 = \frac{1}{2} p_s$ (see equation 5), the pressure difference to be sealed is small.

With a simple rubber seal, such as an O-ring, this small pressure difference, which is independent of the pressure level, can be adequately sealed without adversely affecting the movement of the piston. What will be affected is the positioning of the piston, because of the hysteresis of the material, while the static friction is also a function of time. An element giving such a complete seal is not necessary, however, provided $p_1$ and $p_s$ do not differ by more than 0.01 bar, at which level the leakage of oil through the gap is negligible. This has been achieved by means of a pressure-control valve incorporated in the piston (see fig. 16) which builds up a sufficiently high pressure in the annular outlet groove 10 (green) to keep the average recess pressure (present in the annular groove 9 on the left of the recesses in fig. 16) equal to the pressure $\frac{1}{2} p_s$ (yellow).

Keeping the piston stationary for a long period to an accuracy of better than 0.1 \mu m requires special measures. This is a feature of the lathe that is vital, and has been achieved by hydraulically clamping the piston rod. The clamping action is provided by a thin-walled cylindrical extension on the inside of the cylinder head (S in fig. 16). The pressure is always high on the outer side of this cylindrical extension and a decrease in pressure between the extension and the piston rod causes an elastic deformation and hence the clamping action. The low pressure is adjusted by bringing the two adjacent annular grooves up to atmospheric pressure by means of a magnetically operated valve. The pressure-control valve in the piston, which keeps the pressure in the bearing recesses of the piston at $p_s$, ensures that in the clamped state the pressure $p_1$ in the space behind the piston does not rise or fall as a result of slight oil leaks.

It can also be seen from fig. 16 that the cylinder has a double wall: this construction has been used to give protection to the inner cylinder wall and to permit oil of controlled temperature to be circulated around the oil space behind the piston. The piston rod is hollow and is provided with two backlash-free universal joint couplings. This enables the cylinder to be fixed to the slideway and the drive shaft to the carriage; a misalignment of $\pm 2^\circ$ is permissible. For example, an experimental shaft machined on a headstock spindle with an out-of-roundness of 0.7 \mu m was found to have an out-of-roundness of 0.1 \mu m. It was decided to give the headstock spindle a cylindrical shape without protrusions, since this shape can be made accurately circular to within 0.1 \mu m by lapping.

The distance $d$ between the two journal bearings (see fig. 17) was chosen so as to minimize the tilt of the headstock spindle in the front bearing due to a radial force acting from outside the bearings (see fig. 18). This tilt is to be avoided because it changes the direction of the axis of rotation of the workpiece clamped in the chuck. The optimum distance $d$ depends on the modulus of elasticity $E$, on the linear moment of inertia $I$ of the cross-sectional area of the headstock spindle and on the bearing stiffness $K$; the relation is:

$$d = \frac{3}{c} \sqrt{\frac{EI}{K}},$$

where the constant $c$ is about 16 if all quantities are in SI units [15].

The thrust bearing (A in fig. 17) is fitted at the end of the headstock spindle $S$ and is supported by a flat plate bolted to the headstock. This is a hydrostatic single-film

---


[15] If the tilt of the main spindle is not minimized but the radial deviation of the chuck instead, another expression must be used (see reference [11]).

---

Fig. 17. Cross-sectional drawing of headstock spindle $S$ and vane motor $M$. A thrust bearing. $R$ journal bearings.

Fig. 18. A force $F$ acting on the projecting part of the headstock spindle presses the spindle sideways. A relatively large deviation may be caused by tilting of the whole spindle if the distance $d$ between the bearings is small (a), and by flexing of the spindle if the distance between the bearings is large (b). Between these there is an optimum distance $d$ which gives the least deviation.
bearing pre-loaded by the supply pressure. The design is such that there is no interaction between the journal and the thrust bearings, and the front journal bearing lies as close as practicable to the chuck. This is the best arrangement for accurate running and for the stiffness of the headstock spindle. One disadvantage is that the thrust bearing is a long way from the chuck, which means that the axial position of the work clamped in the chuck is dependent on the temperature of the headstock spindle. Fluctuations in this temperature are very small, however, on account of the method of regulating the speed of the headstock motor.

We have seen on page 120 that this is done by varying the flow through a parallel branch and at the same time keeping the sum of the flows through motor and parallel branch constant. Since the pressure is also kept constant, this constant total flow supplies to the headstock a hydraulic power (pressure \( \times \) volume flow) which is independent of the motor speed. This hydraulic power is dissipated partly in the hydrostatic bearing of the motor and the spindle by friction and partly by throttling in the flow-control valve in the parallel branch. In addition, energy is used up in machining, but for a light finishing operation (e.g. a cut of \( 20 \times 12 \mu m \)) the power required is negligible. The heat generated in the hydrostatic bearings increases with the motor speed; since however the total dissipated power is independent of speed, the heat developed in the flow-control valve decreases equally. The oil flows from the two parallel branches are now mixed between the two headstock bearings, and the mixed flow, which thus supplies a quantity of heat independent of the speed, circulates around the headstock spindle, which therefore remains at the same temperature at different speeds.

The headstock motor is of the vane type. Since a uniform angular velocity can be obtained with this type of motor, it can be attached directly to the headstock spindle without the need for a coupling to smooth out deviations from uniformity. Moreover, no speed-selection mechanism is necessary for the transmission since the speed of the motor can be continuously regulated within wide limits, between 300 and 1200 rev/min in our lathe. In addition it is hydraulically balanced radially and axially and is small.

A vane-type motor consists of a rotor with a number of vanes, and a stator (fig. 19). The stator contains several “chambers”, two in our case, with a stroke \( h \); the chamber walls are cylindrical and concentric with the inner bore over an arc of \( \Theta \) radians. The inner bore is also cylindrical over an arc of \( \Theta \) radians, and there is a smooth transition from chamber to inner bore. The vanes are kept in contact with the transition part of the wall by a spring. In the chambers the vanes are subjected on the one side to the supply pressure \( p_s \) and on the other to a lower pressure \( p_m \). The pressure difference acting on the projecting part of the vane causes a force to act on the vane. This force gives rise to a couple that drives the rotor. Oil is supplied and removed on the transition curves and there is always at least one vane between feed and outlet.

Given an angular displacement \( \varphi \) the vane displaces a volume \( V \) of oil given by:

\[
V = \frac{1}{2} D h (D + h) \varphi.
\]

Owing to the symmetrical design of the motor, the same volume is displaced by the vane in the chamber at the opposite side, so that the volume displaced for each radian that the motor rotates is:

\[
V_r = \frac{1}{2} D h (D + h),
\]

which is referred to as the swept volume per radian. Since \( h \) is constant over the arc \( \Theta \) of the chamber, the volume displaced per radian is independent of the position of the rotor, so that this type of motor has in theory a uniform angular velocity \( \omega \). This is determined by the oil feed \( \Phi \) and the oil leakage \( \Phi_1 \):

\[
\omega = \frac{\Phi - \Phi_1}{V_r}.
\]

In spite of slight deviations the oil leakage \( \Phi_1 \) may readily be defined in a wide operating range as a linear function of the pressure difference \( p_s - p_m \). The change in \( \Phi_1 \) can therefore be compensated in the precision lathe by using a membrane load compensator like the one developed some time ago at these Laboratories for a linear servomotor [18].

As soon as a vane has reached the end of a chamber (see fig. 19) the next vane has to take over the sealing action. Consequently

Fig. 19. a) Cross-section and b) plan view of a vane motor. \( p_s \) pressure at input side and \( p_m \) pressure at output side of the motor. \( h \) height of stroke.
the number of vanes must be at least 2n/θ. With this number of vanes, however, there is no overlapping at all at the change-over and there is an irregularity at each change-over. It is therefore better to use more vanes so that there is some overlap. Even then, some change-over irregularity remains: since it is impossible to avoid a small amount of play in the grooves for the vanes, each vane "flips" across as it takes up the pressure difference; moreover, the leakage is halved during each short interval when the two vanes are in series. In addition, successive vanes take up pressure simultaneously in the two chambers, because the rotor must remain radially balanced. The resultant irregularities are visible on a trial workpiece after a plane perpendicular to the axis has been machined. These irregularities can be removed by using twice the number of vanes, so that the seal is always effected by two vanes in series. Even then there is still some unevenness in the leakage flow since there is a short overlap period in which three vanes are in series. This difficulty can be overcome by cutting 20 μm deep "relief" grooves in the overlap part of the chamber, to permit sufficient additional leakage for the flow during the overlap period to be equal to the leakage rate when there are two vanes in series.

The motor used in the lathe has two chambers with 18 vanes and an overlap of 10°. The diameter of the rotor is 60 mm, its width is 7 mm and the stroke is 2 mm. At the maximum speed of 1200 rev/min a power of 250 W is available at the chuck. The power is kept as low as this because the present lathe is used only for finishing, and even this small amount of power is seldom required. However, if necessary, a higher power could be used with a headstock of these dimensions.

The control valves

In the foregoing we have several times referred to control valves whose purpose was to keep a pressure or a flow to a prescribed value. Flow control can always be reduced to the control of a pressure difference across a fixed flow resistance, so that in fact all control requirements amount to controlling a pressure difference. In the precision lathe this must be done with an accuracy as good as 0.1%, whereas the best that conventional control valves can give is about 1 to 2%. It was therefore necessary to design new control valves for the precision lathe, paying special attention to all the unwanted forces that arise as a result of fluid flows or friction in the valves. The required accuracy was achieved by compensating the forces associated with the fluid flow and by making further use of hydrostatic bearing action.

A hydraulic control valve operates by varying the opening of a flow orifice under the action of varying pressure levels. In the precision lathe described here each control valve consists of a moving piston which controls the opening of the outlet ports in a cylinder.

Two cases are to be distinguished for a constant pressure. In the first case a pressure-control valve keeps the pressure constant at the input to the valve; the oil flow through the valve is then a bypass flow. This case is illustrated in fig. 20; the regulated pressure \( p_e \) at one end of the piston balances the spring force \( F \) acting on the piston. A schematic diagram representing this case is also shown in fig. 20. \( \phi \) is the main flow, \( \phi_2 \) the bypass flow. The dashed line indicates

\[
F = \frac{1}{2} \pi D^2 p_e,
\]

where \( D \) is the diameter of the piston. The force \( F \) must be independent of the position of the piston and of the flow rate through the valve to ensure that the controlled pressure \( p_e \) remains constant. The force \( F \) that actually appears in the valve, however, contains in addition to the component derived from a spring a component

---
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Fig. 21. a) Simplified cross-section of a control valve that keeps the pressure on the output side of the valve at a constant value $p_c$. The force due to $p_c$ acting on the piston balances the force $F$, usually derived from a spring. The oil supplied under pressure $p_s$ exerts no force on the piston, the main flow $\Phi$ goes through the valve. b) Diagram of the control valve. The dashed line indicates that the pressure at the output of the valve affects the magnitude of the flow orifice.

that varies with the valve orifice, the flow force $F_i$. This force, which may be regarded as a reaction force applied to the piston by the outflowing fluid, can amount to 20% of the applied spring force $F_s$, and thus seriously interferes with the operation of the control valve. We have now built a control valve in which the flow force is compensated in the following way.

The flow force is proportional to the fluid mass flowing out per unit time, $\rho \Phi$ ($\rho$ is the density of the fluid), and to the axial component of the outflow velocity $v$. The relation is:

$$F_i = \rho \Phi v \cos \beta,$$  \hspace{1cm} (7)

where $\beta$ is the angle between the outflow direction and the axis of piston and cylinder (see fig. 20). It is possible to apply a compensating counter-force, proportional to $\Phi$ (see below), but there is the complication that $F_i$ is also proportional to $v$. It turns out, however, that the effect of this proportionality is opposite to that of another undesirable effect that we have not yet mentioned. This is the variation of the spring force $F_s$ with the position of the piston, and by suitably choosing the spring stiffness the two effects can be made to approximately cancel out in the operating region of the valve.

The variation of the spring force $F_s$ with a displacement $x$ of the piston is given by:

$$F_s = F_{s0} + K_s x,$$  \hspace{1cm} (8)

where $K_s$ is the spring stiffness and $F_{s0}$ the spring force acting at the point chosen as $x = 0$. If we take $x = 0$ for the position at which the piston just closes the outlet ports, then $x$ can be expressed in terms of the outflow velocity $v$ and the outlet flow $\Phi$.

Let $xb$ be the area of the outflow opening, $b$ being the width of the outlet ports; then the flow rate $\Phi$ is given by:

$$\Phi = axb v.$$  \hspace{1cm} (9)

Here $a$ is a flow coefficient; in a wide range $a$ is approximately equal to 0.7 [17].

Equations (7), (8) and (9) show that the total force $F$ acting on the piston is given by:

$$F = F_{s0} + \Phi \left( \frac{K_s}{xb v} + q v \cos \beta \right).$$

We see that the factor between brackets contains one term proportional to $v$ and one term inversely proportional to $v$. An expression of this kind is fairly constant in a particular range of the (independent) variable $v$. If the spring stiffness $K_s$ is given a suitable value, this range can be situated about the operating point of the control valve. If the outflow velocity is $v_o$ at this operating point, then with proper dimensioning the force $F$ is given by:

$$F = F_{s0} + \Phi \cos \beta \left( \frac{v_o^2}{v} + v \right).$$  \hspace{1cm} (10)

The variation of the factor in brackets is shown in fig. 22. It can be seen from this that the unwanted force proportional to $\Phi$ has been made approximately independent of the outflow velocity in the vicinity of the operating point.

To compensate the flow force the oil flow $\Phi$, after leaving the valve, is passed through a laminar resistance $R$ (see fig. 23, a more detailed cross-sectional drawing of the pressure-control valve, whose principle is illustrated in fig. 20). The pressure drop across a laminar resistance is proportional to the quantity of oil flowing through it (see equation (2) which relates to laminar flow in a hydrostatic bearing) and the pressure $p$.

---

Fig. 22. Variation of the expression $(v^2/v + v)$ with $v$. The minimum is obtained when $v = v_o$; in a range about this point the value of this expression is virtually constant.
Fig. 23. A more detailed cross-sectional drawing of the control valve in fig. 20. A fixed laminar resistance $R$ is included in the bypass flow. The resultant pressure $p$ acts on an additional piston surface, thus providing compensation for the flow force. 

Built up by the resistance $R$ is thus proportional to $\Phi$. This compensating pressure $p$ acts on an extra piston face with reduced diameter $d$ and exerts a force on the piston which is opposite to the flow force and cancels it for every value of $\Phi$ if $R$ is correctly chosen \cite{18}. The only reservation here relates to the effect of temperature on the viscosity of the oil and hence on the magnitude of the resistance $R$; this may sometimes make it impossible to achieve perfect compensation.

**Design of the valves**

The speed at which the oil leaves the outlet ports is fairly high (e.g. 65 m/s at a pressure difference of 20 bars). To allow the fast-flowing oil to settle down again, an annular groove is cut in the cylinder wall (see fig. 23). If this groove were rectangular in cross-section, the oil flow would create an undesired pattern in it \cite{19}, and the inlet angle $\beta$ would continuously fluctuate. The wall along which the oil enters the groove is therefore placed at an angle of $60^\circ$ as indicated in fig. 23; the oil flow thus follows the wall \cite{20}, and the inlet angle is stabilized. To guide the oil flow along the piston there are two (or four) slots. The oil in the annular groove flows away through a wide opening in the piston.

The pistons of the control valves may seize up because of hydro-lock \cite{21}. To prevent this the pressure difference that always exists across the pistons is used to provide them with a hydrostatic bearings action. An additional effect is that the accuracy of $1$ to $2\%$ usually obtainable with control valves has been improved to $0.1\%$; a pressure-control valve responds reproducibly to a variation as small as $10^{-3}$ bar at a pressure level of 10 bars.

*Fig. 24 gives an idea of the dimensions of the control valves, showing cylinder and piston for two versions with piston diameters of 12 and 6 mm.*

**Servo-operated pressure-control valve**

The pressure-control valve shown in fig. 23 is used for keeping the supply pressure of the lathe constant. Owing to the system of speed control employed, the oil flow through the lathe is always about the same, and consequently the bypass flow through the valve also remains relatively constant. As a result this valve is able to keep the supply pressure accurately constant.

Marked differences in the flow will occur, however, in the control valve whose function is to keep the tailstock pressed against the workpiece with the same force at all times however quickly it is moving (valve 12 in fig. 4). In this case the method described for compensating the flow forces in the control valve is not sufficiently accurate, and to obtain higher accuracy it is necessary to use a pressure-control valve in which an extra controlling force, derived from a pilot valve, is applied in addition to the forces described above.

The circuit of a well-known valve of this type is shown in fig. 25a. The pressure-control valve $C$ has to

---
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keep the pressure \( p_c \) to a preset value for widely different flows through \( C \). Since the position of the piston is different for different flows, a spring is unable to deliver a constant reference force. Instead of this a force derived from a constant pressure \( p_1 \) is used as the reference force. This control pressure \( p_1 \) is kept constant by the pilot valve \( P \). Since the orifice plate \( A \) gives a virtually constant flow through \( P \), \( p_1 \) is held accurately constant. This is referred to as a pilot-operated control valve.

The pilot valve \( P \) in fig. 25b is shown in cross-section in fig. 26. The control pressure \( p_1 \) is regulated in the valve but does not itself exert any force on the piston. The same control valves are also fitted in the pistons of the linear motors for the headstock and toolholder slide systems (see fig. 16). There, however, the reference force is not delivered by a spring but by the supply pressure \( p_s \) (red) which acts upon a piston surface of half the size and balances the half supply pressure \( 0.5 p_s \) (yellow) acting upon the whole piston surface. The valve keeps the pressure in the bearing recesses \( 8 \) at half the supply pressure and thus provides a seal for the piston (see page 126).

A force can also be exerted on the control valve through the pressure indicated in blue in fig. 16. This scheme can be used for applying a correction to the regulated pressure if required in connection with manufacturing tolerances, and it can also be used to set up a small intentional pressure difference across the sealing gap. This pressure difference will give a very small laminar flow through this gap, thus giving the piston a constant low velocity. This principle has been applied in a more elaborate form in a laminar flow-control valve which is used at Philips Research Laboratories in combination with a linear motor for pulling crystals from a melt by the Czochralski method. This system readily permits piston velocities of 1 \( \mu \)m/s or less [22].

Flow-control valve

This laminar flow-control valve is only suitable for very small flows. From about 0.25 cm\(^3\)/s a turbulent-flow valve is used, consisting of a pressure-reducing valve with a resistance or orifice plate in series with it, through which the flow is turbulent. Although it would
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[22] This method is therefore an alternative to the one described by H. von Weingräber, Vorschubvorrichtung für extrem langsame Geschwindigkeiten, Annals C.I.R.P. 11, 90-95.
be possible to build a laminar-flow control valve for these higher flows, the use of a turbulent flow has the advantage of reduced temperature dependence. This may be seen from the Bernoulli expression for turbulent flow through an orifice of area \( A \), where the volume flow is given by:

\[
\dot{V} = \alpha A \frac{2(p_1 - p_2)}{\rho}.
\]

Here the coefficient \( \alpha \) is a constant related to the constriction of the flow; it usually has a value of about 0.7 \(^{[17]}\). The factor \( p_1 - p_2 \) represents the pressure difference across the orifice and \( \rho \) is the density of the fluid; the density varies very little with temperature, unlike the viscosity coefficient \( \eta \), which plays a role in laminar flow (see equation 2).

All the flow-control valves in the precision lathe — used for controlling the speed of the headstock motor and the speeds of the linear motors — are therefore of the turbulent-flow type. The orifice-plate aperture of area \( A \) is incorporated near the valve (fig. 27). The pressure difference \( p_1 - p_2 \) across the orifice plate exerts a pressure on the piston which balances a spring force. Since the flow rate \( \dot{V} \) through the valve remains constant, it is not necessary here to compensate for the flow force; however, the spring stiffness must be correctly chosen since the flow force is again proportional to the velocity.

G. H. Veldhuizen of the mechanical design group in this Laboratory had an important share in the development of the precision lathe described here. The external design of the lathe is entirely his work.

**Summary.** A precision lathe has been designed and built at Philips Research Laboratories for use there. All moving parts of this lathe run in hydrostatic bearings. The lathe has three carriages, each driven by a linear motor, consisting of a piston and cylinder. The double-film hydrostatic bearings of the carriages possess infinite stiffness through feedback of the bearing pressure to a variable flow restrictor, referred to as a membrane double restrictor. The main spindle is driven by a hydrostatic vane motor. The lathe can machine work up to 200 mm in length and diameter with a dimensional tolerance of 1 \( \mu \)m; the out-of-roundness of turned work is less than 0.1 \( \mu \)m and the finish of the machined surfaces is of optical quality. The finish does not depend on the ambient temperature, but to achieve a dimensional tolerance of 1 \( \mu \)m it is necessary to keep the ambient temperature constant, purely because of the thermal expansion of the workpiece. The finish of the workpiece and tool are measured with an optical system to within an accuracy of 0.5 \( \mu \)m, and the measurement is displayed on a digital indicator. The article describes in detail the design and operation of the main parts, in particular the slide systems with their hydrostatic bearings, the linear motors, the vane motor and the control valves used in many parts of the lathe. The accuracy of the valves has been raised to 0.1%.
The MOS tetrode

T. Okumura

In the various designs of MOS transistor that have so far been produced the feedback capacitance is relatively high. This means that they are less suitable for amplifying signals of very high frequency. The article below describes a related circuit element which can be used for frequencies up to 200 MHz and higher. This new device has been developed at the Takatsuki-Osaka laboratory of the Matsushita Electronics Corporation (MEC) a company owned jointly by the Japanese company Matsushita Electronic Industries (MEI) and the Philips Group of Companies, and active in various fields of common interest.

Introduction

The most advanced of the various field-effect transistors known at present is the metal-oxide-semiconductor (MOS) transistor. MOS transistors are relatively simple to manufacture and they combine the advantages of high input impedance and characteristics that give very little cross-modulation. However, they are not very suitable for amplification at frequencies above about 100 MHz because of their relatively high feedback ("Miller-effect") capacitance.

The same problem is encountered in thermionic devices in the triode valve. The usual solution adopted there has been to replace the triode either by a pentode or by a pair of triodes connected in a "cascode" circuit. In solid-state electronics an analogous arrangement to the cascode has been made up from two MOS transistors, and this gives a feedback capacitance much less than that of a single MOS transistor. At Matsushita Electronics Corporation we have been looking into the possibility of producing a practical circuit element of even better performance by making a cascode of two MOS transistors as a solid circuit [1]. Our investigations have been successful and their practical end-result is a new circuit element, the MOS tetrode [2]. This new device does indeed have the desired very small feedback capacitance, and it also surpasses the ordinary MOS transistor on two other counts: in circuits with automatic gain control (AGC) readily produced with the MOS tetrode, as we shall see below — there is much less cross-modulation with the tetrode, and there is much less variation of the input capacitance with input voltage. The characteristics are also very stable.

In a valve cascode circuit (fig. 1) the operating conditions of two triodes are such that the grid current is very small, and the anode current in both valves is about the same. If the grid G2 is decoupled to prevent the appearance of an a.c. voltage, then the circuit behaves like a triode of very high internal impedance (anode impedance) $R_t$ and very high amplification factor $\mu_2$; the transconductance $g_{m1}$ is about the same as that of one of the triodes. In this case, which corresponds to the situation in the MOS tetrode, we have [3]:

\[ R_t = (\mu_2 + 1)R_1 + R_2 \approx R_1\mu_2, \]  
\[ \mu_2 = \mu_1/\mu_2 \approx \mu_1\mu_2 \]  
\[ g_{m1} = g_{m1} \frac{\mu_2 + 1}{(\mu_2 + 1) + R_2/R_1} \approx g_{m1}, \]  

from which these statements can readily be verified.

Fig. 1. A valve cascode circuit using triodes. The circuit can be adjusted in such a way that the characteristic curves are analogous to those of a single triode. The internal impedance and the current amplification factor are however much higher, and the feedback from anode to control grid is much less. The transconductance is about the same.

Fig. 2 shows a diagram of the cross-section of one of our designs of a MOS tetrode, next to a section of an ordinary MOS (triode) transistor. The diagram shows that the tetrode has two control electrodes (gates) $G_1$ and $G_2$. Between the two gates there is an $N$-type region which is surrounded by the $P$-type silicon of the substrate. This $N$-type region is the "island", which serves as the drain electrode for the triode formed by $S$, $G_1$.
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Fig. 2. a) Diagrammatic cross-section of a MOS transistor (MOS triode). S source, D drain, G metal gate electrode, insulated from the other parts of the device by a thin oxide layer O. S and D are of the same semiconductor material as the rest of the substrate (shaded) but are of the opposite conduction type. b) Diagram of the cross-section of a MOS tetrode on a P-type silicon substrate. There is a third N-type region, the island I, between S and D. There are now two gate electrodes, G₁ and G₂. The device can be considered to be an integrated cascode circuit of two MOS triodes.

Each of the two circuit elements has a substrate contact which is usually connected to the source. The standard symbols for use in circuit diagrams are shown on the left. The arrow represents the source.

Fig. 3. a) The $I_d$-$V_d$ characteristic for a MOS triode for a fixed value of $V_g$. The curve can be fairly accurately represented by a combination of a parabolic region and a nearly horizontal straight line. b) Set of $I_d$-$V_d$ characteristics for various values of $V_g$. c) $I_d$-$V_g$ characteristic for constant $V_d$ (see the dashed curve in b). At $V_d < V_{th}$ the current $I_d$ is virtually zero. The parabolic and the horizontal part of the $I_d$-$V_d$ characteristics meet at $V_d = V_g - V_{th}$.

and I and as the source electrode for the triode formed by I, G₂ and the drain electrode D. The island has no contacts. In most applications the signal to be amplified is applied to G₁ and a capacitor is connected between the electrode G₂ and earth. The substrate has a contact (not shown), which is connected to the source.

Before describing the special electrical and technological features of our new tetrodes, we should perhaps recapitulate some of the more important features of the MOS triode. The fundamental mechanism in the operation of a MOS triode (fig. 2a) which has a P-type substrate, is the formation at the substrate surface of a thin N-type layer when a positive bias $V_g$ is applied to the gate (inversion). The charge density of the mobile majority carrier in this layer, the “channel”, depends on $V_g$, and the same is therefore true for the current $I_d$ which flows through it from S to D.

If curves of the variation of this current with the voltage $V_d - V_s$ are plotted for constant $V_g$, it is found that the first part of each curve is parabolic and the remainder is very nearly a horizontal straight line (fig. 3; $V_s$ is assumed to be zero, as usual). The maximum value $I_d$ sat of the current is the ordinate value of the straight-line region and occurs consequently in a large interval of $V_d$ values (saturation). The value of $I_d$ sat is dependent on $V_g$ (fig. 3b). In the “saturated” region $I_d$ and $V_g$ are related at constant $V_d$ by

$$I_d \text{ sat} = \frac{1}{2} \beta (V_g - V_{th})^2$$

where $\beta$ is equal to $C_{1g}/\mu^2$, where $C_{1g}$ is the capacity between the gate electrode and the channel, $\mu$ the mobility of the majority carriers (the electrons in this case) and L is the length of the channel. $V_{th}$ is the threshold voltage, i.e. the value of $V_g$ for which $I_d$ becomes zero. The variation of the current with $V_g$ is thus quadratic (fig. 3c). It can be shown directly from (4) that $g_{m \text{ sat}}$, the value of the transconductance under saturation conditions,

is given by:

$$g_{m \text{ sat}} = \beta (V_g - V_{th})^2$$

The transconductance $g_{m \text{ sat}}$ is thus not independent of $V_g$.

It is the very nearly quadratic relation between $I_d$ sat and $V_g$ which accounts for the very small cross-modulation obtained from the MOS transistor [4]. If a

[2] During the development of our tetrode some details of similar work were given by N. H. Ditrick and M. M. Mitchell at a meeting of the IEEE Electron Devices Group in October 1965.
radio receiver is tuned to a particular frequency, the modulation of the signal received is affected to some extent by the modulation of other transmitters, particularly those at neighbouring frequencies. The magnitude of this effect is mainly determined by the third-power term — and to a lesser extent by the higher-power odd terms — in the expansion of \( I_{d, sat} \) as a power series in \( V_g \). For the MOS transistor these terms are very small and the cross-modulation is therefore correspondingly small.

MOS transistors for use in computers usually have a substrate of \( N^- \)type silicon, and hence a \( P^- \)type channel. In these transistors \( V_{th} \) usually has such a value that the transistor does not conduct when there is no bias on the gate, corresponding to the usual requirements in digital applications. MOS transistors for amplifying high-frequency signals, on the other hand, are preferably made on a \( P^- \)type substrate. The channel then shows \( N^- \)type conductivity, which is more suitable here since the electrons in silicon have a mobility about three times that of the holes. (It is true that the mobility in the layer obtained by inversion is smaller than it is in the bulk material of similar type, but the relative decrease is about the same for both kinds of charge carrier \(^{[5]}\).)

### The operation of a MOS tetrode

Let us now calculate how the current in a MOS tetrode depends on the various potentials and characteristic quantities. We shall proceed as if the tetrode was a cascode circuit of two triodes: in fact this assumption is not quite justified since a tetrode has one substrate contact, while the substrate of each triode of a cascode circuit is connected to its own source electrode. We shall also assume that the two triodes are identical, so that they each have the same \( \beta, V_{th}, \) etc.

If an equation analogous to (4) is set down for the two triodes, then since both transistors carry the same current it can be shown that

\[
V_{g1} - V_{is1} = V_{g2} - V_{is1} \quad \ldots \ldots \ldots \quad (6a)
\]

or

\[
V_{is1} = V_{g2} - V_{g1} \quad \ldots \ldots \ldots \quad (6b)
\]

and

\[
I_{d, sat} = \frac{1}{2} \beta (V_{g1} - V_{th})^2. \quad \ldots \ldots \ldots \quad (7)
\]

This equation for the saturation current of the tetrode is identical with the one that holds for the first triode (see eq. 4). The diagrams of fig. 4 show how the triodes adjust themselves for the different cases (cf. eq. 6b).

When \( V_{g1} \) is greater than \( V_{is1} + V_{th} \), the current in the first triode is no longer saturated, and is given by:

\[
I_{d1} = \frac{\beta}{2} \{(V_{g1} - V_{th})^2 - (V_{g1} - V_{th} - V_{is1})^2\}. \quad (8)
\]

From this relation and the similar one for \( I_{d2} \) it follows that

\[
V_{is1} = \frac{1}{4} \left[ V_{g1} + V_{g2} - 2V_{th} - \{(V_{g1} + V_{g2} - 2V_{th})^2 - 2(V_{g1} - V_{th})^2\} \right], \quad (9)
\]

and

\[
I_{d} = \frac{\beta}{8} \left[ V_{g2} - V_{g1} + \{(V_{g1} + V_{g2} - 2V_{th})^2 - 2(V_{g2} - V_{th})^2\}\right]. \quad \ldots \ldots \ldots \quad (10)
\]

Let us now look at a number of special cases. When \( V_{g1} \) is equal to \( V_{th} \), the first triode is cut off and the potential \( V_{is1} \) of the island becomes equal to \( V_{g2} - V_{th} \); this means that the second triode is just driven into cut-off. If \( V_{g1} \) is allowed to increase indefinitely, then, as (9) shows, \( V_{is1} \) goes to zero (i.e. \( V_{is1} \) becomes equal to \( V_{th} \)) and \( I_{d} \) goes to the limiting value \( \frac{1}{2} \beta (V_{g2} - V_{th})^2 \).

This limiting of \( I_{d} \) has advantages on the score of reliability, since a high voltage applied at the gate cannot set up a current large enough to damage the tetrode.

Finally, we should say a word or two about the most important quantity of all in the MOS tetrode — the feedback capacitance. In the MOS triode the feedback action arises because the gate electrode overlaps the drain electrode a little (fig. 5a). In the MOS tetrode the main cause of feedback is that any a.c. voltage
at D sets up a corresponding (but much smaller) a.c. voltage at I, and this in turn is coupled back to G1 (fig. 5b). The direct effect of the potential of G1 on that of D is very small, since G2 functions as a screening electrode, provided that the resistance in the lead of G2 is not too high (fig. 5c).

The feedback via the island can be calculated as follows (fig. 5h). If the feedback capacitance of the tetrode is represented by $C_{fb}$ and the a.c. current induced in G1 by an a.c. voltage $v_1$ superimposed on $V_d$ is represented by $i_1$, then:

$$i_1 = -j\omega C_{fb} v_1 = -j\omega C_1 v_1$$

or

$$C_{fb} = C_1 v_1 / v_d.$$

Since the same current flows in both parts of the tetrode, $v_1 / v_d$ is equal to $R_1$ divided by the total resistance of the cascode circuit, which is equal to $R_1(1 + \mu_2) + R_2$. Consequently:

$$C_{fb} = C_1 \frac{R_1}{R_1(1 + \mu_2) + R_2} \approx C_1 / \mu_2.$$  \hspace{1cm} (13)

This shows that in the MOS tetrode the feedback capacitance is about $\mu_2$ times smaller than that of the triode.

If one attempts to verify experimentally that $V_{st}$ becomes equal to $V_{es}$ when $V_{g1}$ is made equal to $V_{th}$, as the relation (6) predicts, a fairly large discrepancy is found. With triodes whose characteristics were like those of fig. 3, and for which $V_{th} = -2.7$ V, we found a value of 6.2 V for $V_{st}$ at $V_{es} = 5$ V, as compared with a calculated value of 7.7 V. A much smaller discrepancy was found when we used triodes made on a much less strongly doped silicon substrate (20 cm). This agrees with the calculations of Van Nielen and Memelink \cite{6}, from which it can be shown that there will be no discrepancy at all in transistors made on an intrinsic substrate.

**Some suitable configurations**

Fig. 6 shows a diagram of the cross-section of two of our experimental MOS tetrodes, which fulfilled expectations in every respect. The configuration shown in fig. 6a is very simple and does not really need further explanation. In the configuration of fig. 6b it can be seen that the oxide layer does not have the same thickness everywhere. Because of the step in thickness the two triodes have different values of $C$ (the capacitance is of course inversely proportional to the thickness of the oxide layer). In the tetrode of fig. 6b $C$ is greater for the second triode, and it can be shown

![Diagram of the cross-section of two types of experimental MOS tetrode](image-url)

that this has the effect of making its current amplification factor $\mu$ greater. It follows that for this configuration $C_{fb}$ will be even smaller than it is for that of fig. 6a. This arrangement also has the advantage that a smaller voltage is needed at $G_2$ when the tetrode is used for AGC. As in other tetrodes the cross-modulation in reverse AGC with $V_{g2}$ (see below) is less than in reverse AGC with $V_{g1}$, so that this configuration combines a number of attractive features.

A variation of the tetrode drawn in fig. 6a is now

![Diagram of the cross-section of two types of experimental MOS tetrode](image-url)
Fig. 7. Stages in the production of the Matsushita 3 SK 32 MOS tetrode. a) Oxidation of the silicon substrate. b) Oxide is etched away in a particular pattern and phosphorus is diffused into the substrate to obtain source, island and drain. c) Removal of the oxide layer. d) Second oxidation; the oxide between $S$, $I$ and $D$ is etched away. e) Third oxidation. f) Oxide is removed from parts of $S$ and $D$ and aluminium is deposited.

Fig. 8. Microphotograph of a silicon wafer on which a 3 SK 32 MOS tetrode has been produced. Starting at the outside, the yellow lines are the source, the first gate, the second gate and the drain. The four dots are the connections. The four lead wires are blurred but can just be made out.

Fig. 9. Experimental MOS tetrode in which the second triode is the one with the thicker oxide layer.

Fig. 10. Set of $I_d- V_d$ characteristics for the 3 SK 32 MOS tetrode for $V_{gs} = 5$ V. At $V_{gs} = 0$ the current $I_d$ is about 1.5 mA.
and is in the region of $-0.6$ V. At $V_{g1} = 0$ the saturation value of $I_d$ is about $1$ mA, and this means that a bias on $G_1$ is desirable in most applications (enhancement mode operation).

When $V_d$ is set equal to zero and $V_{g1}$ and $V_{g2}$ are made so strongly negative that there is no current in the tetrode ($V_{g1} = V_{g2} = -10$ V), the small-signal input capacitance and output capacitance are $4.5$ pF and $3$ pF respectively at a frequency of $455$ kHz. The variation of the feedback capacitance $C_f$ as a function of $I_d$ is shown in fig. 11. The value of $C_f$ is about $0.02$ pF, except at very low $I_d$. In general $C_f$ is never greater than about $0.035$ pF.

![Fig. 11. The feedback capacitance $C_f$ for the 3 SK 32 tetrode as a function of $I_d$, at a frequency of $445$ kHz, with $V_d = 10$ V and $V_{g2} = 5$ V.](image)

**Fig. 11.** The feedback capacitance $C_f$ for the 3 SK 32 tetrode as a function of $I_d$, at a frequency of $445$ kHz, with $V_d = 10$ V and $V_{g2} = 5$ V.

**Fig. 12.** The transconductance $g_m$ of the 3 SK 32 tetrode as a function of $V_{g1}$ for nine different values of $V_{g2}$, with $V_d = 10$ V.
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**Fig. 12. The transconductance $g_m$ of the 3 SK 32 tetrode as a function of $V_{g1}$ for nine different values of $V_{g2}$, with $V_d = 10$ V.**

**Fig. 13.** The power gain $G$ (solid lines) and the noise figure $F$ (dashed lines) of the 3 SK 32 tetrode, measured at $200$ MHz. Both quantities were measured under optimum conditions and with a bandwidth of $4$ MHz.
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**Fig. 13.** The power gain $G$ (solid lines) and the noise figure $F$ (dashed lines) of the 3 SK 32 tetrode, measured at $200$ MHz. Both quantities were measured under optimum conditions and with a bandwidth of $4$ MHz.

The cross-modulation characteristics for circuits using two methods for obtaining AGC are shown in fig. 14. The curves were obtained with an untuned circuit which had two signals applied to it, one with a carrier frequency of $200$ MHz and the other with a

---

carrier frequency of 212 MHz. It can be seen that for normal values of \(I_d\) a cross-modulation of 1% occurs when the interfering signal is 0.1-1 V, and that the case with fixed \(V_{g1}\) is the most favourable one.

In MOS triodes and tetrodes the input capacitance \(C_i\) is not entirely independent of the applied voltages. Since this capacitance can contribute to the tuning of a circuit, it is desirable that the variation of \(C_i\) should be as small as possible. Fig. 15 shows how \(C_i\) varies with \(I_d\); in one case \(I_d\) is controlled by \(V_{g1}\) and in the other it is controlled by \(V_{g2}\). It can be seen that the most favourable situation is the one in which \(V_{g1}\) is held constant. In this respect AGC via \(G_2\) is therefore preferable.

Since the mobility of the charge carriers and the potential \(V_{th}\) both depend on temperature, the current \(I_d\) and the transconductance \(g_m\) are also to some extent temperature-dependent at constant \(V_d\), \(V_{g1}\) and \(V_{g2}\). Conditions can be found for which the two effects cancel one another out. If \(\alpha\mu\) is substituted for \(\beta\), it can be readily shown from (4) and (5) that the two temperature coefficients are given by:

\[
\frac{\partial I_d}{\partial T} = \frac{I_d \partial \mu}{\mu \partial T} \sqrt{2 \alpha \mu I_d \frac{\partial \phi_{th}}{\partial T}}, \quad (14)
\]

\[
\frac{\partial g_m}{\partial T} = \frac{g_m \partial \mu}{\mu \partial T} - \alpha \mu \frac{\partial V_{th}}{\partial T}. \quad (15)
\]

Fig. 16 shows how \(I_d\) varies with the channel temperature at \(V_d = 10\ V\) and \(V_{g2} = 5\ V\). At \(V_{g1} = 0\ V\) (or \(I_d = 1.5\ mA\)) the effect of the temperature is almost zero, for \(V_{g1} < 0\) the temperature coefficient is positive but very small, and for \(V_{g1} > 0\) it is negative. This negative temperature coefficient is another feature which is useful for reliability. (Bipolar transistors do not have this attractive feature, and the current in these is also more strongly temperature-dependent than the current in MOS transistors.)

As in other MOS transistors the \(V_{th}\) of our tetrode
is not absolutely constant. Fig. 17 shows values of $V_{th}$ recorded for four samples over a period of 1000 hours. At first there was a relatively rapid variation, although it was not very large (about 0.05 V in 150 hours), and after that $V_{th}$ remained virtually constant for all four tetrodes.

Fig. 17. A record of the variation of the values of $V_{th}$ measured over a period of 1000 hours for four samples of the 3 SK 32 tetrode at a temperature of 150 °C. During the experiments $S$ was connected to $D$ and $G_1$ to $G_2$. The voltage between the two pairs of electrodes was +10 V for two of the tetrodes, and -10 V for the other two.

Summary. The MOS tetrode, an integrated cascode circuit of two MOS triodes, has been developed to obtain a MOS device with such a low feedback capacitance that operation in the VHF band would be possible. The slope is about the same as for a MOS triode, and the current amplification factor and the internal impedance are very high. In normal use the gate $G_2$ of the second triode is kept at a fixed potential (say zero) and the tetrode is driven at $G_1$. In the 3 SK 32 VHF tetrode developed by Mitsubishi Electronics Corporation the threshold voltage $V_{th}$ is about -0.6 V; at $V_{gs} = 0$ the current $I_d$ is about 1.5 mA, so that a bias is needed for certain applications. The power gain is 20 dB or more at 200 MHz. The transconductance (about 10 mA/V) has a maximum for a particular value of $V_{gs}$ and also depends on $V_{gs}$, so that there are three possible ways of obtaining AGC. The feedback capacitance is about 0.02 pF. The cross modulation is very low. At low $V_{gs}$ the current $I_d$ is very nearly independent of the temperature. During the first 150 hours of life $V_{th}$ changes a little, but after this changes hardly at all.
III. The determination of existence regions

As we stated earlier in part I, semiconductors and insulators usually have narrow existence regions and compounds of metallic type usually have broad existence regions [4]. This distinction can be made clearer by considering the electron energies. Let us take as an example the solution of native atoms \(^*\text{A}\) in a compound \(\text{AB}\). The dissolved native atoms are often ionized, for example as donors, and this can be represented by \(\text{A} \rightarrow \text{A}^+ + e\). When the ionization is complete (i.e. the ionization energy \(E_d < kT\)), the energy of solution of \(\text{A}\) in \(\text{AB}\) consists of two terms, a term \(E(\text{\text{A}^+})\) for the incorporation of \(\text{A}^+\), and a term \(E(e)\) representing the energy of the electron: \(E(\text{\text{A}}) = E(\text{\text{A}^+}) + E(e)\). As the total energy of solution \(E(\text{\text{A}})\) increases, the existence region becomes narrower (see figs. 4 and 5 in I). In general, a high value of \(E(e)\) will therefore give a narrow existence region.

We can obtain some idea of the electron energy \(E(e)\) by considering the relative positions of the energy levels of the different electron states. The states that are of significance in semiconducting or insulating compounds of atoms with filled inner shells (\(\text{CdTe}, \text{GaAs}, \text{AlO}_3, \text{H}_2\text{O}\) etc.) are shown in fig. 12b. Overlapping s and p orbitals form a broad empty conduction band (the width \(\Delta E_g\) is a few tens of electron volts) and a broad filled valence band, separated by a forbidden energy zone \(\Delta E_g\) with a width of the order of 1 eV. If \(\text{A}\) is dissolved as the ionized form \(\text{A}^+ + e\), electrons enter the conduction band. In semiconductors with a large band gap \(\Delta E_g\), \(E(\text{e})\) will then be high, and in general a narrow existence region is to be expected. Moreover, if greater quantities of \(\text{\text{A}}\) are added, the Fermi level in the conduction band will increase rapidly, so that \(E(\text{e})\) also increases rapidly with the concentration of the dissolved atoms.

It is possible for the native atoms \(\text{\text{A}}\) dissolved in \(\text{AB}\) to behave as donors, yet with only some of them ionized, since \(E_d > kT\). In this case the electrons are in donor levels that lie between the valence band and the conduction band, and \(E(e)\) should be taken as the energy of the actual donor level rather than that of the conduction band. If the donor level is high, the electron energy \(E(e)\) will also make a significant contribution to the total energy of solution in this case, and thus give narrow existence regions.

In compounds with metallic conduction, on the other hand, the valence and conduction bands overlap (see fig. 12a) or there is already a partly filled band in the stoichiometric composition, so that \(\Delta E_g = 0\). In this case an energy \(\Delta E_g \) or \(\Delta E_g - E_d\) does not have to be provided before an extra electron can be included and \(E(e)\) is small. The existence regions can then be broad, partly because the additions of large quantities of \(\text{\text{A}}\) will only cause the energy level to increase slowly because of the high density of states at the Fermi level.

This ties up with the striking disparity between compounds such as \(\text{GaSb}\) and \(\text{MnSb}\). The chalcogenides (compounds of S, Se, Te) of the elements of the second group in the periodic system, and the pnictides (compounds of P, As, Sb, Bi) of the elements of the third group are semiconductors and have narrow existence regions (of the type shown in fig. 12b). The corresponding chalcogenides and pnictides of the transition metals, however, give metallic conduction and have broad existence regions. This difference in widths can...
Fig. 13. Chemical spectra, i.e. cross-sections through the $T-x$ diagram at constant $T$ (≈ 500 °C), of the systems Ga-Sb, Mn-Sb, Zn-S and Cr-S. The composition parameter $x$ is expressed as atomic percentages of S or Sb. It can be seen that the Mn compounds of Sb have broader existence regions than the Ga compound. The same holds for the Cr compounds of S as compared with those of Zn.

clearly be seen in fig. 13, which shows the chemical spectra of these systems, i.e. a cross-section through the $T-x$ phase diagram at constant $T$ (≈ 500 °C).

In transition-metal compounds two types of electron states are of importance. The s and p electrons form broad bands, whereas the inner orbitals (e.g. the 3d orbitals of the 3d transition metals) form localized levels or very narrow bands (small overlap), including empty levels, since the inner shell of the transition metal is only partly filled. Fig. 12c shows one of the eight possible basic types [8], in which the broad valence band is bisected by the lowest band, which is very narrow and was originally unfilled ($\Delta E_c$, for example, of the order of 0.1 eV), so that now both bands are only partly filled. In this case $\Delta E_c = 0$ and $\Delta E_v$ is very small, and therefore broad existence regions are possible.

Narrow existence regions

The treatment given in part II enables narrow existence regions to be calculated. This will be briefly discussed with the semiconductor CdTe as an example [9]. In what follows “existence region” (projection) refers to the region of concentrations that is enclosed by the projection on the $T-x$ plane of the curve that indicates the compositions of the co-existing solid compound in the three-phase equilibria in the three-dimensional binary $P-T-x$ phase diagram (see fig. 19) [10]. We can calculate the existence region of CdTe if we know the equilibrium constants and the coexisting partial vapour pressure $P(Cd)^p$ of Cd (or that of Te) along the whole boundary of the existence region [11].

Some idea of the ways in which dissolved Cd and Te are incorporated in CdTe can be gathered from experimental data (fig. 14; fig. 11 in part II). CdTe (Cd) turns out to be an $N$-type semiconductor, and CdTe(Te) a $P$-type semiconductor. Self-diffusion measurements with radioactive cadmium in samples of CdTe with various deviations from the stoichiometric composition give an indication that the disorder is of the Frenkel type. At high pressures $P(Cd)$ the electron concentration is found to be proportional to $P(Cd)^{1/2}$. At high $P(Cd)$, therefore, $Cd^+$ and e will be dominant, and at low $P(Cd)$: $V_{Cd}$ and h. Other native point defects found are effectively neutral $D_i$ and $V_{cd}$ and the effectively double-charged cadmium vacancy $V_{Cd}^2$.

![Graph](image-url)

Fig. 14. Concentrations of electrons, holes and native point defects in CdTe as a function of $P(Cd)$ at 700 °C. The vertical lines indicate the boundaries of the existence region. (This same figure was used for fig. 11 of part II.)
The appropriate series of equilibrium relations is:

\[
P(Cd) P(Te_2)^{1/2} = K(CdTe) \\
np = K_1 \\
[Cd^+]_n = K_{19} P(Cd) \\
[Cd^+]_n = K_{20} \\
\frac{[V_{Cd}^+]p}{[V_{Cd}]} = K_{21} \\
[Cd^+]_n [V_{Cd}] = K_{22} \\
\frac{[V_{Cd}^+]p}{[V_{Cd}]} = K_{23}
\]

(70)

and the electroneutrality condition for the solid phase is:

\[
\]

These eight equations include \(P(Cd)\), \(P(Te_2)\), the concentrations of five atomic native point defects and those of holes and electrons. The concentrations of the point defects at the boundary of the existence region can thus be calculated as a function of temperature, and hence the entire existence region of CdTe, if \(P(Cd)\) or \(P(Te_2)\) and all the equilibrium constants \(K\) are known as a function of temperature. Figs. 15 and 16 give \(P(Cd)^b\) and \(P(Te_2)^b\) as a function of \(T\) as experimentally determined [12]. The equilibrium constant \(K(CdTe)\) can be calculated from \(RT \ln K(CdTe) = -\Delta G^0(T)\), where \(\Delta G^0(T)\) is the Gibbs free energy of formation at \(T\) as given by the reaction

\[
Cd(gas) + \frac{1}{2} Te_2(gas) \leq\rightarrow CdTe(crystal).
\]

From known thermodynamic data we find:

\[
\log K(CdTe) = 10.66 - 15440/T. \quad (71)
\]

From equation (71) and the data from figures 15 and 16 we now know \(P(Cd)^b\) along the entire boundary of the existence region (see fig. 17). \(P(Cd)^b\) goes to zero at \(T = 0 \, ^\circ\)K, and has kinks at 594 \(^\circ\)K and 723 \(^\circ\)K where first-order phase transitions from the liquid to the solid state take place, i.e. eutectics in the phase diagram of the system Cd-Te. The equilibrium constant \(K_1\) (see fig. 18) has been calculated as a function of \(T\) from \(K_1 = \)
\(N_e N_v \exp (-\Delta E_g/kT),\) where \(\Delta E_g\) the forbidden energy zone for CdTe, was found from optical measurements (1.5 eV at 300 °K). \(N_e\) and \(N_v\) can be calculated from (52) and (53) of part II if \(m^*(e)\) and \(m^*(h)\) are known. These have been determined from measurements of the thermoelectric e.m.f. and the Hall effect and are 0.14 \(m\) and 0.35 \(m\) respectively. \(K_{20}, K_{21}\) and \(K_{23}\) as a function of \(T\) are known from the appropriate ionization energies, which have been determined from the temperature dependence of the Hall effect. For example \(K_{20} = 2N_e \exp (-0.02 \, eV/kT),\) the factor 2 appearing because two electron spin orientations are possible in the point defect Cd\(^{+}\) in the ground state, whereas only one configuration is possible for the two electrons present in the effectively neutral point defect Cd\(^{1}\). The calculation of \(K_{19} = K_{19} \exp (-\Delta H/RT)\) goes as follows. At high pressures of \(P(\text{Cd})\) the reduced electroneutrality relation \([\text{Cd}^+, \text{Te}^-] = n\) applies (see the right-hand side of fig. 14). Substituting this into equation (70) gives \(K_{19} = n^2/P(\text{Cd}).\) By determining the electron concentration (for example from Hall effect measurements) at two different temperatures and at a high known cadmium pressure, we can now obtain \(K_{19}^2\) and \(\Delta H,\) and hence \(K_{19}\) as a function of \(T.\) In principle, \(K_{20}(T)\) can be determined in the same way from the relation \(V_{\text{CdS}} = K_{20} P(\text{Te})^{1/2},\) which then gives \(K_{20} = K_{20} K_{19} K(\text{CdTe})/K_1.\) The isotherms (concentration against partial pressure) of fig. 14 have been drawn from these data, which have also been used to produce fig. 19, which represents the central part of the \(T-x\) phase diagram (projection) of the system Cd-Te, but without the gas curve. Fig. 19 shows the complete existence region of CdTe between 0 °K and \(T_m\) (the maximum melting point) giving the concentration of Te in at. % on the horizontal axis in the usual way. CdTe of the exact stoichiometric composition begins to melt at a temperature which is 30 °K lower than \(T_m.\) Above 1000 °K the existence region is very definitely on the Te side, while below 1000 °K it is on the Cd side. The maximum melting point is on the Te side with about \(2 \times 10^{17}\) extra Te atoms per \(cm^3;\) this implies a deviation from the stoichiometric composition of the order of \(10^{-3}\) at. %. This composition is about halfway between the extreme boundary values of the existence region, being 49.99985 at. % Te at 1170 °K and 50.00085 at. % Te at 1350 °K.

Fig. 20 shows the existence region of the semiconductor SnS \(^{[13]}\), determined in a similar way, as an example of a compound for which the existence region lies entirely outside the stoichiometric composition at \(T > 0 \, °K.\)

It should be emphasized that the existence regions illustrated in figs. 19 and 20 are based on models indi-


eating the types of native point defect that occur in the crystal. Although the experimental data obtained so far are consistent with these models, the presence of other types of native point defect cannot be ruled out. There may, for example, be associates of neutral cadmium vacancies which are in equilibrium with the effectively charged cadmium vacancies $V_{Cd}$ and $V_{Cd}^\bullet$, holes and electrons. The neutral double vacancy $(V_{Cd})_2$ could for example be stabilized by covalent bonding between two neighbouring tellurium atoms (the general notation for these native point defects is $^nTe_2$, see part II), corresponding to the fact that tellurium vapour contains $Te_2$ molecules as well as $Te$ atoms. This is shown in schematic form in fig. 21. Multiple associates $(V_{Cd})_n$ might also occur. In this case the shape and position of the existence region would be different from that derived above. If, however, all the types of native point defects and the corresponding equilibrium constants are known, then the existence region can be accurately determined provided it is narrow.

**Broad existence regions**

The method discussed above is not suitable for determining broad existence regions because equations (31)-(33), (48), (49) etc. (from II) are not valid for large concentrations. However, the analysis of the coexisting
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**Fig. 20. The existence region (projection) of SnS. (After H. Rau [49]).**

**Fig. 21. Schematic diagram showing a CdTe crystal with atomic disorder. ○ is a free hole, □ is a localized, effectively negatively charged cadmium vacancy $V_{Cd}$, and the ringed native point defect is an effectively neutral cadmium double vacancy $(V_{Cd})_2$. The thick oblique stroke symbolizes the covalent bonding between the two neighbouring tellurium atoms.**

**Fig. 22. Splitting up of a broad existence region into different existence regions due to the interaction of native point defects. $G_I$ corresponds to the disordered structure, $G_{II}$ and $G_{III}$ to different types of ordering of the point defects.**
gas phase is still of interest since the validity of equilibrium relations such as equations (60) and (61) in II is not affected.

Information about the width of the existence region and the type of the dominant native point defects for compounds with broad existence regions can be obtained from chemical analysis, metal microscopy, and by determining the lattice parameters and the density as a function of temperature.

We shall conclude this article with a few remarks on the splitting up of a broad existence region into a number of narrower ones, which may occur at low temperatures. If AB contains a large number of dissolved native atoms, significant mutual interactions occur which, at certain concentrations (e.g. \( x_1 \) and \( x_2 \), see fig. 22), may lead to specific types of ordering (II and III) between the point defects. The occurrence of such superstructures is accompanied by a lowering of the Gibbs free energy \( \Delta G_{\text{super}} \), which means that below a certain temperature \( T_0 = \Delta G_{\text{super}}/k \) the homogeneous region AB with randomly distributed dissolved native atoms (I in fig. 22) may be split up into a number of existence regions. This results in characteristic T-x diagrams of the type shown schematically in fig. 23. One system in which this takes place is the Cr-S system (see fig. 13), in which a series of stable phases of this kind can be indicated between the compositions CrS and Cr\(_2\)S\(_3\) [14].

\[ \text{Fig. 23. Part of a } T-x \text{ diagram showing the splitting up of a broad existence region into various smaller ones, which may occur at lower temperatures.} \]

Summary. In the third and last part of this article on stoichiometry, methods of determining existence regions are discussed. It is explained why semiconductors and insulators usually have narrow existence regions while metallic compounds have broad ones. A calculation is given of the extremely narrow existence region of the semiconductor CdTe. Finally, the article briefly discusses the splitting up of a broad existence region into a number of narrower ones, which may occur at low temperatures.

---
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**Addendum to the article by A. L. Luken, Superconducting magnets, Philips tech. Rev. 29, 309-322, 1968 (No: 10).**

In this article, dealing with the technology of solenoids made from superconducting wire, a short historical introduction is given in which it is said that the first superconducting magnet producing a substantial field was made by Yntema in 1955. Professor E. Justi of Brunswick Technical University has now drawn our attention to a description of a superconducting magnet published by him as early as 1942. The magnet consisted of a ring of NbN, and from the load it could support, and other data it could be shown that the flux density was more than 15 000 gauss. The reader may care to refer to Professor Justi’s article: E. Justi, Ein Dauerstrom-Elektromagnet, Elektrotechn. Z. 63, 577-580, 1942.
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Accurate digital measurement of displacements by optical means

I. Displacement measurement with a reflection phase grating

II. Displacement measurement with a laser interferometer

In many developments taking place in the Philips Research Laboratories in Eindhoven and elsewhere in the world, the methods and devices employed for measuring displacements extremely accurately are of vital importance. For some years now these Laboratories have been making such measurements with an instrument comprising an optical grating (described in part I by De Lang, Ferguson and Schoenaker) which readily gives an accuracy of fractions of a micron and can even detect displacements of fractions of a nanometre. This kind of accuracy can also be achieved for displacements as large as several metres, by using interferometer methods with a laser as the light source. This was demonstrated with an equipment shown some months ago at the Physics Exhibition in London, and which is described in part II by De Lang and Bouwhuis. In both cases diffraction or polarization effects are used to subdivide the intrinsic digital unit of the measurement (given by the grating period and the wavelength respectively), while electronic methods are applied for supplementary linear interpolation.

I. Displacement measurement with a reflection phase grating

H. de Lang, E. T. Ferguson and G. C. M. Schoenaker

The problem of measuring linear displacements is encountered in engineering in a wide variety of situations, and the requirements for the accuracy of such measurements are becoming more exacting as technology advances. Dimensional tolerances of the order of a few microns are no longer unusual in workpieces with dimensions in decimetres. The precision lathe described in the previous number of this journal \(^1\) and the recently described step-and-repeat camera for making photomasks \(^2\) both demand very much smaller tolerances, amounting to a few tenths of a micron. Modern engineering also has its requirements for the form in which the measurement data are made available. In the production processes of today visual observation is out

---

of place; what is now needed is a rapid, objective recording of measurement data, preferably as electrical signals of digital form to facilitate further processing. Digital output is of particular importance for numerically controlled machine tools [3].

These requirements can be met if the element (a carriage, say) whose displacement is to be measured is provided with some type of periodic structure, such as a grating, whose displacement generates an electrical signal of corresponding periodicity in a fixed scanning head. A measure of the displacement is obtained by electronically counting the number of periods of this signal that have elapsed. The measure is thus expressed in digital units which have the magnitude of the grating period.

Various kinds of grating can be employed. Systems using photoelectric scanning of a periodic optical structure, an optical grating, as proposed years ago [4], are particularly attractive. Such systems have been produced in the meantime in a variety of forms.

Let us first consider the simplest case, the scanning of an absorption grating, consisting of alternate opaque and transparent lines. If the grating period is large compared with the wavelength of the light, e.g. 0.1 mm, the effect of the grating can be completely described in terms of geometrical optics. Fig. 1 shows an arrangement for measuring displacement by means of two such fairly coarse gratings. When one of the gratings moves in the x-direction, the openings in the stationary grating are alternately covered and uncovered so that the intensity of the transmitted light varies periodically. The period of the photoelectric signal obtained in this way corresponds to a displacement of one grating period, in this case 100 µm, and in order to measure accurately to within 0.5 µm interpolation down to 1/200 of the signal period is necessary. Interpolation of this order is possible (provided the grating, the guides etc. are sufficiently accurate), but it calls for fairly complex electronic signal processing. It is therefore a more attractive proposition to use a very fine grating. For spectroscopic work diffraction gratings have long been made with a period of 1 µm or even less, and there are therefore no particular problems in making gratings with a period that could typically have a value of 8 µm, like the ones used in the method of measurement we shall shortly describe. The operation of such fine gratings can no longer be described in terms of geometrical optics since it is now essential to take the diffraction effects into account. However, this is not a complication, since in fact in the method that we shall describe the diffraction is turned to good use. This method has other interesting features: the step of the digital measurement is 1/16th of the grating period, and the photoelectric information, relating both to the magnitude of the displacement and to its direction (forward or backward), is available in the form of an a.c. signal that can readily be processed and does not disappear when the movable grating comes to rest. This measuring system is used with success in the precision lathe [1] and the step-and-repeat camera [5] mentioned earlier.

Before describing the operation of our scanning system and the other equipment, we shall take a closer look at the special characteristics of optical gratings.

**Scanning of an optical grating**

When a light wave passes through a medium its amplitude and its phase are affected (by absorption and the difference in velocity of propagation respectively). The transmission coefficient of the medium, which accounts for both these effects, is written as

$$D = m \exp(-jn),$$

and the action of a grating like the one in fig. 1 is thus completely described by a transmission function $$D(x) = m(x) \exp(-jn(x)),$$

where $$m(x)$$ and $$n(x)$$ are real periodic functions. In the case of the simple absorption grating mentioned above, only $$m$$ varies with $$x$$; the opposite case where only $$n$$ varies with $$x$$ (the phase grating) has also long been used in optics, and a grating of this kind is used in our system. The phase shifts which the light undergoes in passing through two phase gratings moving with respect to one another can be detected and put to use in the measurement by means of interference.

If the phase grating has a short period, the effect of diffraction becomes of primary importance, just as in an absorption grating. It will be useful first to give a brief quantitative description of this effect (the description is approximate but quite adequate for our purposes). Let us consider as a simple case a grating with a thickness that varies sinusoidally with the coordinate $$x$$, with a period $$p$$; see fig. 2. A plane monochromatic light wave of wavelength $$\lambda$$ and angular frequency $$\omega$$ is incident on the grating. The field strength $$E$$ of the
wave in a plane $V$ parallel to the plane of the grating has a phase which is independent of $x$:

$$E_V = A \sin \omega t.$$  

After passing through the grating the wave front is no longer flat; the field strength in the plane $W$ is:

$$E_W = A \sin (\omega t + b \sin 2\pi x/p). \quad (1)$$

Here $2b$ is the phase difference between light that has passed through a "trough" and light that has passed through a "peak" of the grating surface; $b$ is the parameter that characterizes the (sinusoidal) grating.

We can express $E_W$ as a series:

$$E_W(x,t) = A f_0 \sin \omega t +$$
$$+ Af_{-1} \sin (\omega t + 2\pi x/p) + Af_{-1} \sin (\omega t - 2\pi x/p) +$$
$$+ Af_{-2} \sin (\omega t + 2\times2\pi x/p) + Af_{-2} \sin (\omega t - 2\times2\pi x/p) +$$
$$+ \ldots$$
$$+ Af_k \sin (\omega t + k\times2\pi x/p) + Af_k \sin (\omega t - k\times2\pi x/p) +$$
$$+ \ldots \quad (2)$$

The terms of this series can be interpreted as so many different plane waves, since at the plane $W$ the phase of each term varies linearly with $x$. The direction of propagation of each wave can be derived from this variation; only the first term has the original direction of propagation, and represents the linearly transmitted wave. The whole series in fact represents the familiar effect of successive "diffraction maxima", and it can be shown from equation (2) that the diffraction angle $\varphi_k$ for the wave (beam) of the order $k$ is given by the condition:

$$\sin \varphi_k = k\lambda/p, \text{ where } |k| < p/\lambda.$$  

The relative intensity of the diffracted beams (with respect to $A^2$, the intensity of the incident beam) is $f_k^2$; in our case of a sinusoidal grating the coefficients $f_k$ are related to the parameter $b$ of the grating by the Bessel functions:

$$f_k = f_{-k} = J_k(b). \quad . \quad . \quad . \quad (3)$$

After this brief description of the diffraction effect, we must now ask what happens to the phase of the diffracted beams when the grating is displaced through a distance $\xi$ in the $x$-direction. The reference point $P$ (on the axis of the incident light beam) is kept stationary. In eq. (2) we must now substitute $x - \xi$ for $x$. This means that the phase of the beam of order (say) $-1$ has decreased by $2\pi\xi/p$, while the phase of the beam of order $+1$ has increased by the same amount:

$$E_{-1} = Af_{-1} \sin \left(\omega t + \frac{2\pi x}{p} - \frac{2\pi \xi}{p}\right),$$
$$E_{+1} = Af_{+1} \sin \left(\omega t - \frac{2\pi x}{p} + \frac{2\pi \xi}{p}\right). \quad (4)$$

The resultant phase difference $4\pi\xi/p$ between the two beams, which can be detected if the beams are caused to interfere with each other, is a measure of the displacement. For the following it is also important to note that the phase difference between the two beams $(-1)$ and $(+1)$ varies by $4\pi$, i.e. by two full periods, if the grating is displaced through a distance equal to one period $p$ (with respect to the fixed reference point $P$). Another essential feature is that the phase difference is independent of the wavelength of the light used.

To round off our introductory remarks we ought to mention that eq. (3) shows that the beams $(-1)$ and $(+1)$ have the intensity $J_1^2(b)$. This has a maximum when the grating parameter $b \approx 1.8$, the value of the maximum being 0.34; the zero-order beam then has an intensity of only 0.11. All these numerical values apply for a grating whose thickness varies sinusoidally. Eq. (2) is valid for any given grating structure of the same period $p$, but the coefficients $f_{k\pm}$ are different. In practice we use phase gratings with a "square-wave" variation in thickness. These are easier to make and also allow a higher maximum intensity to be obtained for the two first-order beams, while the zero-order beam has exactly zero intensity.

Besides the phase gratings for transmitted light considered above, there are also reflection phase gratings, with completely analogous characteristics. This is the type used in the arrangement for our measuring system.

---


but for the purposes of the next section we shall continue to consider the transmission grating.

**Scanning with an optical imaging system**

We have seen that when the phase grating is displaced through one grating period, a certain phase difference (in our case $4\pi$) is caused between two emergent diffracted beams of light. We have also mentioned that the phase difference, and hence the displacement, can be determined by means of interference between the beams. How is this interference brought about?

Unlike the first method, in which the displacement was detected with the aid of a second, stationary grating, the method now to be described requires only one grating, since an image of the grating is formed on the grating itself by means of an optical system. We shall illustrate this with reference to the diagram in fig. 3.

For simplicity we take the image-forming system here to consist of a spherical concave mirror $M$, whose centre of curvature $C$ lies in the plane of the grating $G$. The light from an incandescent lamp $S$ is collimated by a lens and projected on to the grating via a semi-transparent mirror $M_0$. Placed near the grating is a lens $L_2$ whose focal point $F$ lies on the concave mirror. Owing to diffraction from the grating, however, the light does not only strike the mirror at $F$ but also at a number of other points: we can thus speak of the focal points $F_0$, $F_1$, $F_{-1}$, etc., corresponding to the diffraction maxima of orders $0$, $-1$, $+1$, etc. The mirror is made small enough for all the higher orders to fall outside it, and it is blackened at the position $F_0$. Thus, only the light of orders $-1$ and $+1$ is reflected back to the grating. Here again, diffraction takes place in beams of the different orders. The lens $L_2$ collimates these beams and projects them on to the semi-transparent mirror $M_0$. The light which this transmits is projected by a lens $L_3$ on to a photodetector $D$, at which an image of the incandescent lamp $S$ is thus produced in a series of orders. The detector picks up only the central image, formed by contributions from the beam of order $-1$ delivered by the light reflected at $F_{-1}$ and the beam of order $+1$ originating from the light of $F_1$. We thus have interference between the beams $(-1; -1)$ and $(+1; +1)$. If $A$ is again the amplitude of the incident light, we can calculate the intensity $I$ of the resultant emergent beam as follows.

Let us first consider the diffraction of order $-1$ and assume that the grating has undergone a displacement $\xi$. The emergent diffracted beam is given by (see eq. 4):

$$A_{-1} \sin \left( \omega t + \frac{2\pi x}{p} - \frac{2\pi \xi}{p} \right) = A_{-1} \sin \left[ \omega t + \frac{2\pi (x - \xi)}{p} \right].$$

This strikes the mirror, and the beam reflected back to the grating is given by:

$$A_{-1} \sin \left( \omega t - \frac{2\pi x}{p} - \frac{2\pi \xi}{p} \right) = A_{-1} \sin \left[ \omega t + \frac{2\pi (-x - \xi)}{p} \right].$$

(Because of the action of lens $L_2$ the phase also contains a quadratic term in $x$, but this can be neglected here.) This beam is again diffracted by the grating, whence:

$$E_{(-1; -1)} = A_{-1}^2 \sin \left[ \omega t + \frac{2\pi}{p} (-x - \xi) + \frac{2\pi}{p} (x - \xi) \right]$$

$$= A_{-1}^2 \sin \left[ \omega t - 2 \frac{2\pi \xi}{p} \right]. \quad \quad (5a)$$
Similarly we find for the other beam reaching the exit aperture:

\[ E_{+1;+1} = A f_+^2 \sin \left( \omega t + \frac{2\pi}{p} \xi \right). \]  

If the grating profile is symmetrical, we have \( f_{-1} = f_{+1} = f_s \), so that from eqs. (5a) and (5b):

\[ E_{(-1;-1)} + E_{(+1;+1)} = 2 A f_+^2 \sin \omega t \cos \left( \frac{2\pi}{p} \xi \right), \]  

and therefore the intensity is:

\[ I(\xi) \propto A^2 f_+^4 \left[ 1 + \cos \left( \frac{4\pi}{p} \xi \right) \right]. \]

Thus, when the grating is displaced through a distance \( \xi \) equal to one period \( p \), the optical signal goes through four full periods. This factor of four reducing the basic unit of measurement is made up of two factors of two, one due to the superposition of the diffraction maxima of order +1 and -1, as we have already seen in the previous section, and the other arising because the light is diffracted by the grating twice, once on the way there and once on the way back.

For comparison it is useful to note that earlier measuring systems with phase gratings made use of the interference of the two beams of order (0;0) and (1;1)\(^5\). The reduction in the basic unit, which allows the same accuracy to be obtained with a coarser grating, amounts to a factor of only 2 in this case. Apart from this our system has a number of other advantages, most of which stem from the use of the interference of symmetrically diffracted beams. With a symmetrical grating profile the beams (+1;+1) and (-1;-1) always have the same amplitude, irrespective of the wavelength of the light, and therefore the photosignal obtained is fully modulated. Next, the symmetry rules out systematic errors of measurement that might arise from slight changes in the position of the grating in a direction perpendicular to its surface. The phase difference of the interfering beams, which varies with the displacement of the grating in the x-direction, is also independent of wavelength, as was stated in the preceding section; i.e. the system works as an achromatic interferometer. Finally, the direction of the emergent beams is independent of wavelength, because the dispersions of the diffractions on the outward and return paths exactly compensate one another.

There is in fact some dispersion in the position of the focal points of the concave mirror. This means that when light with a wide spread of wavelengths is used the focal points are extended into spectra. This would appear to have no significance since the dispersion is compensated when the beams emerge. However, the residual effect that the spread of the foci usually determines the tolerance for displacements of the grating in a direction perpendicular to its surface (the "depth of focus"). In fact, the modulation depth of the signal is found to decrease if the grating surface does not pass exactly through the centre of curvature \( C \). Analysis shows that this loss of modulation depth increases not only with the angular aperture of the incident beam (determined by the dimensions of the light source \( S \) with respect to the focal length of the lens \( L_1 \)), but also with the dispersion in the diffraction angle. In our particular case of symmetrically diffracted beams, however, even this second effect does not occur.

In concluding this paragraph we should stress two features of our scanning system. The first is that — as is generally the case with scanning using an image-forming system — the action of the mirror can be regarded as the formation of a reversed image of the grating surface on that same surface (or, to be more exact, of the second harmonic of the grating structure, since only the diffraction maxima of order +1 and -1 are used). Since the image is reversed, rotation of the grating in its own plane about the point \( C \) will not have any effect on the photosignal. This is of great importance, since the guide in which the grating runs is never absolutely perfect and the grooves of the grating are in practice never exactly parallel with one another over the full length of the grating ("fan error"). These imperfections do no harm because of the insensitivity of the reversed-image scanning system to rotation of the grating in its own plane. Incidentally, it is a general feature of the grating methods usually used that slight damage to the grating (perhaps with the complete loss of a few lines) does not result in complete loss of the signal.

The second special feature of our scanning method is that it is very easy to use a reflection grating instead of a transmission grating. The complete optical system can then be kept on one side of the grating, which offers considerable advantages. This feature is used in the practical design, which we shall now describe.

**Practical design of a scanning head**

*Fig. 4* shows the final version of a scanning head for our measuring system; a diagram of the head is shown in *fig. 5*. Fixed to the carriage whose displacement is to be measured is a reflection grating with a grating period of 8 µm. The grating consists of a glass substrate on which an aluminium film has been deposited by vacuum evaporation; the grating lines, which have a square-wave profile, are photo-etched into the film. The etch depth is 0.37 µm. To prevent damage to the aluminium film a glass cover plate (about 1 mm thick) is cemented to it.

---


The image-forming system consists of a concave mirror, which has a small hole in the middle of it, combined with a plano-convex correction element consisting of two component lenses, whose spherical surfaces are concentric with the mirror. A small mirror condenser focuses the light from an incandescent lamp on to the hole in the concave mirror, and this light passes through the correction element and strikes the part of the grating in the right-hand half of the visual field of the mirror, as shown in fig. 5. The light diffracted and reflected by the grating arrives at the mirror at the focal points $F_{-1}$ and $F_{+1}$. The mirror reflects this light back to the grating, but now to the left-hand half of its visual field (the image of the right-hand half of
the grating thus appears on the left-hand half). Here the light is for the second time diffracted and reflected by the grating, so that the beams \((-1; -1)\) and \((+1; +1)\) pass through the hole in the mirror to the photodetector system, which observes the interference.

This scanning head has essentially the same characteristics as the optical system in fig. 3. It contains some extra elements, however, by means of which a) forward and reverse displacements of the grating can be distinguished, b) a signal is obtained even when the grating is stationary, and c) there is digital interpolation down to a basic unit of \(1/16\)th of a grating period, i.e. down to 0.5 \(\mu\)m. We shall now briefly discuss how this is achieved.

Between the scanning head and the grating there is a plate of crystalline quartz \(Q\). The optical axis of the quartz crystal is tilted through 45° with respect to the surface of the plate, which has the result that the image formed by the optical image-forming system of the one part of the grating on the other part is separated into two components with polarizations at right angles to one another. Because of the bi-refringence of the quartz these two components are displaced slightly with respect to one another, and by giving the quartz plate (through which the light travels twice) the appropriate thickness and orientation it can be arranged that the displacement in the direction of measurement is \(1/8\)th of the grating period \(p\). This means that the phase difference between the two emergent interfering diffraction beams \((-1; -1)\) and \((+1; +1)\) differs for the one direction of polarization by an amount \(\pi/2\) from the phase difference for the other direction of polarization. (Since a relative displacement of the images by the period of the second harmonic of the grating structure, \(p/2\), would correspond to a phase difference of exactly \(2\pi\).) The two components with these directions of polarization are then separated by a polarizing beam splitter \(M_p\) and the two separate beams are applied to two separate photodetectors, giving two photosignals \(s_1\) and \(s_2\), with a phase difference of \(\pi/2\):

\[s_1 = K_1 + L_1 \sin \left(8\pi \frac{\xi}{p} + m \sin \Omega t \right), \quad (8a)\]
\[s_2 = K_2 + L_2 \cos \left(8\pi \frac{\xi}{p} + m \sin \Omega t \right), \quad (8b)\]

where \(K_1, K_2, L_1\) and \(L_2\) are constants.

Once these two signals have been obtained it is in principle possible to measure the displacement of the grating in digital steps of \(p/16\), and also, as we shall see, to distinguish between forward and reverse displacements. However, we make use of a little trick that greatly simplifies the actual measurements: the concave mirror of the image-forming system is made to oscillate about an axis parallel to the grooves of the grating, so that the image of the grating carries out a simple harmonic oscillation in the direction of displacement. Without the oscillation the two photosignals would be at a steady value when the grating is stationary, and could therefore only be processed by the cumbersome and in our case barely adequate methods of d.c. amplification. The oscillatory movement modulates the phase of the signals \(s_1\) and \(s_2\) sinusoidally, and if \(\Omega\) is the angular velocity and \(m\) the amplitude of the image oscillation we obtain the following expressions:

\[s_1 = K_1 + L_1 \sin \left(8\pi \frac{\xi}{p} + m \sin \Omega t \right), \quad (9a)\]
\[s_2 = K_2 + L_2 \cos \left(8\pi \frac{\xi}{p} + m \sin \Omega t \right), \quad (9b)\]

Thus, even when \(\xi\) is constant, we still have a.c. signals that can be amplified in the normal way. After amplification of the signal the phase can be measured digitally in units of \(\pi/2\) by counting the number of times the signal passes through zero (this is dealt with in the next section).

We should say something more about the optics of the measuring head, and in particular about the correction element used in it (\(L\) in fig. 9). This has various functions. In the first place it makes the ray path at the location of the grating telecentric, i.e. the external principal point of the system goes to infinity. This makes the scanning system insensitive to any tilting of the grating about an axis in the plane of the grating. Secondly — and this function is even more important — the correction element removes the aberrations over a wide field of the concave mirror. It can easily be shown that in forming an image of the grating surface upon itself the aberrations of the mirror give rise to errors in the phase relation between the interfering beams, and that they therefore reduce the signal modulation due to the displacement of the grating. The aberrations, expressed in optical path lengths, should therefore not be more than a fraction of the wavelength of the light used. A very good image can be obtained over a wide field of view with the aid of a single correction lens alone \([6]\). However, to meet the very strict requirements imposed here, it was useful to make the correcting element from two lenses of different types of glass cemented together, as shown in fig. 5. This construction also has the great advantage that the correction of the image of the light source formed on the photodetector is obtained in a very easy way.

Before going into the digital processing of the signals \(S_1\) and \(S_2\) (eq. 9) it is perhaps interesting to mention the exceptionally sensitive detection of displacements that can be obtained with these signals. If \(\xi\) in eq. (9) is a whole multiple of \(p/16\), then the oscillogram of the phase-modulated signal \(S_2\), for example, is a periodic curve consisting only of even harmonics. With a minute displacement of the grating odd harmonics appear in the frequency spectrum of \(S_2\) (changing in sign according to whether the displacement is to the right or to the left), and this gives rise to an alternating peak height.

\[\text{(6) See note \([6]\) of the article II by H. de Lang and G. Bouwhuis, this issue, p. 165.}\]
Fig. 6. A record of the phase-modulated signal $S_2$ (eq. 9) illustrating the possibility of detecting displacements of fractions of a nanometre. In the case shown here the grating displacement deviated by 5 nanometres from an integral multiple of $\frac{1}{3} \bar{p}$.

Fig. 6 shows the result of a displacement through 5 nanometres. With appropriate electronic aids, it would be possible in this way to detect displacements as minute as hundredths of a nanometre (fractions of an ångstrom) and thus to maintain a particular average position with extraordinarily high accuracy.

Electronic signal processing

The way in which our measuring system derives the required information from the photoelectric signals will now be briefly considered, without going into details about the logic circuits, the design of the amplifiers, etc. The processing can be divided into two steps: digital indication and, where it is required, analogue interpolation.

Digital measurement

We shall first describe the more or less conventional method by which the digital information on the displacement and the information on the displacement direction can be obtained from the signals $S_1$ and $S_2$ of eq. (8), originating from the grating interferometer system when the mirror does not oscillate.

First of all, the constants $K_1$ and $K_2$ have to be eliminated from the signals by means of a compensation method using two extra photoelectric cells and two difference amplifiers. After amplification and peak-clipping, which eliminates the effect of the constants $L_1$ and $L_2$ by making the difference between them imperceptible, two signals $S_1c$ and $S_2c$ are obtained which vary with time in the way shown in fig. 7a when the grating is displaced uniformly. These signals are differentiated in a separate circuit, giving two signals $S_{1d}$ and $S_{2d}$ consisting of alternate positive and negative pulses; see fig. 7b. If the waveforms in figs. 7a and b refer to a displacement to the right, then the signal waveforms shown in fig. 8a and b will be obtained for a displacement to the left: for the signals $S_{1c}$ and $S_{2c}$ only the time axis has been reversed, but for the differentiated signals the ordinate has been reversed as well.

The pulses $S_{1d}$ and $S_{2d}$, which appear every time the signals $S_{1c}$ and $S_{2c}$ go through zero, are now passed to a digital counter which will count a step forwards or backwards at every pulse. If we make the direction of counting depend in the appropriate way on the polarity of the signal $S_{1c}$ or $S_{2c}$ present at the instant when the counting pulse appears, we can arrange that the counter
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Fig. 7. The signals obtained from the two photocells during a displacement, shown as a function of time. a) Signals after amplification and peak-clipping, b) after subsequent differentiation. A complete period of the signals corresponds to a displacement of $\frac{1}{3} \bar{p}$.
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Fig. 8. As fig. 7, for a displacement in the opposite direction.
always counts forwards in fig. 7 and always backwards in fig. 8. It can easily be verified that the following “truth table” is applicable:

<table>
<thead>
<tr>
<th></th>
<th>forwards</th>
<th>backwards</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{1d}$ positive</td>
<td>$s_{2c}$ positive</td>
<td>$s_{2c}$ negative</td>
</tr>
<tr>
<td>$s_{1d}$ negative</td>
<td>$s_{2c}$ negative</td>
<td>$s_{2c}$ positive</td>
</tr>
<tr>
<td>$s_{2c}$ positive</td>
<td>$s_{2c}$ negative</td>
<td>$s_{2c}$ positive</td>
</tr>
<tr>
<td>$s_{2c}$ negative</td>
<td>$s_{2c}$ positive</td>
<td>$s_{2c}$ negative</td>
</tr>
</tbody>
</table>

The decoding of the signals in accordance with this table is a simple matter using logic circuits. During one signal period, i.e. — as we have seen from the derivation of eq. (8) — during a displacement through one quarter of the grating period $p$, we obtain four counting pulses, as can be seen in fig. 7 (or 8). The counter thus indicates the displacement digitally in units of $p/16$, i.e. in units of 0.5 µm with the grating period that we have used.

This method of extracting the required information from the signals $s_1$ and $s_2$ would suffice if it were in fact again derived by amplification, clipping and differentiation, and these again yield the required counting pulses upon decoding with the same truth table. What is new, however, is that the counter still receives pulses even when the grating is stationary. This is due to the oscillation of the mirror, a number of pulses for the forward direction being received when the mirror swings to one side, and an equal number of pulses for the reverse direction when it swings back again. (This is easily understood if one considers that a displacement of the grating and a rotation of the mirror are optically equivalent, neglecting second-order effects.) The amplitude of the oscillation of the mirror is now given a value such that when the grating is stationary, the train of measuring pulses has alternately seven forward pulses and seven reverse pulses; the repetition rate of these pulses is of course equal to $f = \Omega/2\pi$, the frequency of oscillation of the mirror (see eq. 9).

In the block diagram in fig. 9 we see that this train of pulses, processed in the manner described and de-

possible to eliminate the constants $K_1$ and $K_2$ in the way described. To do this one would have to have identical photoelectric cells and d.c. amplifiers with absolutely no drift. In practice this is not feasible, problems arising in particular from the differences in the temperature dependence of the photoelectric cells. Because of these difficulties it was decided to adopt the system mentioned earlier in which the concave mirror of the scanning system is made to oscillate. This converts the signals into a.c. signals $S_1$ and $S_2$, as given by eq. (9), and the d.c. components $K_1$ and $K_2$ are automatically eliminated in the normal a.c. couplings in the circuits.

Signal processing in this case is somewhat different. In the first place, similar signals $S_{1c}$, $S_{2c}$, $S_{1d}$, $S_{2d}$ are coded for direction, is not applied directly to the counter $C$ but to an intermediate counter $H$, which has eight positions: $-3$, $-2$, $-1$, $0$, $1$, $2$, $3$, $4$. The intermediate counter keeps the gates $G_a$ and $G_b$ to the main counter closed, except in positions 4 and $-3$: in the position 4 it opens $G_a$ and in position $-3$ it opens $G_b$.

When the grating is stationary, the intermediate counter continuously counts backwards and forwards between positions $+4$ and $-3$. The periodic opening of $G_a$ has no effect (nor has the opening of $G_b$), because after position 4 has been reached the intermediate counter does not receive any positive pulse that could reach the main counter through $G_a$. The main counter is thus not actuated and it retains the latest information relating to the position of the grating.
If the grating now makes a movement "forwards", with a speed of say exactly \( p/16 \) per oscillation period \( (2\pi/\Omega) \) of the mirror, then the intermediate counter does not receive 14 pulses in the time \( 2\pi/\Omega \), but 15, alternately 8 forwards and 7 backwards. Every time position 4 is reached there is thus one overflow pulse which is transferred through the opened gate \( G_a \) to the main counter — the intermediate counter \( H \) remains in position 4 until a reverse pulse arrives. In the case in question the main counter thus makes one step (equal to \( 1/16 \)th of a grating period) in each interval \( 2\pi/\Omega \).

If the movement of the grating is slower, the intermediate counter \( H \) will make several complete runs backwards and forwards before an overflow pulse is transferred; if it is much faster, several overflow pulses are transferred for one complete run forwards and backwards of the intermediate counter. The maximum speed at which the main counter gives a reliable indication is \( 2\sin(\pi/\Omega) \) in eq. (10b). This has the same form as (1) and can be expanded in the following series (cf. eq. 2):

\[
\begin{align*}
J_0(\pi m) + 2J_1(\pi m) \cos 2\Omega t + \ldots \cos \frac{8\pi t}{p} & - \\
& - 2J_1(\pi m) \sin \Omega t + 2J_0(\pi m) \sin 3\Omega t + \ldots \sin \frac{8\pi t}{p}.
\end{align*}
\]

Here \( J_0, J_1, \ldots \) are Bessel functions. It can be seen from the series that when the grating is stationary (or moving slowly) the signal contains in addition to \( J_1 \) a d.c. component (or quasi-d.c. component) \( J_0(\pi m) \cos (8\pi t/p) \), which in principle is eliminated in the a.c. amplification. If there is an abrupt change of speed, however, this d.c. component may then lead to erroneous information processing as a result of switching transients in the a.c. amplifier. We avoid this by giving the mirror amplitude \( m \) a value for which \( J_0(\pi m) \) is zero. An infinite number of values of \( m \) satisfy this condition; the smallest is \( m_1 = 2.43/8\pi \text{ rad} = 140^\circ \), and the next is \( m_2 = 5.53/8\pi \text{ rad} = 317^\circ \). We have chosen \( m = m_4 \) at which about 7 counts are made forwards and 7 backwards per mirror period (there are of course not exactly 7, but this does not affect the function of the intermediate counter; this is easily understood by considering the case of a rapid displacement where the forward and backward counting is noticed only as a periodic speeding up and slowing down of the stream of overflow pulses to the main counter). The choice \( m = m_2 \) could also have been made, but it would have been less suitable for several reasons and particularly in view of the analogue interpolation (see below).

Apart from the term with Bessel function \( J_0(\pi m) \) the term \( 2 \sin (8\pi t/p) J_1(\pi m) \sin \Omega t \) can also theoretically cause unwanted effects. We may write this term as:

\[
J_1(\pi m) \left[ \cos \left( \Omega t - \frac{8\pi t}{p} \right) - \cos \left( \Omega t + \frac{8\pi t}{p} \right) \right].
\]

If a grating speed \( \xi t = p\Omega/8\pi \) should happen to occur, the first half of this expression takes the constant value \( J_1(\pi m) \), so that we again have a d.c. component. For \( m = m_1 \) this is about 11 times larger than for \( m = m_2 \) (the \( J_1 \) values being 0.51 and -0.34 respectively). We were in fact able to demonstrate that irregularities due to this d.c. component can occur: in our case, with \( p = 8 \mu \text{m} \) and \( \Omega = 10^4 \text{ rad/s} \), this could happen at a speed of about 3 mm/s, but in practice it does not prove troublesome.

**Analogue interpolation**

In many cases the digital indication of a position in units of 0.5 \( \mu \text{m} \) will be sufficiently accurate. By interpolation of the digital basic units a further refinement is possible, and with the present-day quality of gratings a refinement by a factor of perhaps 10 is certainly meaningful. A method for this interpolation has been devised, which we shall describe with reference to fig. 10.

This figure shows how the phase \( \phi/8\pi \) of the signals \( S_1, S_2 \) varies as a function of time, due to the oscillation of the mirror, the grating remaining stationary. Owing to this phase variation the intermediate counter

![Fig. 10. Illustrating the method of interpolation.](image-url)
goes through all its possible positions from -3 to +4; this is indicated in the figure by the division of the ordinate by the horizontal bands.

The solid curve relates to a "digital" grating position, i.e. a position that corresponds exactly to the indication of the main counter ($\xi = np/16$, $n$ being a whole number, interpolated value zero). This curve is symmetrical with respect to the axis $q/8\pi = \xi/p$, and the intermediate counter remains for the same length of time in the positions +1, +2, +3, +4 as it does in 0, -1, -2, -3. If the grating has been displaced by a distance $\Delta \xi$, then the periodic phase variation will assume a form like that of the dashed curve; the intermediate counter remains in the positions +1 ... +4 for a longer time than it does in the others. The intermediate counter is now given an individual output for each of the positions +1 ... +4 and all these outputs are connected to an OR circuit (fig. 11). The output signal of this circuit has a constant value of 1 when a signal is applied at one (or more) of the inputs, otherwise the output is zero. We thus obtain a rectangular waveform, which has the value 1 for the same length of time that it has the value 0 when $\Delta \xi = 0$, and whose average value is a simple measure of the unknown $\Delta \xi$. This value can be determined by means of a low-pass filter; an ordinary moving-coil meter, which in itself acts as a filter, can be used to provide an indication, its scale being calibrated in such a way that the interpolated value can be read off directly.

The interpolation is not absolutely exact, but the error is extremely small. It may be calculated as follows.

The average value of the rectangular-wave voltage, which is determined by means of the circuit shown in fig. 11, is in fact a measure of the difference between the time $t_0$, during which the phase $q/8\pi$ of the signal is greater than $\xi/p$, and the time $t_1$, during which it is smaller than $\xi/p$ (see fig. 10). This amounts to measuring the small time interval $\Delta t$. In fig. 10 it can be seen that the required displacement $\Delta \xi$ is related to $\Delta t$ by:

$$\frac{\Delta \xi}{p} = m \sin (\Omega \Delta t),$$

whereas in the interpolation $\Delta \xi$ and $\Delta t$ are assumed to be linearly related (with a slope equal to the initial slope of the sine curve):

$$\frac{\Delta \xi}{p} = m \Omega \Delta t.$$

Since the interpolation need go no farther than $\Delta \xi = p/32$ (midway between two "digital" grating positions), the maximum interpolation error found is the relative difference between 1/(32m) and $\arcsin[1/(32m)]$. At the chosen mirror amplitude of $m = m_0 = 5.53/8\pi$ this is an error of 0.35% (at $m = m_0 = 2.43/8\pi$ the error would be 1.9%). Theoretically — if there were no grating defects, etc. — it would be possible in this way to take the interpolation down to a factor of 300; for an interpolation factor of 10 the method employed is therefore amply sufficient.

An important point is that our method of interpolation only uses the phase angle of the signals $S_1$ and $S_2$, and not their amplitude. This means that, just as in the digital measurement described earlier, the result is completely independent of variations in photocell characteristics etc. due to temperature fluctuations and other influences.

The final indication of the grating position is made up from the digital indication in units of $p/16$, in our case 0.5 $\mu$m, and the indication, for example from a moving-coil meter, of a value continuously varying between $-0.25$ and $+0.25$ $\mu$m, which has to be added to the digital indication. This interpolated part can also be fed to an analogue-digital converter if desired, and if an interpolation factor of 10 is used the position can be given in a purely digital indication in units of 0.05 $\mu$m.

Another use for the interpolated measuring signal, which may often be of great practical interest, is as the control signal in a closed control loop. In fact, the interpolation provides an analogue signal, and if the grating is fixed to the carriage of a machine tool, for example, a control loop using this signal will be able to hold the carriage very accurately to a programmed position. In a closed control loop using only digital measuring information it has been found in practice — and also from theoretical considerations — that the carriage will continually oscillate back and forth through a distance that may be as large as one measuring unit. In a high-precision lathe, for example, this is not acceptable, even when the measuring unit has been made as small as 0.5 $\mu$m.

Applications and further developments

The application of the measuring system described here in a precision lathe and in a step-and-repeat camera used for making photomasks for integrated circuits has already been discussed in this journal in the recent articles noted earlier [11] [20]. The gratings referred to in these articles have a period of 8 $\mu$m and total lengths of 20 cm and 6 cm respectively. In the step-and-repeat camera a measurement with interpolation
down to 0.05 μm is used for the (intermittent) displacement in one coordinate direction. For the (continuous) displacement in the coordinate direction perpendicular to this, the appropriate measuring signal is used dynamically for firing the flash lamps at the proper places; the accuracy achieved, which depends on the oscillation frequency of the mirror and on the speed of the carriage, is 0.12 μm [2].

A measuring system operating on the principles described here, for use with machine tools, will shortly be marketed by Philips.

In a further development of the system described in this article it will perhaps be desirable to use an electro-optical effect instead of the mechanical oscillation of the mirror, which has its disadvantages (the equilibrium position can drift and the oscillation frequency is limited). In such a system an alternating electric field would be used to apply a sine-wave modulation to the phase difference between two components of a light beam with polarizations at right angles to one another, although with existing electro-optical materials this would require fairly high voltages.

Another future possibility is that of combining the scanning system of the grating with a control system enabling the grooves of the grating to be used as guides: this is perhaps an easier solution than using mechanical slideways, and where extreme accuracy is required a better one. One might also contemplate a combination of two such systems using gratings with sets of grooves at right angles (or even a combination of these two gratings in a chequer-board pattern) for accurate two-dimensional location, which is required in the step-and-repeat camera referred to above, for example, and in various other areas of technology.

Summary. A method has been developed for measuring displacements up to a few decimetres with very high accuracy, using a single reflecting phase grating with a typical grating period of 8 μm. This grating, fixed to the moving object, is scanned by a fixed scanning head incorporating an optical system with a concave mirror, by means of which an image of the grating is formed upon the moving object. A beam of light is therefore diffracted twice by the grating, and the beam diffracted twice to the order +1 is allowed to interfere with the beam diffracted twice to the order −1. This reduces the basic unit of the measurement by a factor of 4. The process described is performed with two incident beams polarized at right angles and the signals are displaced with respect to one another by 1/16th of a grating period; this results in a further reduction of the basic unit by a factor of 2. Electronic counting of the number of times the two signals go through zero gives a digital indication of the displacement in units of 1/16th of a grating period, i.e. 0.5 μm, and forward and reverse movements can also be distinguished. The concave mirror is made to oscillate. This has the advantage that the electronic circuits for the digital indication and interpolation only have to process a.c. signals and the indication does not vanish when the grating is stationary. The article concludes with a description of a simple way of interpolating by a factor of 10 or higher.

II. Displacement measurement with a laser interferometer

H. de Lang and G. Bouwhuis

The measurement of displacement by means of an interferometer is the most accurate method of determining a length. A good piece of evidence for this is the fact that interferometry is the basis for the definition of the international standard unit of length: 1 metre = 1 650 763.73 wavelengths in vacuo of a specific spectral line of the krypton isotope ⁸⁶Kr.

In the classical-arrangement for measuring lengths with an interferometer, two beams of light from the same source (and thus to a certain extent coherent) are allowed to interfere after a system of mirrors has made them travel along different paths. The resultant intensity depends on the relative phase of the waves and will thus vary periodically if the optical path length of one of the two beams is made to vary in magnitude uniformly, e.g. by displacing one of the mirrors. A period here corresponds to a change in path length of the magnitude of one wavelength of the light.

For the extremely accurate digital measurements of displacements required in engineering, as discussed in the preceding article (I), the use of a direct interferometric method of this type — without a grating and thus involving no diffraction effects as in I — is very attractive. In this case the wavelength serves as the natural digital unit of measurement. The advent of the laser has now made this application a practical proposition. With the quasi-monochromatic light sources used earlier the requirements imposed on the coherence length (small optical bandwidth) and the local coher-
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down to 0.05 μm is used for the (intermittent) displacement in one coordinate direction. For the (continuous) displacement in the coordinate direction perpendicular to this, the appropriate measuring signal is used dynamically for firing the flash lamps at the proper places; the accuracy achieved, which depends on the oscillation frequency of the mirror and on the speed of the carriage, is 0.12 μm [2].

A measuring system operating on the principles described here, for use with machine tools, will shortly be marketed by Philips.

In a further development of the system described in this article it will perhaps be desirable to use an electro-optical effect instead of the mechanical oscillation of the mirror, which has its disadvantages (the equilibrium position can drift and the oscillation frequency is limited). In such a system an alternating electric field would be used to apply a sine-wave modulation to the phase difference between two components of a light beam with polarizations at right angles to one another, although with existing electro-optical materials this would require fairly high voltages.

Another future possibility is that of combining the scanning system of the grating with a control system enabling the grooves of the grating to be used as guides: this is perhaps an easier solution than using mechanical slideways, and where extreme accuracy is required a better one. One might also contemplate a combination of two such systems using gratings with sets of grooves at right angles (or even a combination of these two gratings in a chequer-board pattern) for accurate two-dimensional location, which is required in the step-and-repeat camera referred to above, for example, and in various other areas of technology.

Summary. A method has been developed for measuring displacements up to a few decimetres with very high accuracy, using a single reflecting phase grating with a typical grating period of 8 μm. This grating, fixed to the moving object, is scanned by a fixed scanning head incorporating an optical system with a concave mirror, by means of which an image of the grating is formed upon the grating itself. A beam of light is therefore diffracted twice by the grating, and the beam diffracted twice to the order +1 is allowed to interfere with the beam diffracted twice to the order -1. This reduces the basic unit of the measurement by a factor of 4. The process described is performed with two incident beams polarized at right angles and the signals are displaced with respect to one another by 1/16th of a grating period; this results in a further reduction of the basic unit by a factor of 2. Electronic counting of the number of times the two signals go through zero gives a digital indication of the displacement in units of 1/16th of a grating period, i.e. 0.5 μm, and forward and reverse movements can also be distinguished. The concave mirror is made to oscillate. This has the advantage that the electronic circuits for the digital indication and interpolation only have to process a.c. signals and the indication does not vanish when the grating is stationary. The article concludes with a description of a simple way of interpolating by a factor of 10 or higher.

II. Displacement measurement with a laser interferometer

H. de Lang and G. Bouwhuis

The measurement of displacement by means of an interferometer is the most accurate method of determining a length. A good piece of evidence for this is the fact that interferometry is the basis for the definition of the international standard unit of length: 1 metre = 1 650 763.73 wavelengths in vacuo of a specific spectral line of the krypton isotope ⁸⁶Kr.

In the classical-arrangement for measuring lengths with an interferometer, two beams of light from the same source (and thus to a certain extent coherent) are allowed to interfere after a system of mirrors has made them travel along different paths. The resultant intensity depends on the relative phase of the waves and will thus vary periodically if the optical path length of one of the two beams is made to vary in magnitude uniformly, e.g. by displacing one of the mirrors. A period here corresponds to a change in path length of the magnitude of one wavelength of the light.

For the extremely accurate digital measurements of displacements required in engineering, as discussed in the preceding article (I), the use of a direct interferometric method of this type — without a grating and thus involving no diffraction effects as in I — is very attractive. In this case the wavelength serves as the natural digital unit of measurement. The advent of the laser has now made this application a practical proposition. With the quasi-monochromatic light sources used earlier the requirements imposed on the coherence length (small optical bandwidth) and the local coher-
ence (sharp beaming) of the light in order to measure path differences of several decimetres could only be met at the expense of intensity, giving intensities that were much too low for measurements outside the laboratory, even when photoelectric detectors were used. With a gas laser, however, it is readily possible to reach intensities which are $10^6$ times higher even with a modest total power, since the radiation is automatically sharply beamed. Since, moreover, the coherence length of the laser light is practically unlimited, it is possible to measure path differences of many metres.

In the following we shall describe an interferometer, made at these Laboratories, for measuring displacements with a helium-neon laser (see fig. 1). The outstanding features of the interferometer are entirely comparable with those of the grating interferometer described in I, such as: accuracy to within fractions of a micron, simple digital indication and discrimination between forward and backward displacements. It can therefore be used for similar purposes, although the ranges of displacement for which the two devices can best be used are rather different. Compared with the grating interferometer, the laser interferometer is at present still fairly expensive. For small displacements, say up to 25 cm, the grating interferometer is therefore the best choice; for lengths greater than about 50 cm, on the other hand, it becomes very difficult if not impossible to make a suitable grating, and here therefore the laser interferometer comes into its own. Incidental features may decide the choice of where the fields of application of the two methods overlap. In some applications, for instance, the thermal expansion of the grating may be a disadvantage (although in the step-and-repeat camera recently described in this journal, it was seen to be an asset). In other applications difficulties may arise because the laser interferometer also "measures" the changes in the refractive index of the air along the path of the light. The laser interferometer also has a rather awkward non-metric basic digital unit.

Fig. 1. Arrangement for the highly accurate measurement of displacements using a stabilized helium-neon laser. (As demonstrated at the Physics Exhibition 1969 in London.)

of measurement (the wavelength of the light or a fraction of it); set against this is the fact that the basic unit can easily be 5 times smaller than in the grating method, so that interpolation may not be necessary. Another aspect—which is purely mechanical but may sometimes be decisive—is that a grating has to be fixed rigidly to the object whose displacement is to be measured. This is not always possible, whereas it is not usually very difficult to form a flat reflecting surface on the object, e.g. by evaporating a metal film on to it.

In describing our laser interferometer we have to deal with two quite separate parts of the equipment: the helium-neon laser used as the light source, and the actual interferometer system.

Stabilization of the laser frequency

The mirror system of our gas laser [2] is adjusted in such a way that only one laser mode is obtained; as is well known, the radiation of such a mode is limited to an extremely narrow frequency band, and it is therefore usual to speak of the laser frequency. This frequency is determined by the distance between the mirrors and would remain highly constant for constant temperature and other conditions; its actual value, however, cannot be predicted with sufficient accuracy because of the Doppler effect of the gas molecules. As a result of this effect, the spectral line of the gas at which the laser action occurs, e.g. the neon line of wavelength 1.15 μm, has a width of about 4 x 10^-6 μm, and the much narrower laser mode may take up any arbitrary position within this band. Its frequency can therefore vary by more than 1 in 10^6. For our displacement measurements, where it is the wavelength that determines the base unit, it is necessary to fix the laser frequency at a specific location in the Doppler profile with an accuracy of say 1 in 10^7: this will enable us to measure displacements of 1 metre with an accuracy of better than 0.1 μm.

To fix the laser frequency to this degree of accuracy we make use of a stabilizing method developed at these Laboratories as long ago as 1964 [3], which makes use of the Zeeman effect. The He-Ne laser is placed in an axial magnetic field. The effect of this is to split each spectral line, including the neon line used in the laser, into two components circularly polarized in opposite senses; each of these has its own Doppler profile; see fig. 2. The laser mode also splits into two components circularly polarized in opposite senses. The two components also differ in frequency by a small amount [4], of the order of 1 MHz; this does not matter for our stabilization method, but we shall come back to this point in the next section. Because of the relative shift of the two Doppler profiles the two laser mode components will now have different intensities. In the situation sketched in fig. 2, where the (average) mode frequency \( f_m \) is lower than the undisturbed line frequency \( f_0 \), the left-hand circular component will be stronger than the right-hand one. Now the laser can be tuned to a certain extent by means of electrostrictive and thermal changes in length. If when the laser is tuned the mode frequency \( f_m \) becomes larger than \( f_0 \), the difference in intensity of the two mode components changes sign, as can be seen in fig. 2. This provides a simple criterion for adjustment, and the frequency \( f_m \) can be stabilized to the value \( f_0 \) by measuring the intensity difference and using this measurement to correct the tuning until the difference is zero. The arrangement used for this is shown in fig. 3. The laser beam passes through an electro-optical crystal of potassium dihydrophosphate (KDP), whose birefringence is modulated with an a.c. voltage. A photoelectric cell in the transmitted beam, placed behind an analyser oriented at 45°, receives alternate contributions from the right-hand and the left-hand circular mode components. The magnitude and phase of the resultant alternating signal thus depends upon the difference in the intensity of the two components, and by comparing this signal with the alternating voltage
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Fig. 3. Arrangement with laser L, where the laser frequency (f_{m} in fig. 2) is fixed at the unperturbed neon-line frequency f_{0}. The magnetic field B causes the Zeeman splitting. The intensity difference between the two circularly polarized mode components (f_{1} and f_{2} in fig. 2) is detected by means of an electro-optical crystal (KDP) whose bi-reffringence is modulated, an analyser An and a photodetector D. By comparing (in S) the detector signal with the a.c. voltage on the crystal, which serves as reference signal, a control signal is obtained which controls the voltage on an electrostrictive tuning element T in the laser. The signal also controls a thermal tuning of the laser, via Th and a heating element C, in order to keep within the operating range of the electrostrictive element. The laser beam is directed on to the interferometer (at Int).

In this way it is not difficult to keep the laser frequency stable for many hours with a variation of less than 1 in 10^{9}. This is a hundred times better than the requirement we have quoted, and in fact this amount of stabilization is more than can really be of use here because of the existence of certain other effects: variations in wavelength due to variation of the refractive index in air, and variations of the neon-line frequency f_{0} due to the effect of the gas pressure and other parameters, which can differ considerably from one laser to another. These various effects can be expected to give variations of about 1 in 10^{7}.

Arrangement of the interferometer

As a result of the method of stabilization, the laser supplies a beam of light consisting of two components of equal intensity that are circularly polarized in opposite senses and have slightly different frequencies. These various circumstances are all turned to useful effect in the interferometer described here.

The arrangement is shown schematically in fig. 4. The laser beam first strikes a semi-transparent mirror. The reflected radiation is detected by a photoelectric cell behind an analyser, which thus passes only light polarized linearly in a particular direction. The superposition of the two circularly polarized components with slightly different frequencies f_{1} and f_{2} corresponds to a linearly polarized wave whose direction of polarization rotates "slowly", at half the difference frequency (i.e. about 1 MHz). The detected signal thus has the difference frequency f_{1} - f_{2}; it is used as a reference signal.

The part of the radiation which has passed through the semi-transparent mirror passes through a quarter-wave plate, which converts each of the two circularly polarized components of opposite sense into a linearly polarized wave; the two waves have directions of polarization at right angles to each other, as indicated in fig. 4. For convenience we shall refer here to the "perpendicular" component (frequency f_{1}) and the "parallel" component (frequency f_{2}).

Fig. 4. Diagram of the laser interferometer. The radiation from the laser L, in two components polarized circularly and in opposite senses and with slightly different frequencies f_{1} and f_{2}, passes through a semi-transparent mirror M_{0}, which separates a fraction that goes to an analyser An and the photodetector D_{1} for a reference signal. The two components are then converted into two linearly polarized beams by a quarter-wave plate (the "perpendicular" and the "parallel" beams denoted in the figure by dots and dashes). A polarizing beam splitter M_{0} directs these beams to the fixed and the variable interferometer arms respectively, each with a "cat's-eye". M_{3} and M_{4}. The displacement of M_{2} in the direction of the beam (z-direction) is now determined by the phase difference shown by the beat signal, generated in the photodetector D_{2} by the two reflected components, with respect to the reference signal at D_{1}.

These two components now enter the interferometer proper. Here they strike a polarizing beam-splitter consisting of a number of vacuum-evaporated layers on which the beam is incident at the Brewster angle. The parallel component here is almost entirely transmitted and the perpendicular component almost completely reflected [6]. As a result, the component with the frequency \( f_1 \) goes through the fixed arm (shown pointing upwards in fig. 4) and the one with the frequency \( f_2 \) goes through the variable arm of the interferometer (shown pointing to the right).

We shall first follow the "perpendicular" component (\( f_2 \)). This passes through a quarter-wave plate oriented at 45°, to a fixed mirror system \( M_1 \), consisting of a lens with a mirror located in its focal plane (a "cat's-eye"). With a system of this kind the beam is reflected in a direction exactly opposite to the direction of incidence, irrespective of the angular position of the system; this means that the angular position does not have to be adjusted [7]. The reflected beam passes through the quarter-wave plate again and back to the polarizing beam splitter. Since passing twice through the quarter-wave plate rotates the plane of polarization through 90°, the beam is now transmitted. The radiation then passes through an analyzer, oriented at 45°, to a photodetector.

The "parallel" component (\( f_1 \)) of the original beam traverses the variable arm of the interferometer in a similar way. This time the reflection is from the cat's-eye \( M_2 \), which is fixed to the object whose displacement \( \Delta z \) is to be measured. Here again the plane of polarization is rotated through 90° after the beam has passed through the quarter-wave plate twice, so that the returning beam in this case is mainly reflected by the polarizing beam splitter and reaches the photodetector via the analyzer together with the other returning beam (\( f_2 \)).

The analyzer, oriented at an angle of 45°, transmits the same fraction of both beams, and since the beams have different frequencies the result is a wave with a beat frequency \( f_1 - f_2 \) whose phase depends on the path difference between the components and hence on the coordinate \( z \) of the moving cat's-eye \( M_2 \). This results in a photosignal whose a.c. component has the frequency \( f_1 - f_2 \) and a phase which is a linear function of \( z \): when \( M_2 \) is displaced over a distance \( \Delta z \) equal to half the wavelength, a phase shift in the signal of \( \Delta \Phi \) equal to \( 2\pi \) is produced, so that in general:

\[
\Delta \Phi = \frac{4\pi}{\lambda} \Delta z. \quad \ldots \quad (1)
\]

This phase shift can be determined in magnitude and direction (forward or reverse displacement) by comparing the phase of the resultant photosignal with that of the reference signal mentioned earlier. In the electronic signal processing, which takes place in very much the same way as described in I for the measuring system using a grating, one positive or negative pulse is obtained every time the phase of the signal increases or decreases by an amount \( \pi \). The displacement is thus measured by counting unit steps of the magnitude of a quarter of a wavelength, i.e. about 0.29 \( \mu \)m (see equation 1).

Instead of this digital measurement an "analogue" measurement can also be carried out and changes in optical path length very much smaller than the basic unit step can then be determined. With simple means an accuracy of a thousandth of a wavelength is obtained, i.e. 1 nanometre, which is well below the limit that might possibly be considered for displacement measurements in engineering.

An important practical point is that the interferometer described delivers an a.c. signal even when both cat's-eyes are stationary. Just as in I, this means that d.c. amplifiers are not required. Moreover the measurement is not affected by variations in the laser intensity or the magnetic field. We have already mentioned that very large displacements can be measured with this interferometer. The displacement can also take place at high speed: if for example the speed is 0.5 metre per second the photodetector must be capable of following a frequency of 2 MHz, which is certainly not exceptionally high. (A higher magnetic field is required in this case to give the frequency difference \( f_1 - f_2 \) of the laser mode components a value high enough to prevent the frequency of one of the photodetector signals from assuming the value zero — see fig. 4.)

By means of a modification shown in fig. 5 [8] the base unit can be reduced by a factor of 2. Instead of immediately separating the "perpendicular" and the "parallel" radiation components by a polarizing prism, both components (\( f_1 \) and \( f_2 \)) are allowed to pass through each of the two interferometer arms before the separation is effected. A quarter-wave plate in one of the two arms rotates the direction of polarization of both components by 90°, and it can be seen from fig. 5 that this will have the result that a phase increase in one detected beat signal, e.g. the one with perpendicular polarization, due to a displacement \( \Delta z \), will be associated with an equally large phase decrease in the other beat signal, with parallel polarization. The relative phase of the two signals therefore varies twice as quickly as in the first arrangement.

Concluding remarks

The merits of the grating interferometer and of the laser interferometer have already been compared in the foregoing. In conclusion we should like to emphasize
that there are other potential applications of the laser in metrology — some of them still well beyond the needs of present-day engineering. Some examples have been described elsewhere \cite{9} \cite{10}. Only one of these should be mentioned here. In the preceding article I, page 155 we referred in passing to the exceptionally sensitive detection of displacement which is possible with the signals of the grating interferometer. As might be expected, our laser interferometer is equally capable in this respect: what is really astonishing, however, is the ease with which a few components can be rigged together to give extremely high sensitivities once the laser beam is available. Thus with a simple arrangement including what is known as a confocal etalon, we were easily able to detect an oscillation with an amplitude of 0.06 nanometres \cite{10}.

It seems fair to say that the present progress of technology towards the vanishingly small — witness the integrated circuit — will not at any rate be hampered by any shortcomings in metrology.

\cite{6} \cite{7} \cite{8} \cite{9}

The possibility of using a multilayer mirror for almost completely separating light components polarized at right angles to each other has been pointed out in: H. de Lang and G. Bouwhuis, Colour separation in colour-television cameras, Philips tech. Rev. 24, 263-271, 1962/63, footnote \cite{4} on p. 267.

Another system possessing this feature has three flat mirrors at right angles to one another (a "triple mirror"). This is not suitable in our case because of its anisotropy. The cat's-eye is also simpler and cheaper.


\cite{10} G. Bouwhuis, Interferometrie met gas lasers (in Dutch), Ned. T. Natuurk. 34, 223-232, 1968 (No. 8).

Summary. For measuring displacements of the order of 1 metre or greater it becomes difficult to make and use gratings that are long enough. In such cases the classical method of measuring lengths with an interferometer is indicated. If a laser is used as the light source, the exceptionally great coherence length of the laser radiation enables a distance of many metres to be covered, while a digital measurement using the wavelength as the basic unit (e.g. 1.15 µm with a helium-neon laser) can readily be carried out. In the arrangement described in this article the laser frequency is accurately fixed by making use of a Zeeman splitting of the laser mode and a control circuit with electrostrictive tuning of the laser. In the actual interferometer the Zeeman splitting gives two a.c. signals whose phase difference depends linearly on the displacement. A phase shift of \pi corresponds to a displacement of a quarter wavelength (i.e. about 0.29 µm). This digital unit can be halved by making a simple modification.
A Pirani gauge for pressures up to 1000 torr and higher

L. Heijne and A. T. Vink

In vacuum technique there is a need for a pressure gauge covering a range of 7 to 8 decades, with the upper limit in the neighbourhood of atmospheric pressure. The authors of this article have designed a new and very simple instrument, based on the Pirani gauge, that fulfils these requirements.

The Pirani gauge makes use of the pressure-dependence of the thermal conductivity of a gas. The gas whose pressure is to be measured is admitted to an enclosure containing an electrically heated wire which forms one arm of a Wheatstone bridge. The cooling of the wire due to the thermal conduction of the gas changes the electrical resistance of the wire, and the change is a measure of the gas pressure. This method of measurement, described by Pirani in 1906 [1], can be used at pressures from about 10⁻⁴ torr (about 10⁻⁶ torr when special measures are taken) up to 100 torr at the most; at higher values the thermal conductivity of gases is virtually independent of the pressure. The Pirani gauge has the advantages that the measurement is electrical, no gas is removed from or supplied to the system in which the pressure is being measured, and the instrument can be used for practically all kinds of gas. Moreover, the lower limit of the measuring range conveniently overlaps the upper limit of the widely used ionization gauges [2]. A feature which the Pirani and ionization gauges have in common is that the calibration curve depends on the kind of gas.

Unfortunately the upper limit of the measuring range is still well below atmospheric pressure, and this means that a third type of instrument, such as a mercury gauge, has to be used when pressures above 100 torr in vacuum equipment have to be measured. This would not be necessary if the range of the Pirani gauge could be extended up to about 1000 torr. Various investigators have tried to do this by making use of the pressure dependence of additional cooling due to convection of the gas near the hot wire, this convection being initiated by a second heating element, by using a very hot wire, or by a blower [3]. We have succeeded in obtaining a reproducible pressure-dependent additional cooling of the wire due to convection without introducing extra components and with the wire no hotter than about 300 °C: this has been achieved through a careful choice of the temperature of the wire and the dimensions of the envelope and the wire. By combining this manometer tube with a special control circuit we have produced a very simple pressure gauge that will operate in a range of about 0.0001-1000 torr.

Fig. 1 shows the complete pressure gauge set up for measurement, and fig. 2 shows the design of the manometer tube. The wire is coiled and mounted horizontally some way away from the convex upper wall of the envelope. Mounting the wire horizontally usually gives the strongest natural convection [4] [5].

Fig. 1. The new Pirani gauge set up for measurement. The control unit with the meter can be seen on the left.

Dr. L. Heijne and Ir. A. T. Vink are with Philips Research Laboratories, Eindhoven.
Coiling the wire makes tension springs unnecessary and also assists the convection. The wire material is an alloy of platinum with 10% rhodium; this material was chosen because a) it does not react with reactive gases such as oxygen (whereas tungsten, which is often used, does), b) it has a low coefficient of emission for heat radiation (which limits the power taken by the wire in vacuo), and c) it possesses sufficient mechanical stability at the working temperature to be used in the form of a horizontally tensioned coil (pure platinum is too soft for this).

![Diagram of manometer tube](image)

Fig. 2. Design of the new manometer tube, with convex upper wall, for pressures of about 0.0001-1000 torr. The operation below about 10 torr depends on the thermal conduction of the gas, as in the original Pirani gauges; above 10 torr it depends on convection. 1 coiled wire of platinum with 10% rhodium, diameter 25 μm, wound on a 1 mm mandrel. Part 2 of the tube is at room temperature; it is made of copper, has a black matt surface and is fitted with cooling fins. The tube must be used in the position shown, with wire 1 horizontal and wall 2 at the top.

Sensitivity, stability of the convection pattern, and measuring range all imposed different requirements on the design of the new manometer tube, and a compromise had to be found between them. In general the sensitivity increases with the distance between the wire and the upper wall and with the temperature of the wire; this temperature therefore sets a lower limit to this distance. On the other hand the stability of the convection sets an upper limit to this distance, particularly for heavy gases (e.g. CO₂) and high pressures. We have found experimentally that an adequate sensitivity — in other words, a measurable heat loss due to convection — is obtained if the distance between the wire and the upper wall is at least 15 mm at pressures of up to 200 torr, and the wire temperature is higher than about 200 °C. Above 200 torr a distance of about 10 mm would be sufficient, and in that case a lower wire temperature would also be permissible. We also found that adequate stability is assured if the following conditions are satisfied:

1) The distance between wire and upper wall should be 40 mm at the most for pressures up to about 1 bar (760 torr).
2) The inner surface of the envelope above the wire should be smoothly contoured, with no sharp corners, edges or protrusions.

The dimensions of envelope and wire used in our manometer tube ensure the necessary stability and also a smooth transition between the two mechanisms of heat transport, so that a wide range of pressures can now be measured with a single gauge.

The convection principle can also be applied for pressures above 1 bar, but to ensure stable convection at the greater density of the gas the distance between the wire and the upper wall must be smaller, which raises the lower limit of the measuring range. For the range from about 1 to about 11 bars we have made an experimental tube with a cylindrical envelope and a wall distance of 7 mm; some information about this tube is given in the caption to fig. 3.

![Diagram of manometer tube](image)

Fig. 3. Schematic cross-section of a manometer tube with cylindrical envelope, for measuring pressures from 1 to 11 bars. The wire 1 is roughly parallel to the axis of the cylinder, but need not coincide with it. Distance between wire and upper wall is about 7 mm. Wire supports and contact pins are of gas-tight material. Draught effects due to pressure changes, which are troublesome at these high pressures, are largely eliminated by a screen 2 in front of the gas inlet. The stability is very good up to pressures of 11 bars; the maximum measurable pressure is probably much higher.

---

Fig. 4 shows a manometer tube in a bridge circuit; $M$ is a high-resistance voltmeter, $R_p$ is the resistance of the hot wire which changes when the gas is admitted. The following well-known and essentially different methods can be used for the measurement.

1) At a constant bridge voltage $V_b$, the meter reading can be taken as a measure of the pressure [6].

2) The temperature of the wire, and hence its resistance $R_p$, can be adjusted by varying the supply voltage $V_p$ until the voltmeter reads zero, the voltage required being a measure of the pressure.

In method (1) the temperature of the wire decreases with increasing gas pressure; if it were to approach the temperature of the envelope, the calibration curve would become too flat, because of the insufficient temperature difference between wire and envelope (not because the pressure dependence of the thermal conductivity is too small). Method (2) does not show this type of saturation [5]; this is therefore the obvious method for our pressure gauge, which works with a fairly low wire temperature and is intended to measure both high and low pressures.

It is perhaps useful to look for a moment at method (1), which is widely used with the classical Pirani gauge [7]. We shall consider three limiting cases, in which we choose:

1a) $R_o < R_p$ (and hence $R_1 < R_2$); at constant bridge voltage $V_b$, the voltage across the wire then remains virtually constant.

1b) $R_0 > R_p$ (and hence also $R_1 > R_2$); at constant $V_b$ the current through the wire now remains virtually constant.

1c) $R_o = R_p$; at constant $V_b$ the power dissipated in the wire remains virtually constant (decreasing $R_p$ by 20% reduces the power by 1.2%, and a 40% reduction in $R_p$ decreases the power by 6.25%).

If a material with a positive temperature coefficient (e.g. a metal) is used for $R_p$, the saturation in the calibration curve caused by an insufficient temperature difference between wire and envelope occurs soonest with method (1b) ($I_p$ constant) since the power dissipated in the wire ($I_p^2R_p$) then decreases with increasing gas pressure. In methods (1a) ($V_p$ constant) and (1c) (power constant) the saturation in this case is slower.

With the method we have chosen (2) it is desirable to keep the wire temperature constant automatically [5]. Not only does this provide the advantage of a direct-reading instrument, but it also avoids the risk of the wire burning out if the operator reduces the voltage $V_p$ too late when the pressure drops suddenly to a low value. For this purpose we use an electronic control unit. The circuit diagram is shown in fig. 5. The bridge difference voltage $\Delta V$ is amplified by a differential amplifier and then used as the supply voltage for the bridge. If the gas pressure increases, the wire temperature falls slightly, causing an increase in $\Delta V$ and hence in $V_b$ that almost completely offsets the cooling. In addition to the resistors $R_o$, $R_1$ and $R_2$ of the bridge circuit and the differential amplifier, the control unit (on the left in fig. 1) contains a voltmeter for various voltage ranges, which is connected to the voltage $V_b$. The zero reading of the meter is made to correspond to vacuum by subtraction of a constant, but adjustable, voltage $V_0$; in a vacuum the wire still loses heat by radiation and by conduction via the mountings.

The calibration curve of the combined control unit and manometer tube of fig. 2 is given in fig. 6 for nitrogen. As already noted, the calibration curve depends on the kind of gas being measured; light gases like helium and hydrogen have a higher thermal conductivity. The calibration curve shown for nitrogen is also valid for air and oxygen to a very good approximation. The dashed curve presents for comparison the calibration curve of a "classical" Pirani gauge, with identical wire, in the region where it differs from that of the new type.

\[\text{Instead of reading the voltmeter, one can also adjust the resistance } R_1 \text{ or } R_2 \text{ (or both of them) until the voltage across } M \text{ is zero again, and use this resistance value as a measure of the pressure.}\]

[6] See for example M. Pirani and J. Yarwood, Principles of vacuum engineering, Chapman & Hall, London 1961, p. 102. Following Pirani, only methods (1a) and (1b) are generally used besides method (2). Method (1c) is not regarded as important in the literature.
Finally fig. 7 shows the calibration curve of the tube in fig. 3 for pressures above 1 bar.

In designing the combined manometer tube and control unit our first concern was to make the equipment simple, reliable and easy to use over the whole pressure range. No attempt was made to achieve the highest possible accuracy and sensitivity in specific pressure ranges, and therefore no attempt was made to stabilize the wall temperature. Nevertheless, the accuracy obtained is sufficient for most applications. With careful use the voltage established at a certain pressure is found to be reproducible to within about 1% of the full scale deflection of the measuring range in use; the corresponding accuracy of the pressure measured depends on the pressure range and can be determined with the aid of the calibration curve.

Summary. The operation of the Pirani gauge relies on the pressure dependence of the thermal conductivity of a gas. When a gas is admitted into the gauge near a hot wire the change in the electrical resistance of the wire, due to the cooling caused by the thermal conduction of the gas, is used as a measure of the gas pressure. The measuring range (previously from about 0.0001 to 100 torr at the most) can be extended upwards by making use of the convection of the gas around the wire. The article describes a Pirani gauge for a pressure range from about 0.0001 to about 1000 torr in which this principle is applied. The design is extremely simple because of the appropriate choice of wire temperature and of the dimensions of tube and wire. The temperature and hence the electrical resistance of the wire are kept automatically constant in a Wheatstone bridge by means of an electronic control unit; the voltage required is a measure of the gas pressure. The design parameters are briefly discussed in connection with stability and sensitivity. A variant of the tube is suitable for measuring pressures from 1 to 11 bars and perhaps higher.
PTC thermistors as self-regulating heating elements

E. Andrich

The resistance of PTC thermistors varies with temperature in such a way that they can be used as heating elements with particularly interesting characteristics. When a sufficiently large voltage is used, they reach a temperature near their ferroelectric Curie point with a high initial current in a few seconds, assume a high value of resistance at this temperature and act from then on like thermostats. These heating elements thus automatically regulate their power consumption to suit the heat requirements. Investigations with laboratory models of soldering irons and domestic hotplates have given impressive demonstrations of the special advantages of these elements.

Introduction

PTC thermistors are resistors made of semiconducting materials with large positive temperature coefficients. Ceramic semiconductors like barium titanate or a mixture of barium titanate with strontium and lead titanate are usually used. These materials have a transition temperature (Curie temperature) at which the crystallites change from the tetragonal to the cubic phase. This transition is accompanied by a marked change in electrical properties. In particular, the resistance increases by several powers of ten when the temperature is raised to the vicinity of the Curie point. The abrupt increase in resistance is steepest in semiconducting barium titanate, whose Curie point lies at 120 °C. The temperature coefficient in this case reaches a maximum of 60% per degree (fig. 1). In mixed titanates, whose PTC characteristics lie in other temperature ranges, depending upon the composition of the material, the maximum change of resistance per degree is generally between 10 and 20% (fig. 2).

An obvious application of these substances with this sharp increase in resistance is in temperature-dependent switching processes: if the temperature of the thermistor increases to the neighbourhood of the Curie temperature, perhaps because of an increase in the ambient temperature or an increase in the electrical power converted in the device, it then restricts the current flowing through it. This effect can be used, for example, to reduce the power consumption of a load connected in series with it, or to switch over a relay.

A special case is encountered when the thermistor itself is the load and the power supplied to it is converted into a useful heat output. In this case it combines various functions and operates as a self-regulating...

Fig. 1. Resistance-temperature characteristic of a PTC thermistor of semiconductor BaTiO₃. Its Curie temperature is 120 °C. The temperature coefficient also has its maximum here, with about 60% change in resistance per degree.
heat source, in other words as a thermostat. At a given voltage the PTC thermistor initially draws a high current, since at first it is still cold and its resistance is low. Its temperature then rises because of Joule heating and it would become white hot in a few seconds if the sharp increase in resistance at the Curie temperature did not immediately restrict the power absorbed. A state of equilibrium then arises in which the power absorbed adjusts itself to be equal to the heat dissipated; the thermistor tries to keep its temperature in the vicinity of the Curie point. This can often be a useful feature of a heating element that is subjected to a varying heat drain. For example, a soldering iron fitted with such an element adjusts its power intake to suit the conditions of the soldering operations. It heats up quickly but does not become overheated when not in use. Because of this there is less corrosion of the bit and also, where there is a large loss of heat, as when soldering a chassis, the heat loss is quickly compensated [1].

Experimental soldering irons of this type have been made with some success at the Philips laboratories in Aachen (there is no production of these irons as yet). Other applications now being studied include a fast-heating hotplate for domestic use, and a simple thermal conductivity meter incorporating a PTC thermistor as a heat source of virtually constant temperature for laboratory use. This instrument can be so designed that the power or current consumption are exactly proportional to the thermal conductivity of the test object.

The use of PTC thermistors as heating elements presents a number of technical problems. The elements should not crack when heated up quickly, they should be capable of withstanding high electrical fields and should have an adequate life at operating temperatures between 300 and 400 °C. These requirements are partly met by using special methods for fabricating these ceramic semiconductors and applying the contacts. The work at the Aachen laboratories has eliminated the problems encountered in the reproducible manufacture of these soldering irons with their heating thermistors.

In this article we shall show how many of the characteristics of PTC thermistors make them particularly suitable for application as heating elements. We shall also indicate that there are certain limitations in such applications because of particular properties of the materials.

Properties of semiconducting titanate

By mixing BaTiO$_3$ with SrTiO$_3$ or with PbTiO$_3$ in the manufacture of the ceramic elements, materials are obtained with a wide range of Curie temperatures and thus a corresponding range of different PTC characteristics. Depending on the proportion of SrTiO$_3$ or PbTiO$_3$ in these mixed titanates the Curie point is shifted either downwards or upwards (fig. 2). The inclusion of 0.3 mol % of LaTiO$_3$ makes these substances

Fig. 2. Resistance-temperature characteristics of PTC thermistors sintered in the laboratory. The distribution of the curves depends on the composition of the material, indicated by the value of the subscripts $x$ and $y$. The two curves for $x = 0.5$ differ only because different sintering methods were used for the two thermistor.

semiconducting. The sharp increase of resistance at the Curie temperature does not take place uniformly throughout the whole ceramic body but only at the grain boundaries between the densely sintered crystallites. Barrier layers are formed at these boundaries, whose resistance depends not only on the temperature but also on the applied voltage. The resistance increase with positive temperature coefficient extends over a range of about 100 degrees. Outside this range the temperature coefficient is negative.

Fig. 3. Variation of the resistance $R$ of a PTC thermistor in the temperature range from $-100$ to $+390$ °C. Outside the PTC range (50 °C to 180 °C) the temperature coefficient is negative.

It should be noted that the curves in figs. 1, 2 and 3 were obtained with a test voltage that was smaller than 2 V. At the higher voltages that are applied when the device is used as a heating element there is a significant decrease in the resistance with increasing voltage, as in the well-known voltage-dependent resistor (VDR). The behaviour of the PTC thermistor at higher voltages can be readily understood if it is assumed to have a VDR shunted across it. The resistance ratio $R_{\text{max}}/R_{\text{min}}$ (fig. 1) of the thermistor when it is being used as a heating element may therefore be considerably smaller than that observed at the test voltage; nevertheless it can still be greater than 100:1, and this is still perfectly adequate for temperature-dependent control of the power in the heating element.

The current-voltage characteristic of the PTC thermistor, which shows the behaviour of the device when it is carrying a current, is therefore of importance; this is the non-linear curve in fig. 4. The dashed curve in fig. 4 indicates the dependence of this characteristic on ambient temperature or heat loss. The PTC thermistor can thus be used as a switching element that severely limits the current through the resistive load $R$ in series with it as the ambient temperature rises from $T_1$ to $T_2$. This situation corresponds to the operating point $P_2'$ in fig. 4. It should be borne in mind that this is usually a single switching process; when the ambient temperature goes back to $T_1$ the operating point does not go back beyond $P_2$. Generally speaking, it is only possible to switch the thermistor back to the cold resistance with the operating point $P_1$ if the supply of current is temporarily disconnected or the ambient temperature falls far below freezing point, so that the complete current-voltage characteristic of the thermistor rises above the load-line of the load. This means that there is little point in using a series-connected thermistor to give temperature-dependent control of the power in a resistive load. In such a circuit the thermistor works merely as a delayed-action fuse.

This brings us to another important characteristic of this device, the current-time characteristic. In fig. 5 it can be seen that the relatively high initial current drops steeply after a certain time to a low residual value; this happens when the Curie temperature is reached, and the higher the initial current the earlier it occurs. Measurements of this time show that it may be as short as a fraction of a second. If such short self-arresting heating-up processes are possible, and PTC thermistors with Curie points higher than 400 °C can be made (see fig. 2), then it should be possible to build heating units which reach their operating temperature immediately after being switched on and then hold this temperature constant. We shall see presently (page 174) that in fact it is not possible to heat up
The PTC heating element

Accuracy of temperature control

The operating temperature of a PTC heating element is not very much affected by a variation in operating voltage. For example, a thermistor rated at 10 V can still be operated at 20 V with no significant increase in its temperature. An example considered in conjunction

Fig. 5. Current-time characteristics of a PTC thermistor. The higher the initial current the sooner the thermistor reaches its Curie temperature, at which the current drops to a small residual value. The dashed curve represents the switching time \( \tau \) as a function of the initial current \( I \).

difficulties arise during sintering since PbO evaporates readily at these high temperatures. The PbO also reacts with the ceramic elements usually used for substrate, boat and furnace tube in the sintering process. To avoid such reactions it is necessary to use platinum substrates in the preparation of these titanates and to use closed platinum vessels similar to those used in the production of piezoelectric ceramics containing PbO.

The sintering conditions (i.e. the temperature and atmosphere) and the preliminary treatment of the powder all have a considerable influence on the end-product of the mixture \((Ba, Pb)TiO_3\) (more so than with pure BaTiO_3 semiconductors) and very many experimental runs were therefore needed before a reproducible method of preparation was found.

The technology of \((Ba, Pb)TiO_3\)

The \((Ba, Pb)\) titanates have high Curie temperatures and are therefore particularly interesting for use as heating elements. The method of producing these mixed titanates will now be considered in some detail. For technical reasons the two components BaTiO_3 and PbTiO_3 are prepared separately. The BaTiO_3 is pre-fired at about 1100 °C to give the reaction

\[
BaCO_3 + TiO_2 \rightarrow BaTiO_3 + CO_2
\]

and the PbTiO_3 is pre-fired at about 950 °C to give the reaction

\[
PbO + TiO_2 \rightarrow PbTiO_3
\]

(a diagram of the process is given in fig. 6). The pre-firing processes produce a powder consisting of fine grains of doped titanates; these are ground in a ball mill for about 16 hours and at the same time thoroughly mixed in the specified barium-lead ratio. The powder is then compacted by cold pressing into pellets for the heating elements. The pellets are finally sintered at a temperature from 1300 to 1400 °C to form a bluish-grey ceramic. The volume of the pellets shrinks by about 20% during this process.

The PTC heating element

Pre-firing

\[
1 \text{ mol} + 1 \text{ mol} + 0.003 \text{ mol} \rightarrow \text{ BaTiO}_3 + \text{ La(NO}_3\text{)}_3
\]

wet mixing 16 h

pre-firing \((Ba, La)TiO_3\) 1100 °C

wet mixing + grinding 16 h

pressing 3000 kg/cm²

sintering \((Ba, Pb, La)TiO_3\) 1340 °C

with the two characteristics in fig. 7 will make this clear. From the resistance-temperature characteristic ($R$-$T$ characteristic) of a thermistor of ($B_{0.5}P_{0.5}$)TiO$_3$, as shown in fig. 7a, we find that the temperature interval over which the temperature coefficient is positive is $\Delta T = 150$ °C, and from the current-voltage characteristic ($I$-$V$ characteristic) shown in fig. 7b, we find that the corresponding voltage interval is $\Delta V = 66$ V. The ratio $\Delta T/\Delta V = 2.3$ °C/V then gives the average change in temperature per volt. If the maximum current is reached at 350 °C with 6 volts, then for 10 V we can calculate an operating temperature of about 359 °C in the thermistor and an operating temperature of 382 °C for 20 V.

On the other hand, it can be seen that a fine adjustment of the temperature in the thermistor can be attained by varying the applied voltage. Of course, a simplified calculation like this can only give an approximate picture of the behaviour of the thermistor. A complete picture would have to take into account the heat lost to the environment, the non-linearity of the characteristic and also the geometry of the thermistor. However, although the calculations can be made more complete in this way they still have to be based on certain simplifying assumptions, and this means that there is not much improvement in the agreement with the measured results.

The temperatures we are referring to are only to be found inside the thermistor, since the thermal conductivity of the thermistor material is low ($\lambda \approx 1$ W/m°C). The temperature stabilization at the surface is therefore not as perfect as one might expect from the electrical characteristics of the thermistor. Moreover, when the device is incorporated in an actual instrument, such as a soldering iron, it has to be surrounded with electrical insulation, which is usually also a poor conductor of heat. Finally, the heat-dissipating metal casing has a fairly high heat capacity and consequently a delayed heat transfer. However well the thermal coefficients of expansion are matched to one another, there would still be relative movement of the materials against one another because of the considerable temperature differences that can arise between them during heating-up or when heat drain is large. The heat-transferring surfaces between the different materials must therefore fit flush with each other, with no air gaps between them.

Even with an ideal design for the soldering iron, the two unavoidable, passive quantities — thermal resistance and heat capacity—are still present in the system. These quantities cause a time delay in the heat control, and a lower temperature at the bit; the temperature of the bit is also highly dependent upon the heat loss to the work. A controlled heating element does not therefore of itself give a stable temperature at the bit, independent of the heat loss to the work. This is a fact that is easily overlooked and which applies equally to soldering irons with other kinds of temperature control, such as a bimetallic strip.

**Operating voltage and thermal strength**

The limits of the operating voltage are not simply set by the maximum voltage that can be applied $V_{\text{max}}$ (see fig. 7b). If the minimum resistance of a heating thermistor below its Curie point is 1 $\Omega$, it will absorb 1 kW of power when the operating voltage is still only 32 V, which means that the element heats up in less than 1 second. Owing to the thermal contact with the heat-dissipating metal jacket, this gives rise to a high temperature gradient in the semiconductor which can cause the ceramic material to crack. To avoid this the initial power when the element is switched on must not be greater than 300 to 400 W per element; this value corresponds to a heating element with a surface area of 1 cm$^2$.

If, on the other hand, we apply a lower voltage and wait until the thermistor and the system to be heated have reached an almost steady temperature near the...
Curie point, we can then raise the voltage nearly to the limit of the breakdown voltage, i.e. to about 70 volts in our case.

It has also been found possible to make (Ba,Pb)TiO₃ semiconductors that can be operated at the mains voltage. Laboratory models made from semiconducting (Ba₂₋₃Pb₀.₇)TiO₃ withstand fields up to 600 V/mm without breakdown. The $R$-$T$ characteristic of these thermistors shows a resistance increase above the Curie temperature of greater than $10^9$. Unfortunately certain other features of these thermistors have made them unsuitable so far for certain applications such as soldering irons. In particular, these thermistors usually have too low a resistance below their Curie temperature: 5 Ω at 1 mm electrode spacing and 1 cm² cross-section. At an operating voltage of 220 V this would require an initial power consumption of almost 10 kW, which is definitely too high for these semiconductors. On the other hand, if a high-resistance material with a $\rho$ of several tens of Ωm is used, the negative temperature coefficient will have a marked effect between room temperature and the high Curie temperature. For example, if a (Ba,Pb)TiO₃ thermistor has a resistance of 300 Ω just below a Curie temperature of 340 °C, its resistance at room temperature will be as much as ten times higher, i.e. about 3000 Ω\[3]. This behaviour increases the heating-up time, so that this is no longer just a few seconds.

Another feature that causes difficulties, particularly in PTC thermistors supplied from the mains, is the non-uniform distribution of the voltage along the current path. Because of the low thermal conductivity of this ceramic material there is a fairly high temperature gradient inside the thermistor (fig. 8, lower curve), since the heat is only conducted away via the contact surfaces. As can be seen from fig. 1, the resistance in the PTC region increases more or less exponentially with the temperature. When it is drawn on a linear scale the resistance curve looks like the one shown in fig. 8. Consequently most of the voltage drop appears across a fraction of the semiconductor thickness inside the material. Most of the heat is generated here, and this has the result that the temperature gradient increases still further in the heating process, which in turn leads to a further narrowing of the zone where the heat is generated: the whole device is unstable until almost all of the voltage drop is confined to a thin layer inside the thermistor\[4].

The same instability is found in the series arrangement of two similar PTC thermistors; when a voltage is applied, the one that was initially a little warmer or slightly better insulated heats up while the other remains cold. Bearing in mind that the abrupt increase of resistance takes place at the grain boundaries, the thermistor can be thought of as a series arrangement of very thin layers of PTC resistance. Since the greater part of the voltage concentrates at a few grain boundaries, very high fields will arise, particularly with mains operation: there will be local overheating and finally the ceramic will fracture because of mechanical stresses at the places where the temperature gradients are steepest. Even with a thickness of one millimetre these elements can still split into two layers. The investigations of these effects have not yet been completed.

Because of these effects the application of mains-operated PTC devices appears at present to be limited to cases in which the initial power is limited and the required heat dissipation per unit surface area is not too great. It will be shown below that such PTC devices are however suitable for use in domestic hotplates and that they are more suitable for this application than the conventional heating elements in spite of the various difficulties we have noted.

Sensitivity to ambient atmosphere; contacts

At operating temperatures above 250 °C the PTC thermistor is highly sensitive to the surrounding atmosphere presumably because at higher temperatures there is a significant diffusion of oxygen in the semiconductor. If it reaches such temperatures when it is carrying a current and it is kept in a reducing atmosphere or in a vacuum, it will soon lose its positive temperature

\[3\] The resistance of low-resistivity thermistors ($\rho \approx 0.1$ Ωm) at room temperature, on the other hand, is only about 2.5 times higher than the resistance minimum below the Curie point.

\[4\] The NTC resistor behaves in the opposite way; when a voltage is applied, the $current$ becomes locally concentrated inside the device and can even form a breakdown path. This is discussed in E. Andrich and P. L. Gillessen, Eigen-schappen en toepassingsmogelijkheden van PTC-thermistors, Polytechn. T. E 19, 592-597, 613-619, 1964 (in Dutch).
Soldering irons and hotplates using PTC heating elements

Soldering irons using PTC heating elements have been made in the laboratory in various versions for different power ratings; three of them can be seen in Fig. 9. The design is the same in all cases; a rectangular \((Ba_{0.5}Pb_{0.5})TiO_3\) pellet 1 mm thick with vacuum-evaporated metal electrodes is placed between two metal strips which act as the current leads (see Fig. 10). The electrical insulation is now provided by mica on both sides, and the whole assembly is placed in a copper tube. The end of the tube tapers to a point.

The soldering irons are rated for an operating voltage that may vary from 5 to 20 V; at a voltage of 10 V the medium sized soldering iron (b in Fig. 9) requires a warming-up power of 100 W, which brings it to the required operating temperature within 10 seconds. The maximum power consumption, e.g. for soldering to a chassis, is 50 W, and when the iron is idle (i.e. not being used for soldering but switched on) it draws 10 W. The temperature at the bit is then about 300 °C. The other two versions shown, a and c, draw maximum powers of 23 W and 120 W respectively and the idling powers are 7 W and 20 W. A heating power of up to 30 W/cm² can be obtained from these thermistors with careful design. The life of the irons is determined by the gradual oxidation of the contacts mentioned above, but as we noted earlier is greater than 3000 hours.

There are also temperature-controlled soldering irons of a different design, in which the control is effected by means of a bimetallic strip, a thermocouple or the ferromagnetic Curie point. These have the same good features as the soldering iron with thermistor heating: fast heating-up, automatic compensation of high heat losses and a low idling temperature. An advantage of the PTC element which these others do not possess is that all these useful functions are characteristic of the heating element itself; moreover they give continuous regulation, they have no switching contacts and thus do not cause interference, and only two leads from the current source are required.
A second application of PTC heating elements, now the subject of experiments in the laboratory, is a domestic hotplate fitted with mains-operated thermistors. These, however, are still in the laboratory stage. Fig. 11 shows a laboratory model and the two elements that heat the plate. Since these heating elements automatically limit their own temperature, the hotplate can be mass-produced in an inexpensive thermoplastic housing whose resistance to deformation can be guaranteed only up to a specified temperature. If a resistive heating element without external temperature control is used, this is only possible if the element is given a sufficiently high resistance, but it then takes a relatively long time for the plate to reach the required temperature. Fig. 12 shows that the use of a thermistor permits faster heating up. Thermistor heating is here compared with the maximum permissible ohmic heating of the same system, i.e. with a constant power, corresponding to the steady-state power of the thermistor. It can be seen that the temperature of the thermistor-heated plate reaches 90% of its final temperature of 120 °C in slightly more than 4 minutes, whereas the plate with ohmic heating takes 25 minutes to reach this temperature. Since the insulation has to be better on account of the higher voltage and the plate has a much greater heat capacity, it takes longer to heat up than the thermistor-heated soldering iron and its control action is not nearly as good; nevertheless the principle again has some definite advantages in this application.

In conclusion we can say that the experience gained in our laboratory indicates that the PTC thermistor is clearly a useful new type of self-regulating heating element. It will probably be most suitable where low heating powers, i.e. up to about 100 W, are required. Thermistors for low-voltage operation with working temperatures up to 400 °C can already be made with readily reproducible characteristics.

Summary. There are several interesting applications as self-regulating heating elements for PTC thermistors, which are ceramic semiconductors that give a sharp increase in resistance above their crystallographic transition temperature. When a voltage is applied they heat up quickly, drawing a high current which is then severely restricted when the Curie temperature is reached. The thermistor then automatically regulates its power consumption to match the heat loss. The device gives continuous control, and acts as heating element, temperature sensor and power controller at the same time. It can be operated at twice the rated working voltage with no significant change in its temperature. These devices are particularly useful and economical for low-voltage operation (between 6V and 40 V) and for powers lower than 100 W. Impressive results have been obtained with thermistor-heated soldering irons. They are ready for use within 10 seconds, and if required can increase their power consumption by five times to compensate for the heat drain through the soldering iron to the work. Other possible applications are under investigation, including a domestic hotplate for mains operation and an instrument for measuring thermal conductivity.
Electrostatic motors

B. Bolleé

The magnetic forces between moving electric charges, which underlie the operation of all present-day electric motors, are much smaller than the electrostatic forces between the same charges. As electrostatic motors are based on the second effect it appears surprising, at first sight, that they are not in common use. This article explains why, under ordinary conditions, the electrostatic motor is at a disadvantage compared with the electromagnetic motor. The most likely area of application appears to lie in the construction of very small motors. It is shown that, by using the precision techniques available in a modern laboratory, it is possible to make various types of electrostatic motors with torques of practical interest.

Introduction

One aspect of the present trend towards miniaturization is the search for methods of making smaller electric motors which are still able to deliver a useful mechanical power output. If the motor is used in an apparatus with a built-in energy source (dry cells, storage battery, energy paper [1], solar cell), then the efficiency of the motor is of great importance as this will determine the size and useful life of the source. In assessing the performance of miniaturized motors the power per unit volume and the efficiency are the two most important criteria. In the case of the traditional electromagnetic motor with all its modern variants, both the power per unit volume and the efficiency are reduced when the same design is produced in a scaled-down version. This comes about because the energy dissipation in the magnet coils relative to the electric power consumed becomes greater as the motor becomes smaller. The operation of the electrostatic motor is based on the forces which electric fields exert on electric charges. It contains no coils, and the dissipation is very low, being that due to charge transport in an arrangement of short electrodes connected in parallel, and to dielectric losses. It is therefore to be expected that the ratio of dissipation to power consumption in a very small electrostatic motor will compare favourably with that in an electromagnetic motor of the same size. With this idea in mind we instituted a fresh investigation into the possibilities of making electrostatic motors.

Like electromagnetic motors, electrostatic motors can be synchronous and asynchronous and we have studied both types. A brief outline of the principles of operation is given below, followed by a more detailed discussion of particular aspects.

Principles of the synchronous and asynchronous electrostatic motor

The synchronous motor we considered is shown in its most elementary form in fig. 1. It is a variable (rotary) capacitor with a square-wave voltage applied across the plates. When the motor is running at the correct speed (i.e. synchronously), the rotor turns half the angle $\theta$ as shown in fig. 1.

![Fig. 1. The principle of the synchronous electrostatic motor is illustrated by a variable (rotary) capacitor connected to a voltage of rectangular waveform. Between $\theta = 0$ and $\theta = \pi/2$ there is a voltage between the rotor and the stator. The rotor blade 1 is then attracted by the stator blade 3, and 2 by 4. In the next quarter-revolution the voltage is zero and the rotor continues turning under its own inertia.](image-url)
a revolution in one cycle of the voltage. In the quarter-revolution when the rotor and stator blades are approaching each other there is a voltage between them and they attract each other. During the next quarter-revolution the voltage is zero, and the rotor continues to rotate by its own inertia. Although the torque in one period shows a marked fluctuation, this motor is synchronous in the sense that it rotates in step with the supply voltage.

The choice of electrode configuration and number of electrodes can be varied considerably. Fig. 2 shows a small motor we have made which has sixty axially oriented electrodes.

The operation of the asynchronous electrostatic motor is based on the fact that a cylinder of a material which is slightly electrically conducting (a "poor insulator") is subjected to a torque when placed in a rotating electric field. This is illustrated schematically in fig. 3. When a voltage is applied to the capacitor and the capacitor is rotated about the axis of the cylinder A, a torque is exerted on the cylinder. The explanation is that the field gives rise to induced charges on the cylinder. Owing to the resistance these lag behind the rotating field. Consequently the field exerts a torque on the charges and hence on the cylinder. A cylinder made of a material which is not electrically conductive but which shows dielectric hysteresis also experiences a torque in a rotating field.

In order to use this effect to make an electric motor, the rotating field must of course be obtained by electrical rather than mechanical means. This can be done by using phase-shifted voltages on a number of stationary electrodes. The simplest arrangement is that shown in fig. 4, where two pairs of electrodes are connected to voltages which differ in phase by 90°. An arrangement which we have actually constructed is shown in fig. 5. It consists of three electrodes connected to three different voltages with a mutual phase difference of 120°.

The motors shown in figs. 4 and 5 are called bipolar;
the fields generated by the electrodes are such that the rotor will have one pair of poles. If a motor is built with a ring of $N$ electrodes, with the successive electrodes energized by voltages of successive phases, then the number of pole-pairs is $p = N/m$, where $m$ is the number of phases.

The torque on the cylinder in fig. 3 is present because the rotating field has an angular velocity with respect to the cylinder. When the motor is operating, the angular velocity of the rotor must be smaller than that of the rotating field (i.e. the operation is "asynchronous"), and the torque and efficiency depend on the ratio between these angular velocities.

The performance that can be obtained from an electrostatic motor is limited by the breakdown that occurs if too high a voltage is applied to a given motor (or, for a given voltage, if the distance between the plates is made too small). A "normal" breakdown field strength (in air of atmospheric pressure with a gap of 1 mm) is about $3 \times 10^6$ V/m, so that for a synchronous motor with a plate spacing of 100 $\mu$m the voltage must remain below 300 V. One way of raising this limiting value is to operate the motor in a vacuum, in which field strengths of $3 \times 10^9$ V/m are possible. The breakdown field strength also depends on the distance between the electrodes. As the electrode spacing decreases, the breakdown field strength in air at atmospheric pressure begins to increase sharply at about 7.5 $\mu$m, and at 2 $\mu$m it reaches a value of $1.7 \times 10^9$ V/m, which is close to the value in a vacuum [3].

**Earlier investigations of electrostatic motors**

Although the principles underlying the electrostatic motor, both synchronous and asynchronous, are simple and have long been known, remarkably little attention has been paid in the past to the possibility of making motors of this type. The earliest publication known to us that deals with the synchronous electrostatic motor is a thesis by Petersen, which appeared in 1907 [3]. The next study devoted to it, by Trump [4], did not appear until 1933. He was considering machines of high power and high voltage in vacuo, and built a 55-watt motor for experimental purposes. He did not investigate small motors. Thereafter the synchronous electrostatic motor was forgotten.

The asynchronous motor was investigated as long ago as 1893 by Arno [5]. The phenomenon of dielectric hysteresis in insulating material (glass, ebonite, etc.) was already known and he used it to build a motor operating at 3800 V, 40 Hz, which reached a speed of 250 rev/min. After the turn of the century there followed a period in which the principle was widely used for studying the dielectric hysteresis of materials [6], but not for making motors. It was not until 1931 that the asynchronous motor again came up for discussion, in a thesis by Strobl [7]. He checked his theoretical calculation on a 2000 V motor built for that purpose, but an operational motor was never constructed. After this the synchronous motor also fell into oblivion.

As previously mentioned, there is now a need for miniature motors in a wide variety of devices ranging from toys to satellites. The electrostatic motor has features that make it of interest for such purposes, especially as many new materials and technologies have become available since the thirties which could be turned to good use in the manufacture of such small motors. It will be apparent from the work discussed below that it is in fact possible to produce electrostatic motors with a volume of no more than a few cubic centimetres which have torques of practical interest (of the order of 5 $\mu$Nm, i.e. about 50 mg-force x cm).

**The synchronous electrostatic motor**

Our investigations into the synchronous electrostatic motor relate mainly to obtaining an optimum design. The essential features to be considered are the capacitance variation (and hence the form and arrangement of the electrodes) and the waveform of the alternating voltage (sinusoidal, square-wave, etc.). First the torque and power are calculated as a function of the capacitance variation and the voltage. Initially the losses are left out of account, and are dealt with in a separate section. Finally we consider the question of starting, which is always a problem with synchronous motors.

**Calculation of torque and power**

In a synchronous electrostatic motor the capacitance $C$ of the capacitor formed by stator and rotor is a function of the angle of rotation $\vartheta$ of the rotor. Be-
Between the stator and rotor a voltage $V$ is applied that varies periodically with time. When the motor is turning, $\dot{\theta}$ is a function of time and hence $C$ is also. Electrical power is then converted into mechanical power. This power is calculated as follows.

If $I$ is the current supplied through the terminals, then the electrical energy supplied in a time interval $dt$ is given by:

$$P_{edt} = IVdt.$$  

The (varying) charge on the electrodes is $CV$, and the change in this is:

$$Idt = d(CV) = CdV + VdC,$$

so that

$$P_{edt} = CVdV + \frac{1}{2} V^2dC.$$  

Part of this energy is stored in the electric field. The instantaneous field energy $W_e$ is $\frac{1}{2} CV^2$, and this increases in the time $dt$ by an amount

$$dW_e = CVdV + \frac{1}{2} V^2dC.$$  

The rest of the energy supplied,

$$P_{edt} - dW_e = \frac{1}{2} V^2dC,$$

is delivered to the rotor as mechanical energy $P_{mdt}$. The mechanical power is thus:

$$P_m = \frac{1}{2} V^2dC/dt.$$ 

(1)

The torque $T$ acting on the rotor is:

$$T = P_{mdt}/d\theta = \frac{1}{2} V^2dC/d\theta.$$ 

(2)

Between $T$ and $P_m$ there exists the relation:

$$P_m = \omega_m T,$$ 

(3)

where $\omega_m = d\theta/dt$ is the angular velocity of the rotor.

Let the number of electrodes be $N$. The angle between two electrodes, the “electrode pitch”, is then $2\pi/N$. In the theory of electric motors it is the usual practice to denote the position of the rotor by the variable $\Theta = N\dot{\theta}$; this quantity $\Theta$ varies by $2\pi$ when the rotor moves on by one electrode. The capacitance $C$ is a periodic function of $\Theta$ with a period $2\pi$.

Suppose now that the motor rotates uniformly (e.g. due to the flywheel effect of the rotor) and that the rotor moves on by one electrode in one period of the supply voltage. In that case by definition we call the speed “synchronous” (even in those cases in which the motor is unable to supply power at this speed); other speeds will be discussed later. The synchronous angular velocity $\omega_m$ equals $\omega_s/N$, where $\omega_s = 2\pi f_s$ is the angular frequency of the supply voltage. $C$ is then a periodic function of time with the same period as the supply voltage. From (1) and (2) it can be seen directly when a positive power and torque can be obtained. This occurs, for instance, if we have a rectangular voltage with $V \neq 0$ in that part of the period in which $dC/dt$ is positive, and $V = 0$ where $dC/dt$ is negative. This is illustrated in fig. 6a for a triangular variation of capacitance.

In general the rotor will lag in phase behind the voltage. The angle will be given by:

$$\Theta = \omega_s t - \alpha$$

(see fig. 6b). For part of the cycle the torque and power are then negative, and the average torque and power are smaller. The angle $\alpha$ assumes a value such that the average torque is equal to the torque required by the load (fig. 7). If the required torque is greater than the maximum torque of the motor, the motor falls out of synchronism and stops.

In the case of a square-wave voltage, if the parts of the cycle for which $V^2 \neq 0$ and $dC/dt > 0$ are of equal length, then the average power is a maximum.

$$\Theta = \omega_s t - \alpha$$

(see fig. 6b). For part of the cycle the torque and power are then negative, and the average torque and power are smaller. The angle $\alpha$ assumes a value such that the average torque is equal to the torque required by the load (fig. 7). If the required torque is greater than the maximum torque of the motor, the motor falls out of synchronism and stops.

In the case of a square-wave voltage, if the parts of the cycle for which $V^2 \neq 0$ and $dC/dt > 0$ are of equal length, then the average power is a maximum.
when these parts coincide ($C_{\text{min}}$ coincides with the beginning of the square wave, $C_{\text{max}}$ with the end, as in fig. 6a). The maximum average power in that case is:

$$P_{\text{max}} = \frac{1}{2} V^2 \frac{dC}{dt} = \frac{1}{2} V_0^2 \left( \frac{\omega}{2 \pi} \right) (C_{\text{max}} - C_{\text{min}}),$$

(4)

where $V_0$ is the peak square-wave voltage. The maximum average torque is:

$$T_{\text{max}} = \frac{(N/4\pi)}{4n} V_0^2 (C_{\text{max}} - C_{\text{min}}).$$

(5)

The following points may be noted in connection with the equations:

1) $P$ and $T$ are proportional to $V^2$. This implies that the sign of the voltage is irrelevant. To the motor the voltage shown in fig. 8b is equivalent to the square-wave voltage of fig. 8a. The motor cannot operate with a voltage as shown in fig. 8c. With the voltage of fig. 8a the motor runs in both directions equally well.

2) Given the magnitude $V_0$ and frequency $f_0$ of the square-wave voltage, and the capacitance difference $C_{\text{max}} - C_{\text{min}}$, the maximum average power $P_{\text{max}}$ is independent of the number of electrodes $N$. The torque is proportional to $N$, and the angular velocity is inversely proportional to $N$. A motor with many electrodes is thus slow but powerful. In practice, there is an upper limit to $N$. If we start distributing more and more electrodes over a given rotor surface area, $C_{\text{max}} - C_{\text{min}}$ will gradually decrease (see fig. 9), and the expected increase of torque will not be attained. We shall return to the relation between $C_{\text{max}} - C_{\text{min}}$ and $N$ later.

3) Design details of the motor, such as gap width, electrode height, etc., are not explicitly contained in the equations. They are accounted for in a single factor $C_{\text{max}} - C_{\text{min}}$. To determine the maximum torque in an actual case it is not necessary to know internal structural details, but it is sufficient to measure the capacitance as a function of the position of the rotor. This can be done by mounting the stator on a graduated turntable and fixing the rotor in position with respect to the frame of the turntable. Such a measurement of $C(\theta)$ is also a check on the precision of manufacture of a motor.

**The synchronous electrostatic motor compared with an analogous electromagnetic motor**

Equation (4) provides a basis for comparing the electrostatic synchronous motor with variable capacitance, as discussed above, with the magnetic synchronous motor possessing variable reluctance, which is its analogue. Both are presented schematically in fig. 10. This comparison explains why the development of the...
Electromagnetic motors have made such great strides whereas the electrostatic motor has not yet found practical application. It also indicates the circumstances in which the electrostatic motor might well compete with the electromagnetic type.

Let us assume that \( C_m \) in eq. (4) can be neglected with respect to \( C_m \). If the rotor turns at a constant voltage \( V_0 \), the field energy in the motor varies between zero and a maximum value \( W = \frac{1}{2} C_m V_0^2 \). Eq. (4) takes the simple form:

\[
\frac{P_{\text{max}}}{f_0 W} = \frac{1}{2} C_m V_0^2. \quad \quad \quad (6)
\]

Since an equation of this form also applies to the electromagnetic motor in fig. 10, the power of the two types of motor can be compared by considering the field energy in the two cases. This is

\[
W = A s_h (DE) = \frac{1}{2} A s_h E^2 \quad \text{(electrostatic)}, \quad \quad \quad (7a)
\]

\[
W = A s_h (BH) = \frac{1}{2} A s_h B^2 \mu_0 \quad \text{(magnetic)}, \quad \quad \quad (7b)
\]

where \( A \) is the total area of the poles or electrodes and \( s \) the gap width.

The upper limit of the power that can be produced with a motor of a given size is determined by the practical limit of \( E \) or \( B \) provided the motor is not too small. In the magnetic case the upper limit for \( B \), as determined by the saturation of the magnetic material, is roughly \( 1 \text{ Wb/m}^2 \).

In the electrostatic case the power is limited by electrical breakdown. If the electrostatic motor is to rival the magnetic motor in field energy per unit volume of field space, the required field strength is \( E = B/I \text{ V/m} \) (cf. eq. 7a and 7b). For \( B = 1 \text{ Wb/m}^2 \), we obtain \( E = 3 \times 10^8 \text{ V/m} \). At a "normal" breakdown strength of \( 3 \times 10^6 \text{ V/m} \) (see page 180) the permissible field energy (for the same \( A \) and \( s \)) is thus \( 10^4 \) times smaller than in the magnetic case. By using thin plates more field space can be accommodated in an electrostatic motor than in a magnetic-reluctance motor of the same size (see, for example, fig. 12). In spite of this advantage which may be 10 to 100 times, the maximum power per unit volume of the whole motor is still a factor of 100 to 1000 below that of the magnetic motor. Therefore the electrostatic motor will not generally be a competitor of the magnetic type.

As previously mentioned, the operation of the electrostatic motor in a vacuum gives it a much higher breakdown field strength \( (3 \times 10^8 \text{ V/m}) \) and would enable it to compete with the magnetic motor. A proposal along these lines was made by Trump in 1933 [10], but practical versions of vacuum motors have never been made.

We have previously referred to the heat generated in the coils. In small magnetic motors this may become comparable to the input power. The efficiency steadily diminishes with decreasing size and the power limit is no longer determined by the magnetic induction but by the necessity of dissipating the heat generated in the coils. Thus the magnetic motor steadily loses its advantage as it gets smaller.

In quantitative terms this can be seen as follows. Consider a magnetic motor of the type in fig. 10, with the linear dimension \( l \) and in which the current density is \( J \). Let us consider the effect on the efficiency and on the maximum power output of changing all the linear dimensions in the same proportion. Assume that the magnetic circuit outside the gap is completely short-circuited; if the gap width is \( s \), the field strength in the gap is then \( (l/s) \times \text{number of ampere turns} \) and is thus proportional to \( (l/s) \times J^2 = I \). From (6) and (7) the mechanical power delivered, \( P_m \), is proportional to \( W \), and hence to \( A s_h (DE) \). The power dissipated in the coils, \( P_o \), is proportional to \( J^2 \). Thus as \( I \) decreases the power output decreases more rapidly than the dissipated power, so that the efficiency must tend to zero.

The calculation of the maximum power output per unit volume of the motor requires rather more subtle reasoning. The normal constraint is that the current density shall not exceed a given value \( J_m \), irrespective of the dimensions. This value is set by the requirement that the heat generated inside the coil windings must be conducted to the surface without the internal temperature becoming unduly high. When the dimensions are small, however, it is not so much the heat transport from inside to outside that counts but rather the heat dissipation at the surface. For a given maximum temperature difference from the ambient air, the surface dissipation is proportional to \( P \). The generated heat \( \propto J^2 \) must therefore not exceed a constant times \( P \); thus, if \( J_m \) is the permissible current density, then \( J_m^2 \propto P \), or \( J_m^2 \propto I^{-1} \). The maximum power output \( P_m \) (proportional to \( J_m^2 \), see above) is thus proportional to \( I^2 \), and the power per unit volume \( P_m/\rho \propto I \) decreases with the volume.

The reasoning given above does not apply to all types of electromagnetic motor; in particular the situation is more favourable for motors with permanent magnets. This does not alter the general conclusion that problems of heat dissipation are always encountered as a result of the generation of heat in the current conductors.

The losses in the electrostatic motor (ohmic losses in the electrodes and dielectric losses) are less severe and do not limit the size of the motor in so definite a manner. This is the basis for the assumption that ultimately miniaturization gives the advantage to the electrostatic motor. Of course, there are other limits set to the process of scaling down. For example, a gap width of 10 \( \mu \text{m} \) would seem to be the lower limit with present techniques. Whether the electrostatic motor would already have the advantage at this limit is a question that we leave open.

**Arbitrary periodic variations of voltage and capacitance**

In the preceding discussion we have for simplicity referred to a square-wave voltage and a capacitance variation of triangular form. Other voltage waveforms, such as a sinusoidal alternating voltage, possibly rectified or superimposed on a d.c. voltage, are more readily available than a square-wave voltage and are often more efficient for operating the motor. Moreover the capacitance variation is not normally triangular.

If we examine the problem in more general terms, we find that the motor can also run at speeds other than the synchronous speed. This can be shown as follows. We expand \( V(t) \) and \( C(\theta) \) into a Fourier series:

\[
V(t) = V_0 + V_1 \cos \omega_0 t + V_2 \cos (2\omega_0 t - \beta_2) + \ldots, \quad \quad \quad (8)
\]

\[
C(\theta) = C_0 + C_1 \cos \Theta + C_2 \cos (2\Theta - \gamma_2) + \ldots, \quad \quad \quad (9)
\]

(The phase angle of the fundamental harmonic in (8) and (9) can always be equated with zero by means of a suitable choice of the origin on the \( t \)-axis and the \( \Theta \)-axis.) Assume now that the motor is running uniformly but not necessarily with the synchronous angular velocity \( \omega_0 N \). We then have:

\[
\Theta = h\omega_0 t - \alpha. \quad \quad \quad (10)
\]

For the synchronous speed we have \( h = 1 \). Eq. (10)
implies that the angular velocity $\omega_m$ of the rotor is given by:

$$\omega_m = h\omega_0/N.$$  

(11)

Substituting (8), (9) and (10) in expression (1) we find for $P_m$ a sum of terms of the type:

$$\cos (k\omega t - \beta_k) \cos (l\omega t - \beta_l) \sin (q\omega t - \delta_q),$$

with $k, l = 0, 1, 2, \ldots$ and $q = 1, 2, \ldots$. These products can be converted into sums of trigonometric functions. The arguments for the terms of the series for $P_m$ thus obtained are sums and differences of the original arguments. When averaged over time all except the constant term yield the value zero. The constant term is composed of terms with "zero" frequency which arise for

$$k\omega s \pm l\omega s \pm q\omega s = 0,$$

that is when

$$h = \pm \frac{k \pm l}{q}. \quad (12)$$

This implies that the motor can generally give an average power output at the angular velocities given (which is not surprising since the frequency of the variation of $V^2$ is $2\omega$). The power output is:

$$P_m = \frac{1}{2}V^2\frac{dC}{dt} = -\frac{1}{2}\omega_C V_1^2 \cos^2 \omega t \times 2\omega \sin (2\omega t - \alpha)$$

$$-\frac{1}{2}\omega_C V_1^2 (1 + \cos 2\omega t) \times$$

$$\times (\sin 2\omega t \cos \alpha - \cos 2\omega t \sin \alpha).$$

In working out the product the only term that contributes to the average is the term with $\cos^2 2\omega t$, and the average of this is $\frac{1}{2}$. The average power is thus:

$$P_m = \frac{1}{2}\omega_C V_1^2 \sin \alpha,$$

and the maximum average power is:

$$P_{max} = \frac{1}{2}\omega_C V_1^2.$$

Table I gives possible speeds and the corresponding maximum average power outputs in various cases. The first three examples are for a motor with sinusoidal capacitance variation connected to a) a sinusoidal a.c. voltage (the example worked out above), b) a sinusoidal a.c. voltage superimposed on a d.c. voltage, c) a half-wave rectified sinusoidal a.c. voltage. Example d) is for a motor with an arbitrary capacitance variation connected to a sinusoidal a.c. voltage. From (a) and (b) in Table I it can be seen that half the original speed is possible when a d.c. voltage is superimposed on the original sinusoidal a.c. voltage. Fig. 11 shows a large demonstration model with which this and other features of the synchronous motor can be demonstrated.

From case (d) we can draw some conclusions which could be of practical importance. In the first place it can be seen that for a motor supplied with a pure a.c. voltage and which runs at the speed appropriate to this (twice the synchronous speed) only the first harmonic of $C(\Theta)$ is of importance. The power at this speed is proportional to $C_1$ and independent of the other coefficients.
coefficients. Given these supply and speed conditions it is clear that we require a design for the electrodes that will result in a capacitance variation as nearly sinusoidal as possible (which gives us case (a) again).

In the second place it can be seen that subharmonic speeds are possible with $h = 2/2, 2/3, 2/4, 2/5, \ldots$.

Capacitance variation; design of the motor

It follows from the theory given above that the main objective in the design of a synchronous electric motor must be to obtain the greatest possible variation of the capacitance. The capacitance variation results from the changes in the amount of overlap of the condenser plates of the rotor and stator, which form one or more pairs of coaxial surfaces of revolution. The simplest surfaces of revolution that can be used for this purpose are the flat disc and the cylinder. The first leads to the type of "variable capacitor" shown in fig. 1, the second to the cylindrical type in fig. 2.

A large variation of capacitance calls for a large maximum capacitance, which implies a large capacitor.

We have been able to demonstrate this with the clock motor shown in fig. 21, which can run at 1/3 and 1/6 of the normal speed. With the usual forms of electrode, however, the coefficients $C_2, C_3, \ldots$ are always very small compared with $C_1$ (see also page 188). The corresponding powers are therefore relatively small, so that normally the use of subharmonic speeds does not seem to be an attractive proposition.

Fig. 11. This large, slowly running synchronous motor was built for demonstration purposes. It is made of methacrylate (except for electrodes and shafts) and almost all the working parts are visible. The number of electrodes (on both sides) is 180. The motor is rated for 1000 V, 50 Hz a.c. and normally runs at 5/9 rev/s. The speed can be halved if a d.c. voltage is superimposed on the a.c. voltage (see Table I, a and b). The motor is started manually. By using a stroboscope the movement of the rotor can be observed in the period just after starting, and when the load changes the resultant phase shift of the rotor with respect to voltage can be seen.
Fig. 12. A synchronous electrostatic motor with flat electrodes. The design is based on the variable capacitor used in radio engineering. The motor was made at the Philips variable-capacitor factory in Tilburg. There are 15 plates in the stator and 14 in the rotor each 300 ± 3 µm thick. The stator and rotor plates are separated by spacers and are all soldered simultaneously in a furnace. The stator plates are fixed to support bars, and the rotor plates to the shaft. After soldering the spacers are removed. The distance between rotor and stator blades is 150 µm.

The flat-plate motor in fig. 12 was made in the Philips variable-capacitor factory at Tilburg for our experiments. Further details are given in the caption.

Because of the simplicity of manufacture and its ruggedness the cylindrical type seems the more attractive at present. In the example shown in fig. 13 both the rotor and the stator consist of a hollow cylinder of methacrylate in which grooves have been milled. The grooved surfaces are coated with an aluminium layer, deposited by vacuum evaporation. The teeth form the electrodes. A design of this type can also be made in solid aluminium (see fig. 2). The use of a dielectric as basic material has the advantage that the motor can be made somewhat lighter; moreover a motor of a material like methacrylate is almost completely transparent, which is useful for demonstration applications.

Fig. 13. A cylindrical synchronous electrostatic motor of methacrylate. The grooved surfaces are covered with a vapour-deposited film of aluminium.

surface with small spacings between the plates. To achieve this in a limited volume we have to make a large number of thin plates at small distances apart. The possibilities here are ultimately limited by the strength and stiffness of the plates, by their flatness and by the play in the rotor shaft.

We have designed and built motors both of the flat type and the cylindrical type, and some examples can be seen in figs. 12, 13 and 14.
purposes. It would be simpler to deposit metal strips straight on to the cylinders without first having to cut grooves in the cylinder surface. If, however, the dielectric constant of the cylinder material is much greater than 1, the result will be a smaller capacitance variation and we have not been able to find a suitable dielectric with a dielectric constant of about 1.

For the cylindrical motors in fig. 14 we have made $N$ very large ($N = 100$). In spite of this large value for $N$ the capacitance variation was made reasonably large by having several pairs of electrodes (instead of one) in the radial direction.

As this only restores the field strength in each capacitor to its original value, it does not increase the danger of breakdown. This technique has been applied in the motor of fig. 14, and also in that of fig. 21, where the stator is divided into two along a plane perpendicular to the shaft.

Profile of the electrodes in the cylindrical motor

As the cylindrical motor is the simplest to manufacture we made a more detailed study of this type,

A point that calls for attention in the construction of the motor is the slip-ring on the rotor shaft, which is necessary to connect the rotor to the voltage source. This is a possible source of trouble and increases the friction losses. It can be eliminated by dividing the stator into two mutually insulated halves and by connecting the terminals of the voltage source to these halves instead of to the whole stator and the rotor. This is illustrated in fig. 15. This method reduces the capacitance variation by a factor of four, because we now have two capacitors in series instead of the original two in parallel. The power can be restored to the original value by doubling the motor supply voltage (see eq. 1). As this only restores the field strength in each capacitor to its original value, it does not increase the danger of breakdown. This technique has been applied in the motor of fig. 14, and also in that of fig. 21, where the stator is divided into two along a plane perpendicular to the shaft.

Fig. 14. A clock incorporating a cylindrical synchronous motor. The rotor (on the right in the photograph) consists of a disc with four rows of 100 electrodes on each side. The stator is formed by the bearing covers, each with five rows of 100 electrodes. The gap width in the axial direction is 0.1 mm. At 200 V, 1 rev/s, the maximum output is $P_{\text{max}} = 600 \mu W$. No slip-ring is used (see fig. 15). On the left of the rotor three smaller scale versions of the same motor design are shown.

Fig. 15. A synchronous motor $a$) with slip-ring on the rotor shaft and $b$) without slip-ring. For the same dimensions the capacitance variation in $(b)$ is a quarter of that in $(a)$. However, for the same breakdown voltage per capacitor the motor $(b)$ can be run at twice the supply voltage of $(a)$, and then the power is the same in each case.
paying particular attention to the optimum electrode profile. Imagine a motor which is long in the axial direction and disregard the boundary effects that occur at the ends. This reduces the problem to two dimensions. Next we represent the cylinders by a planar structure consisting of two parallel straight rows of electrodes (fig. 16). What we are interested in is the capacitance $c_t$ per unit length in the axial direction for each pair of electrodes and the variation of $c_t$ that occurs when one row of electrodes is displaced with respect to the other. In particular we require the maximum variation $\Delta c_t$.

Fig. 16. Planar representation of the stator and rotor cylinder. The electric field between the electrodes varies periodically in the horizontal direction with the same periodicity as the electrode pattern. Lines of force and equipotential surfaces are shown schematically.

For an arbitrary position and with a given voltage difference between the electrodes the charge distribution on the electrodes, and hence the capacitance, is determined by the electric field distribution between the electrodes (see fig. 16). The boundary conditions for this field are a) that the electrodes form equipotential surfaces, each row at a given potential, and b) that the field repeats with the periodicity of the electrodes.

The variation of $c_t$ was investigated using the resistance network shown in fig. 17. It consists of a regular square network of identical resistances fitted on two cylinders, the upper one of which can be rotated. By means of pneumatically operated contacts the two cylinders can be combined to form one network. To each cylinder a shorting wire is applied in the form of the electrodes to be studied, and scaled in size so that the circumference of the cylinder corresponds to the pitch of the electrodes. The resistance measured between these "electrodes" is then a direct measure of the required capacitance, and the capacitance variation can be determined by means of resistance measurements with the cylinders in different positions. The principle of this technique is that the current flow in the network — provided it is sufficiently fine — corresponds to the field lines between the electrodes, while the periodic boundary condition (b above) is automatically fulfilled due to the fact that the network, of a length corresponding to one electrode pitch, is closed in itself.

The relation between the measured resistance $R_t$ and the capacitance $c_t$ is:

$$c_t = qe/R_t, \quad \cdots \cdots \quad (13)$$

where $q$ is the resistance of a resistance element of the network (in our case $1200 \Omega \pm 1\%$) and $e$ is the dielectric constant of the medium between the electrodes (ordinarily $e \approx e_0 = 8.86 \mu$F/m).

In this way we determined the capacitance variation for a large number of rectangular profiles. From a Fourier analysis of these results, and also from direct capacitance measurements on some motors we made, we found that a wide range of rectangular profiles lead to a capacitance variation which is a surprisingly good approximation to a pure sine wave. As long as the pitch $t$ is not greater than 30 times the gap width $s$, about 90% of the maximum capacitance variation is due to the first harmonic $C_1$. The third harmonic $C_3$ is about 5% of $C_1$ ($C_2$ is even smaller, as was to be expected from considerations of symmetry).

Fig. 17 gives a more detailed example of the results obtained with the network. For a profile with rectangular...
lar teeth and grooves the maximum variation $\Delta C_t$ is plotted as a function of $d/s$ for various values of $t/s$ ($d$ being the groove depth, $t$ the pitch length and $s$ the gap width). This shows, for example, that where $t/s \leq 30$ there is little point in making the grooves deeper than $5s$. For lower values of $t$ the curves remain virtually level down to lower values of $d$, and it is seen that there is no point in making $d$ greater than $t/5$. It can also be seen that for a given $d$ and $s$ and for a decrease in $t$, $\Delta C_t$ decreases more rapidly than $t$. This is a quantitative demonstration of what was shown in fig. 9: the total capacitance variation of the motor ($\approx N \Delta C_t \propto \Delta C_ui$) decreases when a given rotor surface is divided into an increasing number of electrodes, $d$ and $s$ being kept the same.

Another of the results we have derived with this method is that thin strips give a greater capacitance variation than teeth. A further conclusion is that it is advantageous to give the strips a width which is slightly smaller than the spaces between them. Finally we mention that the capacitance variation decreases if the strips are applied in or on a synthetic material. This is mainly caused by the increase of the minimum capacitance. The latter result was derived using a specially built resistance network in which different values of resistance were used for the “air region” and for the “dielectric region”.

The losses of the synchronous electrostatic motor

Two loss mechanisms in the synchronous electrostatic motor have already been mentioned; the ohmic losses in the electrodes and in the electrode connections on charging and discharging the capacitor, and the dielectric losses in the insulating material of which the motor is made. Low ohmic loss is an inherent feature of the design of the motor, with its short electrodes connected in parallel. By choosing a suitable insulating material the dielectric losses can also be kept low.

At the low powers normally involved it is important to take account of the friction losses in the bearings. For the experiments we mainly used sapphires as bearings, for convenience in dismantling the test models. Another advantage of sapphires is that they act as insulators between rotor and stator. The coefficient of friction of a polished steel shaft running in sapphire bearings is about 0.1. Ball bearings, which are now available in very small sizes (down to 1 mm outside diameter), have ten times less friction, but they are difficult to mount and protect against dirt. Moreover they are about twenty times more expensive than sapphires.

Finally, the air-friction losses can constitute a significant proportion of the total power loss, as there are large surfaces close together in relative movement. We found from measurements that the air-friction losses with our profiled cylinders were no greater than those with smooth cylinders of the same radius $r$, length $l$ and gap width $s$. The latter are proportional to $r^{1.8}l^{0.2}s$. It follows that the losses can be minimized by using a long thin motor instead of a short thick one. The air-friction losses are only of importance in the fast-running motors. In small motors for timers and counters, with speeds of 1 to 2 rev/s, they can usually be ignored. Of course the air-friction losses can be avoided entirely by running the motor in a vacuum.

Starting the synchronous electrostatic motor

Many of the devices used for starting small synchronous electromagnetic motors are based on the presence of permanent magnets in the rotor. These are ruled out for the electrostatic case because there is no useful electrical analogue of the permanent magnet. Another method used for electromagnetic motors, and which can also be used for our purpose, is to use a hand-operated mechanism to give the rotor a speed close enough to the synchronous speed for the motor to start running in phase. Successful starting depends not only on the speed but also on the position of the rotor and the phase of the supply voltage at the moment the rotor and starting mechanism are decoupled. It may therefore be necessary to repeat the starting manipulation several times.

To calculate the spread in position and speed for which the motor will start, we must solve the equation of motion for the rotor and determine the conditions
Fig. 19. Analysis of successful starting for a synchronous motor for the parameter values indicated. The results were obtained from the equation of motion of the rotor (14) by analogue computer. The graph shows the normalized speed of rotation \( \omega_{\text{m rel}} \) as a function of time for a given initial value \( \theta_0 \) of the rotor position, and for a large number of different initial values \( \omega_0 \) of the angular velocity \( \omega_{\text{m}} \). Only three of the solutions given correspond to a successful start. \( \omega_{\text{m rel}} \) is the angular velocity of the rotor divided by the normal angular velocity at the given supply voltage, i.e. \( \omega_{\text{m rel}} = \omega_{\text{m}}(t)/(\omega_0/N) \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_r )</td>
<td>( 3.9 \times 10^{-6} \text{ Nm}^2 )</td>
</tr>
<tr>
<td>( R_m )</td>
<td>( 4.875 \times 10^{-6} \text{ Nms} )</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>( 88.3 \text{ pF} )</td>
</tr>
<tr>
<td>( T_a )</td>
<td>( 5.85 \times 10^{-6} \text{ Nm} )</td>
</tr>
<tr>
<td>( N )</td>
<td>( 100 )</td>
</tr>
<tr>
<td>( \omega )</td>
<td>( 314 \text{ rad/s} )</td>
</tr>
<tr>
<td>( V_1 )</td>
<td>( 220\sqrt{2} \text{ V} )</td>
</tr>
<tr>
<td>( \theta_0 )</td>
<td>( 180^\circ )</td>
</tr>
</tbody>
</table>

The equation of motion for the rotor is:

\[
J_r \ddot{\theta} + R_m \dot{\theta} + \frac{\dot{\theta}}{|\dot{\theta}|} T_a - \frac{1}{2} V^2 \frac{dC}{d\theta} \dot{\theta} = 0. \tag{14}
\]

Here \( J_r \) is the moment of inertia of the rotor, \( R_m \) the coefficient of friction of air and \( T_a \) the counteracting torque of the driven mechanism. The last term is the motor torque (eq. 2). The electrical losses and the bearing friction are disregarded. Eq. (14) was solved by analogue computer for

\[
V = V_1 \sin \omega_0 t,
\]

\[
C = C_0 + C_1 \cos N\theta,
\]

for a number of values of the parameters \( N, C_1, V_1, J_r, R_m, T_a \) and \( \omega_0 \), and for a large number of initial values \( \theta_0 \) and \( \omega_0 \) of position and angular velocity. By choosing \( V = V_1 \sin \omega_0 t \) for the voltage we limited ourselves to those cases in which the phase of the supply voltage is zero at the moment of decoupling the starter mechanism (\( t = 0 \)) and in which there is no reaction from the running motor on the voltage. Fig. 19 shows the results obtained for a particular case and serves as an example of the variation of the angular velocity \( \omega_{\text{m}} \) as a function of time for various initial values of angular velocity at a given initial position. In this example only three of the chosen initial speeds result in a successful start.

The values of \( \theta_0 \) and \( \omega_0 \) that lead to a good start are presented in fig. 20 for two cases. The size of the cluster of small circles is a direct measure of the chance of a good start.

From figures like this we were able to conclude that the chance of a good start increases if the voltage \( V_1 \) or the capacitance variation \( C_1 \) is increased, and if the moment of inertia \( J_r \) is decreased. In starting experiments with various small motors, and in particular with
Fig. 20. The diagram shows those combinations of initial phase $\theta_0$ and initial angular velocity $\omega_0$ which the computer predicts will result in a satisfactory start. In (a) the parameters of the motor are as in fig. 19. In (b) the parameters are as for (a) but with $V_1 = 440 \text{ V}$ (or $C_1 = 353.2 \text{ pF}$). The ordinate shows $\omega_0 \text{ rel} = \omega_0/(\omega_0/N)$, the initial angular velocity divided by the "normal" angular velocity $\omega_0/N$.

**The asynchronous electrostatic motor**

The effect underlying the asynchronous electrostatic motor has already been mentioned in the introduction. A cylinder of a material which is slightly electrically conducting, or shows dielectric hysteresis, experiences a torque when placed in a rotating electric field. As previously stated this effect has been extensively studied in the past, but mainly for investigating the properties of materials and not for constructing a motor.

An electrostatic motor based on this principle requires a rotating electric field derived from polyphase voltages on a ring of electrodes (see figs. 4 and 5).

In our first experiments with such motors, with rotors of glass, quartz or methacrylate, it was repeatedly found that some time after the motor was connected to the supply it gradually slowed down and finally stopped. Blowing into it — on the assumption that dust had got in — caused it to start running again for a while. We concluded that it was not the dielectric hysteresis or the electrical conductivity of the cylinder material that caused the motor to turn, but a surface conductivity caused by moisture. On the basis of this idea we developed a motor in which the rotor consists...
of a solid body of insulating material, covered with a thin layer of a slightly conductive material, and the stator is a ring of electrodes very close to the surface.

In retrospect it is clear that a conducting surface layer is to be preferred to a homogeneously conducting cylinder, for the charges caused by induction are mainly located at the surface anyway. Moreover it is much easier to obtain the required resistance reproducibly with a thin film (by vacuum evaporation) than with solid material (which would require a resistivity of about $10^8 \ \Omega m$).

Like the synchronous motor, the asynchronous motor can be realized in two forms, cylindrical and flat. A cylindrical motor can be seen in fig. 22, and a flat-disc type in fig. 23. Fig. 24 shows a motor of a somewhat unusual type, a linear asynchronous motor. This may be regarded as a segment of a rotating-field motor bent straight.

Using a simplified model of this type of motor, C. Kooy of the Eindhoven Technical University and J. Ubbink of Philips Research Laboratories have calculated the torque to be expected on the stationary rotor and its dependence on the angular velocity of the rotating field and on the surface resistance of the rotor [8] [9].

These calculations show that the torque on the stationary rotor of a given motor has a maximum value for a particular angular velocity of the rotating field. This maximum torque is independent of the surface resistance $R$ of the rotor surface, and occurs at a speed which is inversely proportional to $R$.

The reason why the torque on the stationary rotor is a maximum for a particular angular velocity of the rotating field — and hence for a particular supply voltage frequency — is as follows. Although low velocities give rise to high induction charges in the rotor surface, these charges can follow the rotating field so easily that there is no angular displacement between the field and the induction charges, and therefore the torque is zero. As the velocity increases the induction charges begin to lag behind, resulting in an angular displacement from the rotating field and hence in a torque. As the velocity increases still further, the angular displacement increases but the induction charges become steadily smaller so that the torque now decreases. It can be seen that the velocity at which the torque is maximum is greater for smaller values of $R$.

The greatest simplification in the calculations mentioned is that the voltage on the stator is represented by a sinusoidal wave travelling around the stator. The
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---

Fig. 22. A cylindrical asynchronous electrostatic motor, operating from a three-phase supply at 220 V, 50 Hz (the electrode connections can be seen in the mirror). There are 12 electrodes, i.e. four pole-pairs. The diameter of the rotor is 15 mm.

Fig. 23. An asynchronous disc-type motor operating from a three-phase supply, made for demonstration purposes. The rotor consists of five glass discs of 60 mm diameter, covered with a layer of resistive material; only one is shown mounted here. The rotor turns inside a ring of 30 comb-shaped electrodes. For operation it is not necessary for all five discs to be mounted, nor for the stator electrodes to cover the whole circumference. With a ten-disc motor of the same type (where 60 stator electrodes do in fact cover the whole circumference) a maximum torque of 200 μNm was obtained at 220 V, 50 Hz.
variation along the stator of the rotating field that is produced by a simple ring of electrodes and a three-phase voltage (as in our motors) is, of course, far from ideally sinusoidal. The higher harmonics of the voltage can make a substantial contribution to the stationary torque, which is not allowed for in the calculations. Nor is it immediately clear what amplitude should be assigned to the sinusoidal voltage in the theoretical calculation so that it approximates most closely to the real one.

In order to obtain an experimental check on the magnitude of the torque that can be attained with motors of this type, we made some tentative measurements on a small motor specially built for this purpose using interchangeable rotors to obtain different values of surface resistance. As it is difficult to measure the very small torque of such a motor when it is running, we confined our initial experiments to measurement of the torque on the stationary rotor as a function of the frequency of the supply voltage. It must be noted that because of the higher harmonics present in the rotating field, the maximum torque of a running motor may differ appreciably from the maximum torque on a stationary rotor.

The experimental results agreed in broad outline with the calculations mentioned. For example the results shown in fig. 25 confirm the predictions that when the rotor surface resistance $R$ is varied there is no strong variation of the maximum stationary torque, and that the frequency at which the maximum occurs decreases as $R$ increases. A quantitative comparison between the

![Fig. 24. A linear asynchronous motor. The "rotor" consists of a glass plate coated on both sides with a resistive material. It is mounted on a carriage which is supported by an air cushion and moves between two rows of stator electrodes. At each end the direction of movement of the field, and hence the movement of the carriage, is reversed by means of a switch operated by the carriage.](image)

![Fig. 25. The torque $T$ on the stationary rotor as a function of the frequency $f_s$ of the supply voltage. These measurements were made on a cylindrical asynchronous motor with the following parameters: radius of rotor 15 mm, length of rotor 45 mm, gap width 55 μm, number of electrodes 120, number of phases 3, number of pole-pairs 40. The basic material of the rotor is polyphenylene oxide with $\varepsilon_r = 2.8$. The different curves were obtained using rotors with different surface resistances, the values being given in Table II.](image)
On the evidence of our experimental results and the calculations mentioned, we believe that it is possible to make asynchronous electrostatic motors with a volume of a few cubic centimetres and giving torques of practical interest (e.g. of a few μNm). In order to construct a practical model however, further investigations would be desirable, in particular into means of obtaining the most favourable form of rotating field.

The success of the experiments described here is largely due to the skill of H. Harhuis, C. J. Th. Potters and J. Th. Driessen of the workshops of Philips Research Laboratories, and to the assistance received from A. W. M. Bogers and Th. M. B. Schoenmakers.

Summary. The operation of the electrostatic motor is based on the action of electric fields on charges. The principle has been known for a long time but, unlike the electromagnetic motor, the electrostatic motor has not found any application. The reason is that the power of the electrostatic motor is limited by the electrical breakdown strength, and is very much smaller under normal and comparable conditions than the power of the electromagnetic motor. Perhaps electrostatic motors might be able to compete with electromagnetic motors if operated in a high vacuum and in cases where a very small motor is required. The characteristics of this type of motor have been studied at Philips Research Laboratories in Eindhoven and the problems of construction investigated.

The synchronous electrostatic motor is basically a variable capacitor whose capacitance varies periodically as it is rotated, and which is connected to a square-wave voltage. A variety of small motors have been built, in particular the flat-plate type with vane-shaped electrodes, and the cylindrical type with electrodes in the form of teeth or corrugations. In the latter case the effect of the electrode profile on the capacitance variation was studied. An asynchronous type of electrostatic motor can also be built. This is based on the action of a rotating electric field on a rotor made of a material of low electrical conductivity (a poor insulator). Small motors of this type have been built of both the flat-disc and the cylinder type, the rotor consisting of an insulating material covered with a resistive layer. Experimental measurements of the stationary torque on the rotor were found to be in reasonable agreement with the values calculated on the basis of a simple model.
High-precision spark machining

C. van Osenbruggen

In the last ten or twenty years spark erosion has proved of real value for machining of material in various situations where the material is too hard or the workpiece too complicated for ordinary machining. It has also been found that spark machining is more efficient for many processes where cutting tools were previously used. The research and development work described in this article has shown how to achieve very accurate and relatively fast machining down to very small dimensions, and consequently a much wider range of applications.

Spark machining: method and application

One of the new workshop techniques in which the material is machined in a non-conventional way is the technique known as spark erosion or machining (or EDM, for “electro-discharge machining”). The fundamental principle of the process is the removal of small particles of material from two electrodes as the result of a spark discharge. The method has gained its wide acceptance largely through the work of B. R. and N. I. Lazarenko. Its principle is illustrated in fig. 1.

The electrodes are mounted close to one another, separated by the spark gap. The work is immersed in an insulating liquid, the dielectric fluid. Discharges of short duration are generated in rapid succession between the electrodes. To ensure regularity of the sparking process the length of the spark gap — which is the main factor determining the breakdown voltage — has to be constant. In most spark-erosion machines this is achieved by using the breakdown voltage to control the displacement of the “tool” electrode in such a way that deviations from the desired value of this voltage are compensated.

In the remainder of the article we shall refer to the tool electrode simply as the “electrode” and we shall call the other electrode the “workpiece”.

A characteristic feature of spark erosion is that all electrical conductors and all non-conductors with a conductive surface coating (in some cases this can be formed in the discharge process) can be machined irrespective of their mechanical properties.

The chief application of spark-erosion machines is for machining very hard materials that conventional cutting tools cannot handle. Since there is no mechanical contact between the work and the electrode in spark erosion, there is no need for the electrode material to be particularly strong or hard. The various applications of the method are based on the fact that a negative and slightly larger “copy” of the electrode is machined in the workpiece, so that holes of any desired profile can be drilled; it is, in fact, possible to make a number of profiles, gaps or holes simultaneously. (This can also be done in ultrasonic machining, which, though less...
accurate, is nevertheless of great significance for machining materials such as glass, ceramics and semiconductors.)

The main incentive for the research and development work on spark erosion at Philips Research Laboratories came from production departments, and this work has been chiefly concerned with equipment for machining very small workpieces much more accurately than has previously been possible: we refer to this as high-precision spark machining. Several machines with different accuracies and machining rates will be described in this article.

The mechanism of the removal of the material in normal spark erosion is chiefly a thermal process [3]. Two phases in the process can be distinguished (for simplicity we assume that the electrodes are of metal):

1) Heating of the metal to the melting point at the point of discharge.
2) Removal of the molten metal particles.

The heating phase can be explained as follows. In the conditions prevailing during normal spark erosion a breakdown occurs as a result of an avalanche of field-emission electrons leaving the cathode, which ionize the dielectric fluid and thus produce new electrons. The process is assisted by "bridges" of particles in the fluid moving towards points with the highest field strengths [4].

When the breakdown has started, a gaseous conducting channel forms and this channel is enlarged by the supply of energy from the spark generator. One advantage of using a dielectric fluid is that the width of the discharge channel is kept small, so that a high energy density can be obtained. (Another advantage of the fluid is that eroded particles can be flushed away from the spark gap more easily.) As a result of the voltage drop that appears at the two electrodes, the electrical energy transported by the channel is converted into heat, and this process can give high temperatures.

There is an optimum discharge time for a particular energy per discharge. If the discharge time exceeds this optimum, the power delivered is lower. The metal then takes longer to reach its melting point and in the meantime some of the energy is lost by thermal conduction into the metal. If, on the other hand, the discharge time is shortened and the discharge energy remains the same (so that the power is increased), material will vaporize and part of the energy will consequently be lost as latent heat.

The original difficulties with spark-erosion machining were the relatively low machining rate and the rapid wear of the tool electrode (the ratio between the amounts of material removed from the two electrodes depends chiefly on the energy dissipated in each of them). These difficulties were overcome by improving the power supply for the spark discharge and by using special electrode materials. It is very important here to find the best combination of electrode and workpiece material [5] [6].

Problems of high-precision spark machining

The nature of the processes which can be performed by high-precision spark machining is illustrated by a few examples in fig. 2. One of the technique's first applications was in making diaphragms for electron microscopes, which requires very accurate burr-free holes of 20 µm diameter to be made in 20 µm sheet platinum. Various mechanical methods had been tried previously for making these holes, but none of them had given satisfactory results. A hole produced by high-precision spark machining is illustrated in fig. 2a. The irregularities at the edge of the hole are smaller than 0.2 µm, the out-of-roundness less than 0.4 µm. Another example of the technique's unprecedented capabilities is the needle point shown in fig. 2b, in which a hole of 50 µm diameter has been sparked. The eye of the needle is also shown for comparison.

Machining to such exceptional accuracy demands a very careful choice of the conditions in which the spark-machining process is carried out. The electrode has to be very accurately shaped and an accurate control mechanism has to be employed to maintain the narrow spark gap (about 1 µm). The eroded particles have to be smaller than this since otherwise they cannot be removed from the spark gap without causing a short-circuit. Moreover, the smoothness required of the machined surface sets a limit on the dimensions of the craters formed in the sparking. Our investigations have shown that for these reasons low-energy discharges have to be used for high-precision spark machining, with a discharge time which is so short that only the spark stage of the discharge is utilized, the arc stage which follows it generally being suppressed. While energies ranging from 0.0003 to 2.0 J and discharge times of 2 to 2000 µs are customary for normal spark machining, the energy required for high-precision spark machining is about 10^{-8} J and the discharge time about 0.03 µs. Despite the large differences in discharge energy and discharge time, it has now been found possible to attain an efficiency (in terms of quantity of material removed per unit of energy) which is just as high as that of normal spark machining [7], while electrode wear can also be kept within very acceptable limits.

The rate of machining is a rather different matter. It might appear difficult to perform a given operation quickly enough at the same relatively high efficiency, since in high-precision spark machining only a very small quantity of material is removed at each discharge.
However, a relatively high machining rate can be attained by employing a high repetition rate. This means that certain special requirements also have to be met in generating the spark; we shall return to this later.

For further development of the high-precision spark-machining process it was important to obtain a clearer insight into the process under the "micro" conditions referred to above, so that it would be possible, for instance, to calculate the desired discharge energy and discharge time for a particular workpiece material and surface roughness. A series of experiments were therefore carried out with the first high-precision spark machines to become available. Some of the results of these experiments provided data for calculations which showed that the thermal model which applies for normal spark erosion is also approximately correct for high-precision spark machining (see Appendix).

**Dielectric fluid and spark generator**

The repetition rate has an upper limit, which is determined by the speed with which impurities such as eroded particles and the decomposition products of the dielectric fluid can be removed, e.g. by forced circulation of the liquid through a filter. During this process the spark gap must be flushed thoroughly. The reason for this is that the presence of conducting particles affects the breakdown field strength of the spark liquid and also causes discharges at the wrong places, so that the eroded gap becomes tapered. On the other hand, a certain amount of contamination by very small particles (< 0.01 μm) is necessary for rapid formation of the spark once the breakdown voltage has been reached [4].

A relatively heavy hydrocarbon is frequently employed as the dielectric fluid. The choice of fluid is rather limited, since the liquid must satisfy a number of requirements (it must have low viscosity, a low vapour pressure so that it does not ignite, it must not be poisonous and the liquid and its decomposition products must be chemically neutral).

At a very early stage in our tests, however, we found that when de-ionized water was used as the dielectric fluid, higher machining rates were obtained. This is because water dipoles directed into the electric field accelerate the formation of the spark (10 ns compared with 2000 ns under similar conditions in odourless kerosene) and the breakdown field strength is quickly restored after the discharge (within 50 ns), so that higher repetition rates are possible. Moreover, higher discharge densities are attainable with water. A further advantage is that spark discharges in water do not give solid decomposition products. If it is desired to use a closed water circuit, in addition to filters for removal of eroded particles, ion exchangers can also be used.

---

incorporated to keep the conductivity sufficiently low (about $10^{-5} \ \Omega^{-1} \text{cm}^{-1}$).

Depending on special requirements which the operation may have to satisfy (e.g. more emphasis on accuracy than on speed or vice versa), either type of liquid may be used in the machines that we have developed. From the hydrocarbons that could be used we have chosen odourless kerosene with a boiling range from 210 to 260 °C, which is sufficiently safe and has a reasonably low viscosity.

The spark generator can generally be formed from a simple RC circuit, whose capacitor discharges across the spark gap. With this circuit, however, there is a voltage across the spark gap for a large part of the spark cycle; when water is used there will be electrochemical side effects because of the residual conductivity that is always present (even after de-ionization). The resultant etching affects the dimensions of the work. When water is used as the dielectric fluid, a pulse generator must therefore be used which can be set to give short rectangular pulses so that no voltage appears between the electrode and the workpiece in the interval between two pulses.

Because of the limited resistance of the water in the spark gap, surface area $A$ of the workpiece at sparking distance from the electrode cannot be arbitrarily large (a point which is usually of importance only for normal spark machining). Let us assume that the generator is a current source delivering a current of 40 A. In a spark cycle it must be possible for the voltage across the spark gap to increase from 0 V to the breakdown voltage, e.g. 300 V. To achieve this, the resistance in parallel with the discharge path must therefore be at least $R_{\text{min}} = 7.5 \ \Omega$. If the resistivity $\sigma$ is held at $10^5 \ \Omega \text{cm}$ by ion exchangers, the surface area in question must not exceed

$$A_{\text{max}} = \frac{d}{R_{\text{min}}} = 13.3 \ \text{cm}^2,$$

if the spark distance $d$ is equal to $10^{-3} \ \text{cm}$. The "capacitor" formed by the work and the electrode (see fig. 3) has a capacitance $C = 0.094 \ \mu\text{F}$, so that with the maximum permissible workpiece surface area the discharge energy cannot be less than $E_{\text{min}} = \frac{1}{2}CV^2 = 4.2 \times 10^{-3} \text{J}$. Since the roughness of the machined surface depends on the energy, this high minimum value indicates that spark machining of workpieces with large electrode surfaces and with de-ionized water as the dielectric fluid is a relatively coarse process. For precision machining, a surface area $A$ smaller than the maximum will therefore have to be chosen.

An example of an operation with a high permissible spark frequency and hence a high machining rate is the spark-erosion process which we employ on silicon semiconductor elements with alternating layers of N-type and P-type material. A typical process is that of cutting grooves around transistor elements. A special feature of this case is the fact that the workpiece does not conduct in the normal way because the P and N layers pass current in opposite directions. By employing alternating polarity (see fig. 4), however, every current barrier can be crossed because half of the pulses are then in the correct direction. The breakdown occurs about 30 ns after the voltage has passed through zero and the time between two discharges is about 150 ns. The dielectric fluid in this case is de-ionized water. For comparison we may note that in hydrocarbons the probability of a discharge occurring within a 2000 ns pulse cycle is only 10%.
The electrode

The properties required of the electrode material depend partly on the material of which the workpiece is made. We shall assume that when the discharge occurs the electrode surface is heated to no higher than its melting point $T_0$ and that as yet no material is removed. In this process the temperature at the surface of the workpiece $T_w$ is required to be as high as possible. The ratio $T_w/T_0$ must therefore be large. With the aid of equation (1) in the Appendix it can be calculated that for a given workpiece material $pT_0/(\lambda \sigma c)_{el}$ must then be large ($\lambda$ is the coefficient of thermal conductivity, $\sigma$ the density and $c$ the specific heat of the electrode material; $p$ is the ratio between the power dissipated in the workpiece and the power dissipated in the electrode). The minimum value which the material constant $T_0/(\lambda \sigma c)_{el}$ should have depends on the workpiece material.

The power ratio is $p = V_w/V_{el}$, i.e. it is equal to the ratio of the effective voltage drop at the workpiece to that at the surface of the electrode after the discharge has become stable (after 10 ns). The effective voltage drop at the cathode ($V_c$ in fig. 5) in a discharge is independent of the current density and decreases with increasing work function ($\varphi_a$) of the electrode material. However, according to H. Schierholt [8] the effective voltage drop at the anode ($V_a$) is proportional to the current density and increases with the work function of the anode ($\varphi_a$). Since the diameter of the discharge path increases and thus the current density decreases during discharges of relatively long duration, $p$ then has its greatest value if the anode is used as the electrode. In high-precision spark machining, however, discharges are short and current densities are high, so that $V_a$ is large; the cathode is made the electrode and it is made from a material with the highest possible work function.

In semiconductors, unlike materials which are good conductors, the heat generated at the point of incidence of the discharge as a result of electrical resistance has a considerable effect on the temperature distribution in the material and the "entry resistance" makes an appreciable extra contribution to the voltage drop in the surface region. The voltage drop in a silicon surface connected as an anode is typically 400 times greater than in copper. This means that in machining silicon a) a high voltage is necessary; b) the temperature distribution is chiefly determined by the Joule heating; and c) the polarity has little effect on electrode wear, so that there is no objection to employing alternating polarity (as in the process described above; see fig. 4).

Some machines that have been developed

The results of earlier experiments, which had shown that low-energy discharges of short duration have to be used for high-precision spark machining, were made use of in developing a number of machines for this application at Philips Research Laboratories. Two main types of machine were developed: high-precision spark machines proper, in which the emphasis is on machining accuracy, and high-speed spark machines, which can give high machining rates. In addition to these we shall also discuss a number of machines which have been derived from the above types and adapted for special applications. All the machines are fitted with a very sensitive control system for displacement of the electrode. This system, which is controlled by the actual spark process, keeps the width of the spark gap accurately constant. By this means and by choosing the pulse shape and frequency that are most suitable for each case an excellent balance can be achieved between accuracy and machining rate.

Between them, the machines can tackle a very wide range of operations, from making 0.005 mm diameter holes in metal foil 0.05 mm thick to cutting holes with a cross-section of 50 mm$^2$ in tungsten carbide or hardened-steel punch plates. Some of these larger machining operations can in fact be performed by spark-erosion machines at present available commercially, but our machines compare very favourably because of their short machining times and efficient design.

A small grinding machine that we developed for making the sometimes extremely small tool electrodes has proved indispensable: with this grinder a tungsten rod of 1 mm diameter can be ground down to a 4 $\mu$m diameter electrode in about twenty minutes.

The high-precision spark machine

The high-precision spark machine, which is shown in the schematic diagram of fig. 6 and the photograph of

Fig. 7, is built on a fixed column 1 and base. A second column (2) which moves in a straight high-precision guideway is fitted to the main column. Column 2 contains two flexible diaphragm springs 3 and 3' joined by a tube 6. The electrode holder 4 is fastened to the lower diaphragm spring. The diaphragm springs are used to give frictionless vertical movement of the electrode holder. Inside the tube there is a metal strip 5 with its lower end fastened to diaphragm spring 3' and its top end rigidly fastened to column 2; it is tensioned by a stiff spring 7 which pushes diaphragm spring 3' downwards. If a current is passed through the strip, the Joule heating makes the strip expand and the electrode holder is moved downwards (but not, of course, far enough to cause a permanent extension of the strip). The current through the strip is controlled as a function of the breakdown voltage in such a way that this voltage and hence the spark gap are kept constant. A cooling jacket 9 protects the sensitive mechanical parts from the heat generated in the strip. The electrode is given a very small vibratory movement by means of an electromagnetic system that applies a longitudinal oscillation to strip 5. This vibratory movement, which can be varied in frequency and amplitude, helps to give good flushing of the spark gap.

An electrode displacement of 0.8 mm can be obtained with the diaphragm suspension. This displacement may be sufficient for very fine machining, but larger displace-
ments are often necessary. These are provided by a combination of the metal-strip control and a second control system in which the whole of column 2 is displaced vertically with respect to column 1 by means of a stepping motor M. The displacement range is thus increased to 10 cm, the length of the guideway.

The dielectric fluid used in this machine is odourless kerosene. It is pumped from a reservoir via a filter housing to the workpiece mount and from there back to the reservoir. There is a second drainage hole at the centre of the work-table; if a workpiece with a preformed hole is placed above this drain-hole, the contaminated liquid is more easily removed from the spark gap.

The spark generator is an RC circuit in which the capacitor is discharged across the spark gap. This spark generator has to satisfy the following requirements:

a) The open-circuit spark voltage (i.e. the maximum voltage the capacitor can be charged to) must be stabilized.

b) The capacitor charging current must be constant and adjustable.

c) The charging current must be limited if there is a short-circuit or arcing between the workpiece and the electrode.

The block diagram of the circuit used is shown in fig. 6. A d.c. source A charges the variable capacitor C via a current stabilizer and limiter B and a delay line E. D is a voltage stabilizer. The delay line prevents stray capacitance from causing discharges across the spark gap in addition to the discharge of C.

The spark voltage is adjustable from 30 to 300 V, the capacitor charging current from 6 to 600 mA. Since the stray inductance and capacitance of C have been kept small, the discharge time is only 0.03 μs. The minimum discharge energy which can be adjusted by selecting the voltage and capacitance is $10^{-8}$ J, which will give a surface roughness as low as 0.06 μm (the maximum height of irregularities). The maximum energy which can be obtained is $1.5 \times 10^{-3}$ J, which gives a surface roughness of 3.4 μm (maximum height). Fig. 8 shows the charge and discharge characteristics of the circuit. The frequency of the discharges, which is determined by the capacitance of C and the resistance in the system (and
Fig. 8. Oscillogram of a very-low-energy RC spark cycle. a) Voltage between workpiece and electrode. b) Current pulse of spark discharge. \( C = 70 \text{ pF}, \text{spark energy} \frac{1}{2} CV^2 = 0.13 \text{ J} \).

therefore by the conditions in the spark gap, can be varied from \(10^3\) to \(10^5\) Hz under favourable conditions.

The high-precision spark machine is also fitted with a very accurate cross-feed table for setting up and locating the work, and a microscope or a binocular magnifying glass for observing the position. Fig. 9 shows some examples of work produced on this machine.

The high-speed spark machine

The high-speed spark machine (fig. 10), which does not look very different from the high-precision spark machine just described, has been adapted to permit de-ionized water to be used as the dielectric fluid, so that high discharge frequencies and hence high machining rates can be achieved. On the other hand, the machine is less suited to applications where the very highest accuracy is required.

To enable the advantages of de-ionized water to be exploited to the full, the spark is not generated by an RC circuit but by a pulse generator giving well-defined current pulses.

The high-speed spark machine has the following ranges of adjustment:

- discharge current \(2\text{--}40\text{ A}\)
- discharge time \(0.2\text{--}2.0\text{ }\mu\text{s}\)
- repetition rate \(2\text{--}250\text{ kHz}\)
- discharge energy \(0.006\text{--}2\text{ mJ}\) (up to 10 mJ with extra discharge capacitor for preliminary machining).

The drive and guide system for the electrode holder in this system are housed in a “spark unit” which is mounted rigidly on a column (similar to \(j\) in fig. 6). In one particular version the spark unit is readily interchangeable, which is a valuable facility in production.
work. Fig. 11 shows a photograph of one of these spark units. The electrode in this unit is moved up and down on a threaded shaft driven by a stepping motor. After manual location of the electrode above the work, the stepping motor is automatically controlled by the breakdown voltage during the spark-machining process. The discontinuous displacement of the electrode is 1.25 μm for every step of the motor; it was found experimentally that to permit this the spark gap has to be at least 2 μm. The smallest hole that can then be made (diameter 30 μm) depends on the minimum spark energy (6 μJ). A thinner electrode would be overloaded at this energy, and the wear would be abnormally high.

The mechanical dielectric fluid is circulated in a closed system that includes filter and ion exchangers; a great deal of care has been taken to ensure that the forced flushing of the spark gap is efficient.

An example of a workpiece made with this machine has already been shown in fig. 2b. Several more can be seen in fig. 12.

A semi-automatic modification of the two machines described above is used for quantity production of diaphragms for electron-optical systems. With this machine it only takes six seconds to spark a 50 μm hole in a sheet of nickel-chromium steel 50 μm thick.
A contouring machine

The high-speed machine is also used as a contouring machine (fig. 13) in which the work is automatically displaced in the horizontal plane to correspond with a scanned is therefore 2.5/10 = 0.25 mm, which is also the minimum permissible line thickness. The system is displaced in such a way that the photodiodes are always kept above the line. The steps of the detection system are transmitted via two other stepping motors and with a reduction by a factor of 50 or 500 (adjustable) to the cross-feed table of the spark-erosion machine. The drawing is therefore made 50 or 500 times true size. In preparing the drawing an allowance also has to be made for the thickness of the electrode. The total inaccuracy introduced by the line-tracking system line on a drawing, the electrode again being movable in the vertical direction. This method is very useful when only one or two copies of a workpiece of very complicated shape have to be made or for an experimental optimization of the dimensions of a provisional design of workpiece: in both of these cases it would be too costly and time-consuming to make special electrodes of the required shape. The line is followed automatically by means of a digital scanning procedure that makes use of a system of four photodiodes placed side by side above the drawing (see fig. 14); the line on the drawing is magnified 10 times and projected onto the diode system. In the scanning process the light source, lens and photodiodes are moved in steps of ± d (= 2.5 mm) at a time in the x- or y-direction by stepping motors. The accuracy with which the drawing is scanned is then ± 5 \( \mu m \) at 50 \( \times \) and ± 0.5 \( \mu m \) at 500 \( \times \). The repetition frequency of the scanning cycles can be set manually or controlled by the breakdown voltage during the spark-machining process.

Fig. 15 shows a steel tuning-fork 20 mm long and 2 mm thick which was made by this method. The electrode was a tungsten rod 0.5 mm in diameter. A number of workpieces (10 for example) can be made simultaneously with the contouring machine just described, because the spark generator has several outputs. The control of the vertical electrode feed motion has been adapted to this special application.

Spark erosion with piezoelectric spark-gap control

A special method for spark-gap control has also been developed in our laboratory and this has enabled us to...
The line-tracking system of the contouring machine, as shown in Fig. 14, is designed to scan the line on the drawing being processed and reproduce it with high precision. The line is magnified 10× at the detection system, which is shown dark.

The system consists of a diode array with a distance of 5 mm between diodes. The arrows indicate the direction of movement associated with the individual diodes in the detection system. During the scanning cycle, the conduction of the diodes is measured in a particular sequence. If the diode scanned is found to be receiving no light, an associated bistable circuit (flip-flop) changes over and the detection system moves on one step in the corresponding direction.

An initial position is assumed where diode 1 is scanned first. If it receives light, no displacement takes place. The next diode to be scanned (proceeding clockwise) is diode 2, which is dark, and the system moves on one step to the right.

In the next situation, a fresh cycle starts, and a memory circuit ensures that this always starts with the preceding diode (in this case, 1). This time, diode 1 is dark, so the system makes one step upwards.

The next cycle begins with diode 4: no step. Now clockwise to I: one step upwards, and so on.

In this position, 4 is again scanned first. This time it is found to be receiving no light, so the system moves one step to the left, thus following the bend in the line.

The drawing is tracked clockwise in this way along its left-hand outer edge. It may happen that a particular place on the light-dark boundary is occupied by a diode which, because of its sensitivity, gives an opposite signal to that of another diode which occupied the same spot previously. A memory store ensures that this illogical signal sequence (which would cause the system to change sign) is impossible.

The element, which is used as a vibrator, can be positioned above the work by means of a cross-feed table (Fig. 17a).

The workpiece is connected to the other foil of the vibrator via an inductor L and a resistor R. The vibrator, whose capacitance is represented by C1, is connected to a current source A.

For machining, the tip of the electrode (a thin metal wire) is located 0.1-0.2 mm above the surface of the workpiece. The current source delivers a constant charging current, causing the voltage across the vibrator (i.e., across capacitor C1) to increase linearly. The operation of the element causes electrode 2 to move towards the workpiece until a discharge occurs. Careful selection of L and R ensures that the discharge is quenched when the voltage of the variable capacitor C2 (\(\ll C_1\)) falls to a low value. The short relaxation time of the circuit comprising R, L, C1 and C2 enables C2 to reach the breakdown voltage quickly again. This is followed by a new discharge, and so on. After a series of discharges, however, the voltage across the vibrator has dropped to such an extent (and the distance between...
the electrode and the workpiece has consequently become so great again) that discharge is no longer possible. $C_1$ is then charged up again until the next series of discharges starts. (Where less accuracy is required, $L$, $R$ and $C_2$ can be omitted; the discharge energy will then be determined solely by the capacitance $C_1$ of the vibrator.)

If the work is displaced in the horizontal plane during the sparking process just described, very fine and accurate lines can be machined in the surface. The system reacts swiftly to irregularities in the surface of the work-piece so that they do not affect the length of the spark gap.

Special provision has been made for the machining of very small holes in evaporated films or thin foil 0.3 to 5 $\mu$m thick with single discharges. The circuit diagram is shown in fig. 16; the differential of the voltage drop after the first discharge is used to block subsequent discharges by means of a logic circuit. The holes produced in this way (see fig. 17b) are always of good quality, the size depends on the energy of the discharge.

The accuracy and speed of the high-precision spark methods described above, coupled with their ready adaptability for particular machining problems down to very small dimensions, should ensure a rapid expansion in their field of application.

Appendix: A thermal model

The change of temperature with depth in the metal has been calculated for normal electro-discharge machining by various workers using a thermal model$^{[10]}$. In a theoretical investigation into this process at the Philips Mechanical Engineering Works, J. H. Leemreis has calculated both this temperature distribution and the optimum duration of the spark discharge and the efficiency, all as functions of the fraction of the discharge energy dissipated in the electrode.

To obtain a theoretical insight into the high-precision spark-machining process and to test this process against the thermal model referred to above, the first requisite was experimental data. These were obtained with the following arrangement.

The workpiece and the electrode were both steel pins 0.3 mm in diameter, the spark distance was kept at 1-2 $\mu$m, and de-ionized water was used as the dielectric fluid. The spark generator was a pulse shaper giving square-wave pulses of current: the peak current was 1 A, the pulse time was adjustable between 20 and 100 ns and the repetition rate could be varied up to 50 kHz. Fig. 18 shows the behaviour of the voltage and current during a single discharge.

![Fig. 18. Schematic representation of the discharges employed in a test rig for investigating spark erosion.](image)

- a) The voltage $U$ as a function of time.
- b) The current $I$ as a function of time. The discharge begins about 10 ns after the start of the pulse; the discharge time is variable between 20 and 100 ns.
pulse. A discharge started 10 ns after the beginning of the pulse, followed by a voltage drop within 10 ns from the breakdown voltage (50 V) to a value of 20 V which remained constant for the rest of the discharge. The power during the discharge was constant at 20 W.

It was now important to find out how much of the power was dissipated in the workpiece and how much in the electrode, and also how the conversion of electric energy to heat varied as a function of place and time. Since the wear ratio $S$ (= electrode wear/workpiece wear) in the particular equipment is a good indicator of the division of power between the workpiece and the electrode (since the shape of the two electrodes and the material of which they were made, which might affect this division of power, were identical), $S$ was first measured as a function of the pulse length (fig. 19c). In the area under consideration the wear ratio is found to increase with the discharge time.

The amount of power dissipated in the workpiece can be calculated from $S$ as follows:

$$P_w = (1 - S)P,$$

where $P$ is the (constant) discharge power (20 W).

To calculate the effect of a discharge the power density also has to be known. Although the power is constant during the discharge, the cross-sectional area of the discharge path increases with time. It can, however, be assumed that this area is the same for both electrode surfaces, and that it is equal to the cross-sectional area of the craters that are formed. We therefore measured the crater diameter as a function of the energy of the pulse by employing trains of pulses of different durations. The cross-sectional area of the discharge path at any moment during the discharge can be derived from the resultant curve (fig. 19b), so that with the aid of equation 1 the change in the amount of power dissipated in the workpiece per unit of surface area during discharge can be calculated (fig. 19c).

The heat developed at the surface is conducted into the workpiece and melts or vaporizes the metal down to a certain depth. An important piece of information derived from the experiments is that the diameter of the very small craters is considerably larger than their depth ($d/h \approx 10$). This means that the model we should use for this heat conduction problem is not that of a point source of heat but rather that of a flat heat source of infinite extension, from which heat is conveyed in a direction perpendicular to the metal surface.

It is possible to use this model and the curve of fig. 19c to calculate the temperature as a function of place and time. This involves a great deal of computation, however, and since the main thing we are interested in is whether or not the surface of the workpiece is raised to its melting point under the conditions used for the sparking process, we can apply the following simplification. After 30 ns (a normal pulse duration) the power is 1.4 W/μm². If we now assume that the heat flow at the surface ($x = 0$) has been equal to this value ($F_0$) during the entire discharge between 10 and 30 ns, then the temperature should increase as a function of time:

$$T(t)_{x=0} = \frac{2F_0}{\lambda} \sqrt{\frac{at}{\pi}},$$

where $\lambda$ is the thermal conductivity of the metal and $a = \lambda/\varepsilon$, the temperature equalization coefficient ($\varepsilon$ is the density, $c$ the specific heat). For a discharge time of $t = 20$ ns, $T$ is found to be about 17 000 °C. This is in fact far higher than the boiling point $T_b$ (3000 °C), so that we are compelled to correct the specific heat $c$ for the latent heats of fusion $m$ and vaporization $v$ and make a fresh calculation. This corrected specific heat is then approximately equal to:

$$c' = c + \frac{m + v}{T_b} \approx 2510 \text{ J/kg}·\text{°C}.$$  (3)

Recalculation of the temperature for $x = 0$ after a 30 ns pulse yields $T = 7200$ °C, a value which is also considerably higher than the boiling point.

Our next step consists in calculating the depth to which the metal vaporizes. For a constant heat flow $F_0$ we have:

$$\text{Fig. 19. a) Wear ratio } S \text{ as a function of the pulse duration } t_p \text{ for two steel electrodes using the discharge waveform shown in fig. 18. The dielectric fluid was de-ionized water. The electrode from which more material was removed (the "workpiece") in this experiment was the electrode connected as the anode. b) Cross-sectional area } A \text{ of the discharge path as a function of the energy } E \text{ per discharge. c) The power dissipated in the anode per unit surface area as a function of the pulse duration.}$$

\[\text{[11]} \quad J. H. Leemreis, private communication.
\[\text{[13]} \quad \]
where \(a'\) is the corrected heat equalization coefficient \(\lambda/\alpha c'\). If we take \(T(t) = T_b = 3000 \, ^\circ C\) and \(t = 20 \, ns\) (the discharge time), it follows that \(x = 0.17 \, \mu m\).

There will, of course, be a molten zone underneath the vaporization zone. To calculate the depth to which the material has been melted we can use standard thermodynamic data to give a figure of 70% for the fraction of the heat flow involved in the vaporization, so that 30% remains for melting (and raising to the melting point). We therefore introduce a heat flow \(F_0' = 0.3 \, F_0\). The specific heat also has to be corrected again, but this time only for the latent heat of fusion: \(c'' = c = 0.3 \, F_0'\). Then, the melting point \(1500 \, ^\circ C\) for \(T\), we find that as a result of the discharge the metal has been melted to a depth \(x = 0.39 \, \mu m\) (as we have already seen 0.17 \(\mu m\) of this is subsequently vaporized).

We have taken a heat source of indefinite extent in our model; in fact, of course, the discharge path has a limited diameter. Our calculations are based upon a pulse duration of 30 ns (see above) and we have assumed that the power was always 1.4 W/\(\mu m^2\) during the discharge time of 20 ns (see fig. 19c). During that time an energy of 20 W \(\times 20\) ns = 0.4 J was transferred, and fig. 19b shows that the cross-sectional area of the discharge path was then 12 \(\mu m^2\), which means that the diameter \(d\) is equal to 3.8 \(\mu m\). Assuming that the crater is concave, the situation is as shown in fig. 20.

It is known from the literature on conventional spark machining [14] that not only vaporized material is removed from the surface of the workpiece during the discharge but particles of molten metal as well. There are various suggestions as to the nature of the forces involved in the removal of the liquid particles, including: 1) electrodynamic forces which are effective down to a certain depth in the material during the discharge, and 2) mechanical forces which arise mainly after the current has ceased, as a result of the sudden drop of pressure in the discharge path (comparable to the cavitation forces that occur in a liquid subjected to ultrasonic vibrations, causing bubbles of liquid to implode).

The volume of the removed metal can be calculated from \(V = \frac{2V_0}{r} \left[ \frac{1}{\pi} \right] \left[ \frac{x}{4a'} \right] \int_{\frac{x}{4a'}}^{\infty} e^{-\frac{x'^2}{4a'^2}} \, dx'\), where \(x\) is the depth of the crater. If the vaporized metal alone were removed, this relation would show that the efficiency of the process was

\[
9.65 \times 10^{-10}/0.4 \times 10^{-6} = 2.4 \times 10^{-3} \, mm^3/J.
\]

If the molten metal is also removed, the total efficiency becomes

\[
22.4 \times 10^{-10}/0.4 \times 10^{-6} = 5.6 \times 10^{-3} \, mm^3/J.
\]

These calculations can be compared with the results obtained
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The various laboratories that contribute to the research effort of the Philips Group of Companies include the Laboratoires d'Electronique et de Physique Appliquée, which are situated near Paris. Their organization differs to some extent from those of the other cooperating laboratories, their research programme shows striking individualities, and their buildings are also highly individual in their architecture.

This issue of our journal is entirely devoted to the work of these French laboratories. As in similar issues in the past, devoted to the laboratories in Germany and England, an introductory article by the Director of the Laboratories sketches their history and gives a broad review of the work accomplished and in progress. This is followed by a series of articles, written by members of the Laboratories, on special topics of current research. The editing of these articles has largely been carried out by members of the staff of the Laboratories.

The Laboratoires d'Electronique et de Physique Appliquée at Limeil-Brévannes near Paris

Origin — Function — Activities

C. Ducot

Origin

In 1948/49 a number of laboratories interested in advanced techniques related to electronics and applied physics were brought together under the direction of Professor G.-A. Boutry in premises at 23 Rue du Retrait in Paris.

The first nucleus of what was to become the Laboratoires d'Electronique et de Physique Appliquée consisted of an Electron Tube and Vacuum Technique division, a Special Circuit division, mainly concerned with research on television, an Optics division and a small workshop, and these were soon joined by a Microwave Circuit division and a team of theoreticians. This modest undertaking was supported financially by several French companies of the Philips Concern, which also provided most of the general services required.

In 1950 it was felt that the time had come to unite these laboratories in a single research enterprise with its own more substantial general services, including administrative departments, stores, a design office and a mechanical workshop. This reorganization also permitted an integration of the research topics and a coordination of the auxiliary services required by the individual laboratories.

Thus on 4th September 1950 the Société Anonyme "Laboratoires d'Electronique et de Physique Appliquée" was formed, with a total staff of about 100 people. The shares of this Company — popularly abbreviated to "LEP" — are now held by the Société La Radiotechnique, the Société Télécommunications Radioélectriques et Téléphoniques, the Compagnie Française Philips and its subsidiaries Hyperélec, Philips Industrie and Philips Matériel Electronique Professionel.

The organization of LEP has always been rather unusual since its earliest days. In other comparable research laboratories the management usually consists entirely of representatives of the participating companies; but the Board of Management of LEP differs in that it includes a strong university representation. This assures good communications with the universities and at the same time gives an orientation towards the fundamental problems of physics.

Function

The function of the Laboratories is determined to a large extent by the nature of their organization. Before looking more closely into this function, we should perhaps consider what we understand by research.

In the past — and here we mean the period before the scientific and technological explosion of the last fifty years or so — a clear distinction could be made

C. Ducot, ancien élève de l'Ecole Polytechnique, Director of the Laboratoires d'Electronique et de Physique Appliquée, Limeil-Brévannes (Val-de-Marne), France.
between pure research and applied research. Pure research was intended to increase human knowledge and was generally found in the university, whereas applied research was intended to advance technology and was generally found in industry.

Today the situation is different. On one hand, the advancement of scientific knowledge now calls for facilities so elaborate and expensive that they can only be acquired by appealing to the economic motivations of industry or the political motivation of national prestige. On the other hand, technical progress now requires such a great total of knowledge that research which is apparently unconnected with any practical objective may well provide the quickest path to the resources of nature.

In such a situation it is becoming more and more difficult to distinguish any kind of boundary between pure and applied research, and the role of an industrial research organization such as LEP can no longer be located at some point of a graduated scale with "theoretical purity" at one end and "practical usefulness" at the other. More appropriately, the criterion for defining this role should be derived from the stages of evolution between initial research and industrial production. These stages are:

a) "Basic" research which, although its direct object is the increase of knowledge in a certain field, is already oriented by some indication of possible future applications. This stage extends as far as the demonstration that a given effect is capable of producing a given result.

b) Product-oriented research, which aims at obtaining a component, device or piece of apparatus that fulfils prescribed functions. This stage normally ends with samples or an experimental device which have not yet been subjected to all environmental conditions, reliability tests, etc.

c) "Development", which aims at designing a component, device or equipment fulfilling the same functions in a defined environment and with guaranteed reliability. This stage ends with a prototype.

d) The study and implementation of production methods for making products equivalent to the prototype as economically as possible.

Of course, these stages are not always so distinct as this scheme would suggest. Nevertheless it can be seen that in none of them is the research completely "pure", and that the theoretical disciplines predominate in the first stage but progressively give way in the later stages to more technical activities.

It is probably fair to say that the functional purpose of an industrial research laboratory is to be found in the first and second of these four stages. There are exceptions: for example, the study of a new product that derives from a particular technique already well established in industry will obviously be carried out in the development laboratory attached to the appropriate factory. With completely new techniques, on the other hand, it may be necessary to begin pilot production in the research laboratory if the factory does not yet have the necessary equipment and the staff to operate it. And in the end, the technical requirements of quantity production may even affect some of the objectives at the first stage, fundamental research itself.

In accordance with both the general description given above and the organizational environment of LEP, the work undertaken there can be divided into three main categories with different kinds of support: a) Basic long-term research (over a minimum period of 5 years), which is not necessarily directed towards any specified product but because of its expected impact on future applications may be backed by large associated Companies or by a main Product Division.

b) Research coming within the general programme of the Laboratory but already of more direct interest to one or other of its associates with a specific end in view and, of course, supported by that associate. The work involved covers a shorter period (1 to 3 years). Work of this type is in particular done for R.T.C. La Radiotechnique-Compelec on components. Work on equipment and systems is supported chiefly by the other associates, which now include a division of the Société d'Etudes et de Réalisations Nucléaires (S.O.D.E.R.N.), specializing for example in nuclear or space techniques that are not suitable for quantity production.

c) Advanced studies within the competence of the Laboratory, commissioned and subsidized by State organizations such as C.E.A. (Commissariat à l'Energie Atomique), S.E.F.T. (Section d'Etudes et Fabrications des Télécommunications), C.N.E.S. (Centre National d'Etudes Spatiales), L.R.B.A. (Laboratoire de Recherches Balistiques et Aerodynamiques), and O.R.T.F. (Office de Radiodiffusion-Télévision Française), with a view to well-defined applications. This work is arranged by contracts, usually for periods of 1 to 2 years, which are often renewed if the first results show sufficient promise. In this category we should also mention the support received from certain organizations set up to promote research, such as D.G.R.S.T. (Délegation Générale à la Recherche Scientifique et Technique), D.R.M.E. (Direction des Recherches et Moyens d'Essais) and the Délégation à l'Informatique.

The scientific and technical specialization of the Laboratories was determined at the outset by the particular capabilities of the research teams and by the general trends which were then becoming apparent in electronics and applied physics in industry. This
meant that the field where the Laboratories could best contribute lay in the border regions where optics and electronics meet, and the first main topics that were most appropriate to the activities of LEP were photoelectricity, television, microwave transmission and infra-red systems.

This special interest in the fields where optics and electronics merge still applies today, although the terms of reference have naturally become broader and the changes that these subjects have undergone in the last twenty years have made their mark: the advent of semiconductors, microminiaturization and integrated circuits, the increasing use of computers, quantum electronics, non-linear optics, the conquest of space, and the like.

and 1965 at 3 Avenue Descartes, Limeil-Brévannes (near Paris), a site of 11 hectares (25 acres). All departments of LEP have been accommodated at this site since April 1965. The total floor area occupied is 15,000 m², about half of this being used for general purposes, covered ways, lecture rooms, reception and conference rooms, and the other half for laboratories and offices. A view of the buildings can be seen in fig. 1, a plan is given in fig. 2, and a description of the facilities will be found in reference [1] [*].

It can be seen from the illustrations that the work of the Laboratories is carried out in a group of buildings forming a complex. In the design of the buildings and the internal arrangements such as the distribution of gases, water, etc., every possible opportunity for stan-

The Laboratories today

The Laboratories today employ a staff of about 300. A quarter of these are science and engineering graduates, half are technicians and the others are general administrative personnel. The scientific and technical staff are divided among five divisions: Electron Tubes and Vacuum Techniques, Chemistry, Semiconductors and Optics, General Electronics, Theoretical Physics and Applied Mathematics.

The considerable growth in the numbers of the staff made it necessary to transfer the Laboratories from Rue du Retrait to larger and more suitable premises.

The present laboratories were built between 1963

[*] Literature references are listed at the end of the article.
the electronics and applied physics of today:

a) The previously exclusive domains of vacuum electronics are fast yielding to solid-state effects and solid-state devices.

b) Previously unconnected research topics give rise to cross-fertilization and sometimes lead to projects in which there are contributions from two or more technologies.

This does not mean that vacuum-tube electronics is undergoing a technical eclipse. Although semiconductors are encroaching on its traditional preserves, there is no shortage of new applications for the vacuum tube. Examples are the industrial applications of neutron tubes, image pick-up tubes, image converters or intensifiers, electronic shutter tubes for high-speed photography, and high-performance oscilloscope tubes.

With regard to outside contacts, relations with the large national organizations mentioned earlier have been intensified and extended. This is particularly relevant for some of the activities of great topical interest such as space research. In this field new relations have been established with European organizations such as ELD0 (European Space Vehicle Launcher Development Organization), and ESRO (European Space Research Organization). Such contacts and cooperative arrangements with large organizations are usually established either by LEP alone or in connection with its associated Companies, depending on the relative amount of true research involved in a project.

On the other hand, excellent relations with the Philips Research Laboratories in Eindhoven and other associated laboratories in various European countries give LEP access to numerous technologies whose development is not directly a part of the research activities at LEP. One particularly valuable aspect of these relations is the systematic exchange of personnel between these laboratories. There are of course cases where an open exchange of information is ruled out by the confidential nature, for one reason or another, of the work. It is relatively seldom, however, that any such obstacle is placed in the way of the exchanges relating to the demonstration or interpretation of fundamental physical effects — and these are probably the most fruitful contacts of all.

Finally, in keeping with the motives that led to their foundation, our Laboratories have always had a close contact with the science faculties of the universities, and in recent years such contacts have also been extended to other organizations. Thus, apart from the long-standing cooperation with the Conservatoire National des Arts et Métiers and with various schools of technology, joint research projects have been undertaken with the Faculté des Sciences of Lille, the Institut Pédagogique National, the Faculty of Medicine of Strasbourg University, to mention only a few.

Some results obtained in the various fields of research

It is not easy to set down the full range of LEP activities, past and present, in a logical sequence, since the various paths branch, cross, or merge at many points — which in itself is a desirable situation. The schematic representation is therefore more like an interlacing pattern than a line.

On this account, the order in which we shall describe some of our work and the results obtained is rather arbitrary. Obviously, there is not the space here to give a full account or even a summary of all the work done by the Laboratories. What we have done is to pick out a few representative items in the hope that they will illustrate the interconnection between the subjects described in more detail in the articles which follow.

1) Work on the photoelectric effect in vacuum tubes and on photomultipliers in particular began not long after the foundation of LEP, and has continued to grow ever since. In the initial work, new techniques were examined and put into practical use, and at the same time studies were made of the physical principles involved in the design and operation of the tubes. The present work has two main objectives: the achievement of even better values for the sensitivity, gain, speed of response and geometrical dimensions for existing types of tube, and the design of completely new types of tube.

This research work is followed by development and production at associated establishments (R.T.C., Hyperelec) of many tubes which are of particular importance for applications in experimental and nuclear physics. These tubes have already assured LEP and the associated Companies of a strong position in the European and American photomultiplier markets. In the list of references at the end of the article there are several relating to the results of our work in this field: first-generation photomultipliers, design and characteristics of modern photomultipliers, fast-response photomultipliers for experimental physics, and the study of the photoemissive properties of alkaline layers.

The two recent developments in this field are the "transfer technique" and the introduction of new types of electron multiplier into photoelectric devices. Dealing first with the transfer technique, this is a method for activating photocathodes and assembling the tube under vacuum. The new types of electron multiplier which are used with the photoelectric devices are 1) a secondary-emission multiplier using bundles of extremely thin channels giving more or less "point-by-point" electron multiplication (our work on this
Fig. 2. On the right: Plan of the Laboratoires d'Electronique et de Physique Appliquee at Limeil-Brévannes. The buildings housing the main divisions of the Laboratories were given names of famous French scientists to reflect to some extent the nature of the activities pursued in each building (Lavoisier evidently symbolizes the chemical department, Vaucanson the engineering department and workshop, etc., while Carnot and Pasteur seemed not inappropriate names for the boiler-house and the building housing the medical, welfare and canteen services). Most of the buildings are connected by a covered passage-way. Underneath the passage-way between Lavoisier and Ampère there is a subterranean gallery (indicated by the shading) which provides an unobstructed space nearly 200 metres long for optical experiments.

Above: A decorative feature of the wall of the staircase in the Fourier building, which houses the management, accounting department, library and lecture hall, is a schematic plan of the whole premises with portraits of the scientists substituted for the names of the different buildings.
device is carried out in close cooperation with our colleagues at Mullard Research Laboratories); and 2) a semiconductor multiplier, which in fact is identical with the newly developed detectors for β-rays (fast electrons): the multiplication in this case is due to the fact that each electron liberates a number of charge carriers that is substantially proportional to its energy of arrival.

A short description of these notable developments will be found in two articles in this issue [8][9].

These recent technical developments enable a whole range of new tubes to be produced: image converters, electronic shutter tubes for high-speed photography, image intensifiers for viewing at very low light levels or for the observation of extremely rapid phenomena, photoelectric counters using solid-state multipliers which give good discrimination between pulses involving different numbers of primary electrons, something which was hardly possible with conventional secondary-emission tubes.

2) The programme of work on microwave tubes at LEP has been carried out in two phases with quite different subjects: velocity-modulated power tubes and travelling-wave cathode-ray tubes.

During the years 1957-1962 multi-cavity klystrons were developed that were suitable for high powers and large bandwidths. The special feature of these tubes was that the beam diameter was made appreciably smaller than the diameter of the drift tubes. This reduced the possibility of current losses at intermediate junctions and also of "multipactor" effect. The methods of construction required the use of glass-to-metal seals up to powers of 2 kW and ceramic-to-metal seals at higher powers [8].

After 1962 we turned our attention to very wide-band cathode-ray tubes (d.c. to several gigahertz). In these tubes the signal is coupled to the electron beam by means of a travelling-wave delay line. The main application of such tubes is for the real-time display of very short non-recurrent signals, a facility which is particularly useful in studying the physics of the elementary particles. In applications such as this the usual sampling techniques frequently cannot be used, since it requires recurrent signals. The present state of this work is described in another article in this issue [9]; the tubes have been put into production by R.T.C.-Hyperéléc.

3) Television has been the subject of almost continuous — though highly diversified — research at LEP right from the beginning.

The earlier work was mainly on colour television and was not only concerned with the actual systems but also extended to the underlying physical and physiological principles of colour television. The peak of these activities was reached in 1957, with a number of contributions to the international Colloquium on the physical problems of colour television held in that year which were published in Acta Electronica [10]; the "double message" system developed earlier has been described elsewhere [11].

Other television problems were then tackled by LEP, particular attention being paid to transmission and camera systems, and equipment for outside-broadcast work. We can quote some of the results achieved in this field:

a) A two-standard camera (1960) which scans the same scene simultaneously in 819 lines and 625 lines [12][13].

b) Various cameras for outside broadcasts, in which the latest advances in circuit technology have been applied to achieve ease of handling, versatility, independence in operation and good coordination of several cameras from one central unit [14]. Some of the special features are:

A UHF link between cameraman and central unit, so that no connecting cable is required.

An automatic intersynchronization system for the cameras, controlled from the central unit.

A directional aerial with a device for automatic training, eliminating echoes and unwanted multipath effects.

All these circuits have, of course, been progressively transistorized and miniaturized as the various developments in circuit techniques became available.

The successive versions of this equipment, developed in conjunction with O.R.T.F. and put into production by T.R.T., have been used for events which mark the stages in the development of outside-broadcast work, from the inaugural voyage of the ocean-going liner "France" in February 1962 up to the 24-hours race at Le Mans in September 1968.

4) There is also an important and varied activity at LEP on the subject of microwave beam links for telecommunication. This work is carried out for and in conjunction with T.R.T.

Between 1950 and 1957 the work was concerned with "line-of-sight" links (fig. 3). This work was initially based on the multi-reflex klystron developed by F. Coeterier at Philips Research Laboratories in Eindhoven [15][16]. At that time this was the only tube capable of delivering a continuous-wave output of 10-15 W at 3400 MHz with a good efficiency (more than 20%). The later work made use of triodes for 4000 MHz, and important contributions were made to a series of microwave television links developed by T.R.T. These links are now widely used in France and abroad [17][18].

In the meantime work began in 1956 on tropospheric-scatter radio links, and various studies and systems made between 1958 and 1964 have been described [19]. At present the research on microwave beam links is
not so much concerned with their "systems" aspects as with the introduction of new semiconductor devices to take over functions formerly performed by thermionic valves.

Another activity that is connected with telecommunication is the work on parametric amplifiers (see the last article under [191]) including amplifiers with transverse magnetic controlling field [201].
5) The first study of the conversion of radiant energy into electrical energy by means of semiconductor devices was made between 1955 and 1961, with a series of investigations into silicon photovoltaic cells and batteries for terrestrial applications. The decision to use “N on P” structures was made right at the start of the work at a time when the “P on N” structures were still generally advocated. The industrial development and production was carried out at R.T.C.

A survey of this work has been published in Acta Electronica [21]. After 1963 the work was continued with a special study of silicon solar batteries for space applications, in which the requirements for efficiency, weight, dimensions and ambient conditions are of course rather exacting. Another programme related to space research was a study of cadmium telluride cells, which was made to give support to production activities. As a result of all this work, R.T.C. now have a range of solar batteries that will meet various special requirements for both terrestrial and space applications and have been chosen as the supplier for equipment such as pick-ups, horizon sensors and solar batteries for several space vehicles (the satellites D1C, D2, TD, ESRO II, the Eole project, etc.). The net efficiencies achieved are between 10% and 11% with silicon, taking the losses due to encapsulation, filtering, etc., into account.

6) The detection of radiant energy by means of solid-state devices is another subject on which a great deal of varied work has been done at LEP. This work has mainly been concerned with the photovoltaic effect in semiconductor junctions — i.e. in fact the same effect as energy conversion. It is clear, however, that the detection of weak signals, in which the information contained is the essential feature, requires the parameters to be optimized in quite a different way from that used in energy conversion.

Two characteristics of solid-state radiation detectors that have been specially studied at LEP are their speed of response and their infra-red sensitivity. The investigations into speed of response have been and continue to be made with silicon and germanium photodiodes. The response times, which were a few nanoseconds until a few years ago, have now been reduced by an order of magnitude, and efforts are being made at the same time to increase the gain by making use of the avalanche effect in the semiconductor.

The work on sensitivity has not been confined to the near infra-red, to which silicon and germanium are sensitive, but has also extended to longer wavelengths (4 and even 10 microns). At these wavelengths it is possible to work with the thermal radiation from bodies at the ordinary ambient temperature. More recently, the work has extended to wavelengths up to 15 microns, which are particularly suitable for the horizon-scanning devices that can be used to stabilize the attitude of satellites. At these long wavelengths it is often necessary to resort to bolometric types of detector, since the energy gap which a junction detector must possess in order to respond to a 15 µm photon is so small that the detector can only be used at extremely low temperatures, which are not desirable in space-vehicle applications. On the other hand, at about 3 or 4 microns the indium antimonide or arsenide junction detectors made in our Laboratories give satisfactory results at the temperature of liquid nitrogen, which is acceptable for many terrestrial applications, in particular for infra-red viewing [22].

7) The subject of infra-red viewing is one that links with the preceding one at many points and has been worked on at LEP for a number of years.

There are two main approaches:

a) “active” viewing, in which the scene is illuminated by invisible infra-red radiation from a special source to produce an image which is made visible by methods like those used in television;

b) “passive” viewing, in which the normal thermal radiation from an object is used to produce an image.

Two types of camera tube based on the vidicon principle have been developed for active viewing. One type has a photoconducting target of lead oxysulphide on a silicon substrate, the other has a target consisting of a mosaic of germanium junctions [23].

Electronic-scanning cameras using these tubes have been built, first at LEP and later at T.R.T. These cameras can be used for active viewing, and also of course for passive viewing of objects that are sufficiently hot (e.g. at temperatures higher than 150-180°C).

For passive viewing we have developed equipment with point detectors for wavelengths of 4 or 10 microns and an opto-mechanical scanning system. This equipment can be used to display a “thermal map” of an object at normal temperatures (fig. 4). This technique, known as thermography, provides a new valuable means of investigation for medical and industrial purposes [24].

A device intermediate between the two-dimensional target and the point detector for infra-red viewing has also been studied at the Laboratories. This is a linear array of point cells (a “barrette”), where only the slow scan (the field scan) has to be provided by mechanical systems and the fast scan (the line scan) is provided by means of electronic switching.

In connection with these investigations, various types of infra-red objective lense have been designed. These are described in an article in this issue [25] and in the last article under [26].

A number of fairly detailed articles about infra-red...
techniques have appeared in eight special issues of Acta Electronica [26] [27].

8) The work at LEP on data processing has produced the following results:
   a) Desk calculators with new logic circuits [28], first with optical display (1958-1962), later with electromechanical printer (1962-1966) [29].
   b) Fast electromechanical printers, reaching speeds of the order of 3000 lines of text per minute [30].
   c) Plotters based on the same principles.

8) The work at LEP on data processing has produced the following results:
   a) Desk calculators with new logic circuits [28], first with optical display (1958-1962), later with electromechanical printer (1962-1966) [29].
   b) Fast electromechanical printers, reaching speeds of the order of 3000 lines of text per minute [30].
   c) Plotters based on the same principles.

9) The general work at LEP on high-speed electronics has resulted in the development of special tubes (such as the cathode-ray tubes already mentioned under (2) on page 218) and circuits for real-time broadband oscilloscopes [9], as well as cameras for high-speed photography [32].

Rapid progress is being made in this field of high-speed electronics: three or four years ago the best time resolution attainable was still in the nanosecond region, but today time resolutions of the order of a few tens of picoseconds can be obtained.

10) The general field including quantum electronics, electro-optics and non-linear optics, has been represented at LEP by studies of lasers [33] and of the modulation of light for the transmission of information [34].

The principal subject of investigation in this field, however, is the application of electro-optical methods of light modulation in the development of an optical image relay tube for projection. A brief account of this tube is given in this issue [35].

11) It is quite evident that all these researches in electronics and physics would not get very far without d) Teaching aids which can perform immediate statistical analysis and record the replies given by pupils to multiple-choice questions [31]. These aids help the teacher to be continuously aware of how well his pupils have understood the lesson.

9) The general work at LEP on high-speed electronics has resulted in the development of special tubes (such as the cathode-ray tubes already mentioned under (2) on page 218) and circuits for real-time broadband oscilloscopes [9], as well as cameras for high-speed photography [32].

Rapid progress is being made in this field of high-speed electronics: three or four years ago the best time resolution attainable was still in the nanosecond region, but today time resolutions of the order of a few tens of picoseconds can be obtained.

10) The general field including quantum electronics, a solid backing of physical and chemical work on the materials used.

Modern semiconductor and electro-optical techniques require the use of materials with far higher standards of purity and monocrystallinity than were generally required in earlier work. This means that the chemical division of a laboratory working in these new fields has not only to maintain its expertise in the more traditional methods, which are still required in providing a chemical service for the other departments, but must also carry out its own research into the techniques of purification, preparation, selection, characterization, etc., for the new materials. Our chemical division (fig. 5) is in fact playing this double role: it has made a noteworthy contribution to the realization of — and even to devising new ideas for — components using polycrystalline materials (camera tubes, for example [23] [36]).
Fig. 5. Part of the Chemical Division in the Lavoisier building, with crystal-growing equipment etc.
and at the same time has devoted an ever increasing effort to single-crystal techniques, both for semiconductors and for optical and electro-optical materials. A number of older publications dealing with this work are listed in the Bibliography (39)-[41] and some recent results are described in articles in this issue [42][43].

12) Finally, we should mention several technological studies which qualify as research activities. These include various sealing techniques, high-precision machining, the mechanical treatment of fragile materials and ultrahigh-vacuum technique. Three items in this issue relate to these activities [41][42][43].

Conclusions

As we said above, the material presented in this article should not be considered to give a complete or even a summarized account of the activities at LEP. The items selected are purely representative, and are intended to introduce the Laboratoires d'Electronique et de Physique Appliquée to the reader and to bring the work described in this issue into its proper context.

We hope too that what we have said will make it clear that the work of our Laboratories, like the work of any other research laboratory, is always located in the region where the already possible meets the not yet achieved; such work will always include an element of prediction or even inspired guesswork. At a time when techniques are evolving as rapidly as they are today, this situation for the research scientist is the origin of both his strength and his weakness, but if he is really worth his salt, it can only invigorate his enthusiasm and tenacity.
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Some surface properties of pure alkali metals

G.-A. Boutry and H. Dormont

The development and improvement of photomultipliers has always been one of the more important activities at LEP. Certain characteristics such as the speed of response, the fluctuations in the amplitude of the output signal, the collection efficiency of the electron optics, etc. are determined by physical phenomena whose mathematical analysis is sufficiently advanced to make them amenable to calculation. However, this is not the case for the quantum efficiency and the spectral sensitivity of the photoemissive surfaces: the photoemissive effect, which is undoubtedly the longest-known quantum effect, is still not well understood nor completely mastered. The story of the discovery of the best photoemissive layers and their improvement is one of successive empirical experimentation. It is difficult to reproduce rather similar photoemissive layers by means of conventional vacuum technology. Although there is considerable literature on the subject, with many reports of measurements, the comparison and collation of these measurements yield confused results. In short, no coherent theory of the photoemissive effect appears as yet to exist. And if such a theory did exist, the existing results are not really adequate for experimental verification.

The advent of ultra-high-vacuum techniques has changed this situation. If we assume that the difficulties of reproducing surface properties are due solely to contamination by molecules of the residual atmosphere, then we might expect that a surface exposed to a residual pressure of $10^{-10}$ torr will become contaminated 10,000 times more slowly than a surface exposed to a residual pressure of $10^{-6}$ torr (as in ordinary thermionic valves). Experiment confirms this assumption. Thus when lithium is rapidly evaporated in an atmosphere with a residual pressure of $10^{-7}$ torr on to a substrate so arranged that the secondary emission of the resultant deposit can be measured immediately, the measured coefficient of secondary emission increases from about 0.8 immediately after evaporation to 1.5 in 15 minutes [1], whereas in the present article we shall see that below $10^{-10}$ torr the surface properties of alkali metals generally remain stable for at least 10 hours or so. It seemed, therefore, that the time had come to try and collect definite experimental results that could form an experimental basis for some future theory for the photoemissive effect.

It was obviously not suitable to start these new investigations by investigating photocathodes of the types usually used in modern vacuum devices; in fact these photocathodes consist of layers of complicated structure and composition, formed by successive evaporation of various elements (antimony, various alkali metals) sometimes followed by oxidation or systematic doping and always accompanied by annealing. It was necessary to start with the simplest possible photoemissive surfaces, those of the pure alkali metals. These metals, which crystallize to form a body-centred cubic structure, have such a loose electron-lattice coupling that the material may be said to resemble a gas of quasi-free electrons; as a result of the low bond strength photoemission takes place in the visible and near ultraviolet part of the spectrum, which simplifies measurements. There is also an important technical advantage in using the alkali metals since it is possible to prepare very pure layers of these metals by evaporation in vacuo. Some details of this process will now be discussed.

The vapour pressures of the alkali metals are very high compared with those of the elements in the adjacent columns of the periodic table. Nevertheless, at a given temperature, the vapour pressure decreases regularly from caesium to lithium so that if it takes an hour with a particular equipment to obtain a 3 $\mu$m thick deposit of caesium by evaporation at a temperature of 110 °C, it is necessary to raise potassium to a temperature of 160 °C, rubidium to 125 °C and finally sodium to over 230 °C to obtain layers of the same thickness in the same time. Now all the alkali metals attack glass, particularly the commonly used glasses which belong to the family of borosilicate glasses; and as with all chemical reactions, the rate of attack increases steeply with temperature. It turns out that the range in which some compromise temperature can be found is quite large for caesium, adequate for rubidium, small for potassium, but would disappear altogether for sodium unless special glasses with certain chemical properties are used for this metal.

Dr. H. Dormont is with the Laboratoires d'Electronique et de Physique Appliquée, Limeil-Brévannes (Val-de-Marne), France. Dr. G.-A. Boutry, formerly Director of these Laboratories, is a Professor at the Conservatoire National des Arts et Métiers in Paris.

[1] Private communication from M. Blanchet of CEA, Saclay.
Experiments carried out up to the present have consequently only made use of caesium, rubidium and potassium. The caesium was prepared at LEP either by reducing the dichromate with silicon, or by reducing the chloride with calcium \textit{in vacuo} (Hackspill’s method). The potassium was obtained in ampoules from two different suppliers, as also was the rubidium. In all cases the alkali metal was degassed and purified by carrying out several reflux distillations \textit{in vacuo}. Only after this series of operations was it introduced into the experimental equipment, heated, evaporated and deposited on a plane polished glass surface, held at a temperature of 77 °K by liquid nitrogen. Throughout these operations the pressure in the enclosures never rose above $10^{-10}$ torr. Layers several microns thick were deposited at an apparent rate of 2 or 3 monomolecular layers (“monolayers”) per second. The experimental process was thus the same for all three metals; the only differences were in the evaporation temperatures and in the aperture of the diaphragm limiting the beam of molecules.

As soon as the preparation of a layer was finished, its photoelectric spectral sensitivity at an angle of incidence of 45° was measured, first with natural light, and then with light polarized a) perpendicular and b) parallel to the plane of incidence. The results are summarized in figs. 1, 2 and 3 (the differently marked points on these figures correspond to different cells). The spectral sensitivity curves in these figures have been normalized to bring all the maxima to unity.

With the conditions that we used it was always found that the reproducibility of the results was excellent from layer to layer. Extrapolation by Fowler’s method of the results obtained allowed the true photoemissive thresholds and the corresponding work functions to be determined (Table I). The scatter of the measured results appears to indicate that the uncertainty in the value of the work function was never
greater than 0.05 eV and had a probable value of the order of 0.02 eV. It will be observed that the work functions listed above are considerably higher than those found in the literature; since the last previous determinations for alkali metals were made in 1956, the difference is not particularly surprising. It does not seem unreasonable to assume that our determinations come very close to the real values for the pure metal.

We have already stated that the photoemissive properties of the layers were studied in polarized and unpolarized light. In the publications dealing with this subject it is generally accepted that with alkali metals there is a selective effect which makes itself apparent in two ways:

a) A spectral selectivity, which gives a photoemission maximum very close to the photoemissive threshold when the incident light is polarized so that the electric field vector is in the plane of incidence. This property is only observed for alkali metals (for all the others the spectral sensitivity increases slowly and nearly linearly with the frequency so that any maximum is in the far ultra-violet).

b) A vector selectivity, which makes the effect just described disappear completely when the plane of polarization of the incident light is rotated through 90°.

While our experiments confirm the existence of selective phenomena, they showed that the spectral selectivity and vector selectivity may not be two aspects of a single phenomenon but two distinct phenomena which do not have the same causes. In fact, our polarized-light experiments have always yielded curves showing a very definite spectral selectivity, whatever the orientation of the polarization plane, for all three metals, if the layers were formed at and maintained at a temperature of 77 °K. Although the height of the maximum varied from one layer to another or from one polarization to another by some 30%, the normalized curves could all be superimposed on one another. This is demonstrated by fig. 4 for potassium. There was thus every indication of a spectral selectivity in these conditions while the vector selectivity was not very marked. The wavelengths at which the maxima were obtained are given in Table II.

In view of these results we next carried out experiments based on the following cycle, paying special attention to the particular case of potassium.

<table>
<thead>
<tr>
<th></th>
<th>threshold nm</th>
<th>work function eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs</td>
<td>589.0</td>
<td>2.14</td>
</tr>
<tr>
<td>Rb</td>
<td>560.0</td>
<td>2.21</td>
</tr>
<tr>
<td>K</td>
<td>519.5</td>
<td>2.39</td>
</tr>
</tbody>
</table>

Fig. 4. Spectral sensitivity characteristics (photocurrent in µA/watt as a function of λ) of a layer of potassium at 77 °K in natural light (a) and in polarized light with electric vector parallel to (b) or perpendicular to the plane of incidence (c).

Table II. Wavelength at which the photoemission maximum is obtained for different pure alkali metal layers.

<table>
<thead>
<tr>
<th></th>
<th>Measured values nm</th>
<th>Values quoted in literature[^1] nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs</td>
<td>505.0</td>
<td>540.0</td>
</tr>
<tr>
<td>Rb</td>
<td>467.5</td>
<td>475.0</td>
</tr>
<tr>
<td>K</td>
<td>425.0</td>
<td>439.0</td>
</tr>
<tr>
<td>Na</td>
<td>—</td>
<td>352.0</td>
</tr>
</tbody>
</table>

[^1] These values were measured before 1936.

1) The layer was deposited on a substrate maintained at 77 °K and the photoelectric sensitivity was determined: the results were like those shown in figs. 2 and 4.

2) The target on which the layer was formed was heated from 77 °K to 195 °K. Immediately after heating the photoelectric sensitivity was again measured for the two directions of the electric vector. The results obtained are reproduced in fig. 5. It will be seen that the shape of the spectral sensitivity curves, which are very reproducible, differs markedly from that obtained at 77 °K: as with the well-known vector selectivity there is no maximum except when the electric vector is in the plane of incidence. It will also be seen that although the thresholds are the same as those which we obtained at 77 °K, the position of the spectral-sensitivity maxima has changed.
Fig. 5. Same as fig. 4 but at a temperature of 195 °K. (Note the difference in scale.)

3) The targets were then cooled to 77 °K again. This had no effect at all on the results which we have just described.

4) Still keeping the target at 77 °K we then evaporated another layer of potassium; measurement of the spectral sensitivity to polarized light gave a very faithful reproduction of the results shown in fig. 4. This cycle of experiments was repeated several times and always yielded the same results.

We should add that, at any rate for potassium, the layers deposited at a temperature of 77 °K showed a somewhat diffuse reflection in addition to the specular reflection. The reflection became purely specular when the layers were heated. At the same time, besides the change of the spectral sensitivity characteristics, there was a sharp decrease in the mean photoelectric sensitivity to about 1/20 of its original value.

While it is not possible as yet to draw any formal conclusions from these experiments, they do seem to justify the belief that the existence of a quantum efficiency maximum very close to the photoemissive threshold is a characteristic property of the alkali element, while the vector selectivity as shown in fig. 5 seems to depend on the structure of the emitting layer. In view of the possible existence of a relation between the structure of layers and their photoemissive properties, we thought it would be interesting to investigate the properties of monocrystalline alkali layers. The remaining part of this article is devoted to the preparation of these layers. The actual photoemission measurements have only just been started.

The monocrystalline layers were prepared epitaxially, using single crystals of alkali halides as substrates for the photocathodes, and the crystallization process was monitored by the diffraction of slow electrons. The experimental process is different from the one used previously because the epitaxial technique requires the substrate temperature to be only just below the
melting point of the metal to be vaporized. The entire process takes place in an ultra-high-vacuum enclosure: this contains a slow-electron diffraction camera, a system for moving the crystal and varying its temperature from 77 K (liquid nitrogen) to +100 °C (hot air), the vaporizing device, and furnaces for the degassing processes; these are indispensable if a pressure lower than 10^-9 torr is to be maintained. The alkali halide crystals are cleaved in air before they are placed in the equipment, and are then subjected to extensive degassing in ultra-high vacuum. They are kept at about 0 °C during the epitaxial process, which is interrupted periodically to allow diffraction tests to be carried out.

Potassium, rubidium and caesium were used. The alkali halides NaCl, KCl and KF were chosen because of their crystal lattice and the ease with which they can be cleaved.

At the start of the process the well-known diffraction pattern for the substrate is obtained; this is shown for KF in fig. 6. At low voltages the pattern consists of dots and a weak uniform background; above 100 eV a pattern of light bands with dark surroundings is obtained. If the voltage is then increased, this changes into a pattern known as Kikuchi lines and bands due to scattered electrons subjected to Bragg reflection at the crystal planes. The position of all these lines and bands corresponds accurately with the properties of a face-centred cubic crystal lattice with lattice constant equal to that of KF and NaCl.

During the epitaxial process it is impossible to obtain any pattern until several molecular layers have been deposited, since the surface scanned by the electrons becomes charged. This is easily explained if it is assumed that the substrate is covered with a discontinuous film which does not have a good electrical connection to earth and does not assume a stable potential since the secondary-emission coefficient is high. As soon as the deposited metal layer is thick enough, the charges flow away and the patterns associated with the face-centred cubic structure of the epitaxial layer are obtained. These, however, can only be seen at a relatively high voltage; at low voltage the pattern is simply a continuous background with no dots at all. Inhomogeneities become visible if the accelerating voltage is increased, and at about 400 eV they give a symmetrical pattern whose clarity increases appreciably if the layer is cooled to about −100 °C. Between 300 and 1000 eV Kikuchi lines can be observed which correspond closely to the lattice planes of the alkali metal being deposited.

A distinction should be drawn between two cases depending on whether the lattices of the substrate and the alkali metal are very well matched or not. The first case is illustrated by potassium on KF; the lattices of the two crystals differ by less than 1% and the corresponding Kikuchi patterns are shown in fig. 7. It can be seen from the lines and bands that the metal shows the (100) face. The second case is that of K and Rb on NaCl; we then obtain the patterns shown in fig. 8.

![Fig. 7. Electron diffraction diagram at 1000 eV, obtained from an epitaxial layer of K on KF (right). Comparison with the diagram for pure KF (left) shows that the metal presents the (100) face. The Kikuchi diagrams are drawn underneath.](image-url)
In these patterns the rectangular symmetry is characteristic of the (110) face, which is the face with the highest atom density.

We thus have available a method which can be used to prepare monocrystalline layers of alkali metals, showing either the (100) or the (110) face; this is of particular value in investigations of the photoemissive effect of these metals. The related measurements have only just been started and no results are as yet available.

The work that has been described in this article forms only a part of a much larger programme of studies on surface physics and, to begin with, on the optical and electrical properties of metal surfaces. The volume of work required by these studies is considerable, and this indicated that the best way to proceed would be by cooperation between industrial and university laboratories. The work has in fact been organized in this way, with common leadership of the two groups to coordinate their work as closely as possible.

We hope in the near future to be able to give an account of research on the reflection coefficient of the metal surfaces whose photoelectric properties have been discussed here.

**Literature (articles dealing with the photoelectric properties of alkali metal surfaces):**


**Summary.** The study of photoemission of thick films of potassium, rubidium and caesium in an ultra-high vacuum in conditions permitting measurement of uncontaminated surfaces leads to the conclusion that the emission is related to the physical structure of the material. Alkali metals were deposited on alkali halides by the epitaxial process in order to obtain monocrystalline metal layers.
Absolute micromanometers with diamagnetic levitation

R. Evrard

The instruments described here are designed to measure the very weak forces produced by the collision of molecules in a high vacuum. It is known that the pressure can be determined from these measurements, and that the method is both absolute and passive, i.e. it requires no previous calibration and the properties of the residual gas remain unaffected.

The classical systems used for such measurements generally contain a mobile-element assembly suspended from a very thin torsion ribbon, which is of course fragile and extremely sensitive to vibrations. The measurement consists in establishing an equilibrium between the torsional couple of the wire and a couple set up by the molecular collisions. The sensitivity can only be increased by using an even thinner suspension ribbon. The practical limit of this kind of device now seems to have been reached, and such instruments are not really suitable for measuring pressures below about $10^{-7}$ torr.

At LEP we have now developed instruments that are ten thousand times more sensitive. In these instruments the mobile element is kept in free suspension in the vacuum by magnetic levitation, i.e. there is no mechanical link of any kind.

Unless a complicated control system is used, a stable state of levitation can only be achieved with diamagnetic bodies placed in a magnetic field of suitable configuration and strength. In fact, graphite is the only material whose susceptibility is high enough to give levitation in practical fields. In our arrangement we use a very thin disc of polycrystalline graphite (thickness 50 μm) which is held freely suspended in a diverging magnetic field of the order of 1 tesla (10000 gauss). (Pyrolytic graphite, which can be kept in levitation with weaker fields under certain conditions, is not used for reasons explained below.)

The disc floats upright in the gap of an electromagnet whose field has circular symmetry about a vertical axis. The disc can rotate freely, without any mechanical damping, about the diameter coinciding with the axis of symmetry of the field. The disc thus constitutes an ideal mobile element, with a very low moment of inertia, which rotates freely with no mechanical support at all. In the instruments described below, the molecular bombardment causes a couple to act on the disc, and this couple is proportional to the pressure. The work performed by the couple, integrated over a large number of revolutions, is measured by determining the change in the angular velocity of the disc. The sensitivity can be very many times greater than with static measurements which rely on the use of mechanical suspension systems; with our instruments we have been able to demonstrate forces of the order of $10^{-15}$ newton.

We have applied this principle in the design of extremely sensitive instruments for passive and absolute measurements of pressure. The measuring vessel communicating with the evacuated space is situated in the air gap of an electromagnet. The freely suspended graphite disc is set rotating by means of a rotating magnetic shunt, which is then removed. With the first type of instrument, called a molecular gauge, we simply observe a deceleration of the rotation, which is caused by the molecular bombardment. If the nature of the residual gas is known, the value of the pressure $p$ can be calculated as follows. Let $H$ be the moment of inertia of the disc, $M$ its mass and $R$ its radius. Then if $T$ is the decelerating couple acting on the disc, it can be shown that the angular velocity $ω$ of the disc is given as a function of time $t$ by:

$$\frac{dω}{dt} = \frac{T}{H} = -14.24 \frac{R^2ω}{Mν} p,$$

where $ν$ is the mean velocity of the molecules of the gas. We shall go no further into the derivation than to note that the path described by each element of the disc is always perpendicular to the plane of the disc, and that the decelerating couple arises because a surface element moving towards the molecules undergoes more collisions than the element at the opposite surface — which is "running away" from the molecules. It is not very important whether the collisions are completely inelastic or not, and the purely kinetic description holds for all practical purposes. The sensitivity of this type of gauge is limited to $5 \times 10^{-7}$ torr.

The second type of instrument (fig. 1), which we call a "thermo-molecular" gauge, is much more sensitive. The disc rotates inside a cage of metal blades set at a
Fig. 1. Experimental version of the thermo-molecular gauge.

particular angle (figs. 2 and 3). This cage, which is insulated from the walls of the vessel, is cooled to a temperature \(\theta_2\) by means of a heat-conducting rod connected to a cold source. Some of the "hot" molecules from the walls of the manometer, which are kept at the ambient temperature \(\theta_1\), pass between the cooled blades without collision, and collide with the disc, but because of the screening effect of the blades they can strike only one half of each face of the disc (fig. 3). This produces a couple proportional to the total pressure. It can be shown that:

\[
T = Cp \left(1 - \frac{\sqrt{\theta_2}}{\theta_1}\right),
\]

where \(C\) is a geometrical factor that can be calculated.

The system works like a kind of molecular turbine. The disc forms an ideal rotor, which has no bearings and a very low moment of inertia; the cooled cage acts as the stator, and the wall is the heat source of the machine.

To determine the work performed by the couple, and hence the gas pressure, it is sufficient to measure the variations in the angular velocity of the disc over a length of time chosen to suit the sensitivity required. The range of pressures that can be measured may be considerably extended by lowering the temperature of the cold source.

Fig. 2. Cross-section of the thermo-molecular gauge. G graphite disc, floating freely in the magnetic field between the pole pieces \(P_1, P_2\). V evacuated vessel in which the pressure is to be measured. T "turbine" stator with blades. Th thermal conductor. Refr refrigerant. L light source. PM photomultiplier.

Fig. 3. Section through the actual measuring part. G freely floating graphite disc, rotating at an angular velocity \(\omega\), in the direction shown by the arrow, about a vertical axis \(a\). \(P_2\) pole piece. \(H\) hot wall of manometer vessel. T turbine stator with cooled blades. Since the blades are mounted at a particular angle, the molecules coming from \(H\) can strike the graphite disc only on the surfaces \(A\) turning to meet them. They would only be able to reach the opposite side by reflection from the cold blades, but then they have lost most of their energy. The result is a decelerating couple on the disc. The radiation pressure of the infra-red radiation \(IR\) emitted by \(H\), on the other hand, does not give a net couple since it is uniformly distributed over the graphite disc by the reflection from the blades.
The measurements are carried out automatically: the rotating disc periodically interrupts a beam of light falling on a photoelectric cell, and the pulses of current are applied to a small computer. The computer gives a direct indication of the value of the deceleration, which is proportional to the pressure. The limit of sensitivity is about $10^{-10}$ torr, but this could certainly be further improved by at least an order of magnitude. As the last paragraph implies, the sensitivity should in theory increase with the duration of the measurement but in fact it is limited by various parasitic forces not related to the pressure. For instance, the heat source emits infra-red radiation, which acts on the disc in much the same way as the molecules and sets up a couple corresponding to the "radiation pressure". Although this parasitic couple may at first sight appear to be insignificant, if no precautions are taken it may completely mask the thermo-molecular couple at pressures below $10^{-8}$ torr. We have considerably reduced this radiation-pressure effect by carefully choosing the angle between the stator blades in such a way that the distribution of the infra-red radiation over the disc is made more uniform by the addition of the reflected radiation (see fig. 3).

The other parasitic decelerations, which are caused by imperfections in the symmetry of the field, can be neglected. They are much weaker than the decelerations which arise when pyrolytic graphite is used. This monocrystalline variant can be kept floating with relatively weak fields, but only when particular configurations are used (a ring-shaped rotor in toroidal air gaps). The moment of inertia of the rotor is then higher, and the parasitic couples are rather large. At the present time there are also other difficulties with this arrangement.

The great advantage of the methods of measurement described above is the fact that they are passive. They have virtually no effect on the vacuum to be measured, unlike the ion gauge, for example.

The micromanometers with diamagnetic levitation are thus ideally suited for ultra-high-vacuum studies where any interaction between the residual gas and the measuring instruments should be strictly avoided. Moreover, as "absolute" instruments they can be used for calibrating other types of pressure gauge.

The instruments are now being manufactured by R.T.C.-La Radiotechnique-Compelec.

Summary. The author shows how the use of diamagnetic levitation has made it possible to design extremely sensitive pressure-measuring instruments. A small graphite disc which is kept floating in a magnetic field of circular symmetry can rotate freely about its vertical diameter, which coincides with the axis of symmetry of the field. The disc is subject to a decelerating couple caused by collisions with the molecules of the surrounding gas. In one arrangement the random thermal movement of the molecules is used; in a second arrangement, which is much more sensitive, only molecular movements of suitable directions are effective owing to the use of a fixed stator with cooled blades surrounding the disc. Measurement of the variation of the angular velocity, i.e. the "work" done by the decelerating couples, enables the absolute value of the pressure to be determined with an accuracy of approximately $10^{-10}$ torr in the second case.
The transfer technique,  
a new method for activating cathodes of phototubes

R. Legoux

The procedures normally encountered in making vacuum tubes of most types are the actual assembly, pumping, and degassing. If however the tube contains a photocathode, then there is another process which is absolutely vital: the activation of the photocathode, by which an emitting layer of the desired photoelectric properties at the surface of the cathode is produced.

In the existing well-known procedure this is achieved by allowing the vapour of one or more alkali metals to react in situ with other materials in a carefully controlled temperature cycle. The materials most commonly used are antimony and silver in that order of importance, and they are deposited beforehand or during the process.

In this process the alkali metal vapour, as it diffuses through the entire volume of the tube, frequently modifies the surface properties of the electrodes within the tube by physical and chemical affinity, and this can adversely affect the characteristics and performance of the tube.

Another disadvantage of activation in situ is that sources producing the substances required for the operation have to be placed inside the tube, at places where they do not impede its proper function, and that they have to remain there throughout the life of the tube. Because of their size, these sources prevent the tubes from being made as small as desired, and the production of modern tubes of great complexity and miniature dimensions is made virtually impossible.

Finally, the basic characteristics of the resulting photocathodes (such as overall sensitivity, uniformity of the local sensitivity, and spectral sensitivity) and various other factors (production yield, repeatability) frequently depend on the internal design of the tube, since this design affects the diffusion of the molecules during the activation.

All the difficulties that arise in the established methods of processing can be avoided by using a technique in which a “transfer” is effected under high vacuum in a special enclosure [1] (fig. 1). This technique has the following features:

1) The window $F$ on which the photoemissive layer is

---

R. Legoux is with the Laboratoires d'Electronique et de Physique Appliquée, Linell-Brevannes (Val-de-Marne), France.
to be made is kept separate from the rest of the photoelectric tube $T$ and is the only component exposed to the evaporated materials which form the cathode.

2) The various evaporation sources are all grouped in a small auxiliary enclosure $E$ which is brought right up against the window during activation and is moved away again afterwards.

3) After stabilization of the photoemissive layer the main part of the tube is raised and the window is sealed to it by an indium pressure-weld. This is done with the aid of the screw-thread arrangement $V$.

The technique has many advantages. Noteworthy among these is that the tubes can be pumped and degassed with a large opening to the vacuum system, with no danger of the subsequent increase in pressure that is liable to occur in tubes with a narrow pumping stem, and the fact that the activation is carried out so easily, away from the other parts of the tube which are no longer subject to any harmful effects of the process. There is also an improvement in the characteristics and performance of tubes in which some of the components can be contaminated by chemical or physical action of the diffused vapours. Components particularly susceptible to contamination are: the fluorescent screens of image tubes, high-insulation supports, and electrodes which are normally passive but can give field emission or small photoelectric effects when contaminated by a metal of low work function.

Photoelectric characteristics can be obtained by the transfer technique which are comparable with those obtained by the existing methods. Values better than 200 $\mu$A/lm have been obtained with tri-alkaline photocathodes on a glass or metal substrate. Moreover, a smaller spread in the spectral sensitivity curves of photocathodes can be achieved, and since there is plenty of space available in which the evaporation sources can be positioned to give a uniform deposition of material, it is possible to produce emitting layers with much better uniformity of emission.

The photoemission can be continuously monitored, and the final decision to include the photocathode in the tube waiting in the enclosure or to reject it can be deferred to the last moment; thus, if the photocathode should not be satisfactory there is no need to reject a complete tube (an expensive business, particularly if it is a prototype).

Finally, with the new technique we can now make tubes that could not be made at all previously, or could only be made with a limited performance. These are mainly tubes in which activation in situ is difficult because of lack of space.

Fig. 2 shows a transfer equipment which can be used in the manufacture of tubes with a useful photocathode diameter of 120 mm and an outside diameter of 180 mm. The limiting vacuum is between $10^{-9}$ and $5 \times 10^{-9}$ torr.

Summary. The difficulties encountered in the established methods of processing tubes containing photocathodes can be avoided by using a new method called the "transfer technique" for activating the cathodes. In the new technique the tube is treated inside an equipment specially designed for the purpose. The window is the only component exposed to the evaporated materials which activate the cathode. The various evaporator sources are grouped opposite to the substrate for the photoemissive layer and are kept there during the activation process. After stabilization the photoemissive layer is connected in its final position to the tube by a displacement inside the equipment.

[1] This method was the subject of a paper presented by P. Dolizy and R. Legoux at the 4th Symposium on Photo-electronic image devices, London, September 1968.
Photomultipliers and the transfer technique

J. Nussli

The improvement in the performance of photomultipliers has long been an important activity in the close cooperation between LEP and the Hyperélec works at Brive-la-Gaillarde. In its application as a detector of light the photomultiplier is almost unsurpassed in speed of response and sensitivity, and on this account it is widely used for observing the scintillations produced in transparent materials by nuclear radiations. The photomultiplier thus acquired considerable importance in nuclear instrumentation, both for industrial and laboratory applications, and it is of great value in general photometric work. Since the requirements of the physicist are continuously changing, it is necessary to maintain a steady research effort, and in today's situation with new applications in fields such as space astronomy and lasers there is plenty to be done.

The history of these activities and the characteristics of this type of tube have been presented in an article in the previous volume of Philips Technical Review [1]. We shall confine ourselves here to the important contribution made by the transfer technique, a new method for activating photocathodes [2], in this search for ever better performance. The main virtue of the transfer technique is that it reduces the dark current, through an appreciable reduction in the field emission due to alkali metal deposited on all the electrodes of the photomultipliers.

This reduction in field emission also allows a more adequate study of new designs that make use of high voltages or high fields that could not easily be used previously and can give improvement in characteristics such as amplitude fluctuations and rate of response.

Conventional photomultipliers

In a conventional photomultiplier the signal from the photocathode is amplified by an avalanche process at a series of secondary-emission dynodes. To clarify the new developments it is perhaps advisable to recapitulate some facts already described in reference [1].

In most tubes the dark current is far greater than the thermionic emission of the cathode; the thermionic emission is always present, but as a rule forms only a small part of the observed current. For many types of tube the manufacturer is thus forced to adopt a "low-noise" solution. The thermionic emission of ordinary cathodes (SbCs or Sb-K-Cs) is of the order of 10 electrons per cm² per second. The main source of the additional current is the field emission, produced not at the cathode, where the electric fields are weak, but anywhere in the tube, at the irregularities and particles of dust that can never be completely eliminated. The electrons thus produced are rarely accelerated directly towards the useful surface of a dynode, where they would be multiplied by secondary emission. As a rule they are accelerated towards other surfaces (the back of a dynode, for example, or connectors or insulators), where they produce light or soft X-rays. The light and X-rays thus emitted may then reach the cathode or one of the first dynodes, where they cause the emission of photoelectrons or bunches of photoelectrons.

The considerable intensity of field-emission currents emitted at surface irregularities (10⁻⁸ to 10⁻¹² A) is due to the very low work function (typically 1.5 eV) of the metal surfaces which have adsorbed a thin film of alkali metal (especially caesium). This film, which is bound to the metal by an affinity even greater than the affinity that assures the stability of the photocathode, forms because there has to be a high vapour pressure of alkali metal in the tube while the cathode is being activated. In the transfer technique this operation is carried out in a subsidiary enclosure inside the bell-jar of the vacuum equipment, and the vapour pressure of the alkali metals always remains very low in the part of the tube separated from the window.

We should mention a few difficulties that do arise in applying the transfer technique. The film of alkali metal deposited on all the surfaces does not have an entirely negative effect since it also increases the secondary emission of the dynodes. Consequently, when the film is not present, the emission from the dynodes is slightly reduced and somewhat higher voltages have to be used for the same gain. This is not usually a serious handicap, and may even be an advantage if a rapid response is required. Furthermore, the alkali film acts as a getter in the tube, and very useful role bearing in mind the effect of gases such as oxygen, hydrogen and carbon dioxide on the photocathode: if just a few atomic layers of these gases are adsorbed, the sensitivity is almost completely destroyed. The degassing of the components of the tube, particularly those
subject to electron bombardment, therefore has to be carried out with particular care. However, the result on the dark current is truly remarkable (fig. 1).

A photomultiplier that gave serious problems in this respect in production is the XP 1020. In order to reduce fluctuations in transit time it proved necessary to use rather high electric fields between certain electrodes. Its dark current is on average $10^4$ electrons per second. But a few experimental tubes made using the transfer technique have a dark current which on average is a hundred times smaller.

Fig. 1. Amplitude distribution of signal and noise pulses for various photomultipliers.

a) Noise signal (solid curves) and signal obtained for continuous illumination (dashed curves), from the tube 403 F made by the transfer technique (curves 1) and the tube 56 AVP 03 made by the conventional pumping method (curves 2).

b) Noise of XP 1020, made by the transfer technique (solid curve 1) and by the conventional pumping method (solid curve 2). The signal obtained for continuous illumination has the same amplitude distribution in both tubes (dashed curve).

The transfer technique is now being used at the Brive works in making short runs of ruggedized tubes derived from the PM 400 [3]. These tubes, represented typically by the PM 403 F [8], are suitable for use in space vehicles and satellites; their dark current lies between 20 and 50 electrons per second. A fact typical of the purely thermionic character of this current is that the amplitude distribution [11] of the dark-current pulses is identical with that of the pulses produced by photoelectrons (curves 1 and 5 of fig. 1).

The example of the XP 1020 illustrates clearly the advantage to be gained by using the transfer technique in making fast-response tubes. In fact the speed of response increases with the voltage, and this is limited in practice to a value at which it does not give field emission. The transfer technique thus makes it possible in principle to break through this barrier and use tubes at markedly higher voltages. We hope to be able to exploit this possibility in the near future.

Let us now turn to two rather newer types of photomultiplier for which the transfer technique has made an even more noteworthy contribution.

Hybrid photomultiplier

In a hybrid photomultiplier (fig. 2) the amplification of the photoelectric signal is no longer produced by secondary emission; the photoelectrons are accelerated to an energy $E$ (10 to 40 keV) and then absorbed at a semiconductor junction, where each photoelectron will cause a large number of electron-hole pairs, given by:

$$G = \frac{E - E_w}{E_0},$$


where $E_w$ is the energy lost in the window of the detector, and $E_0$ is the mean ionization energy of the semiconductor material (in general $E_0 = 3.6$ eV for silicon).

A reverse bias is applied to the junction and the depth of the space-charge region, where the charge carriers are liberated, is chosen to suit the depth of penetration of the photoelectrons, some tens of microns. The surface area of the junction, between 10 and 100 mm$^2$, has to be chosen as a function of the geometric spread of the electron beam (i.e. the focusing), of the permissible capacity, and of other parameters. The window, which is one of the electrodes of the junction, has a thickness which should be sufficiently small to absorb only a small part of the energy of the photoelectrons. These junctions are thus closely related to those currently used for the detection of charged particles. Without going further into the theory and practice of these detectors, we can just mention that their dark current and breakdown voltage are related mainly to leaks at the surface of the junction; these parameters are therefore extremely sensitive to any desorption or adsorption of impurity atoms.

Thus, two particular difficulties made themselves apparent during the early attempts to incorporate such elements in a phototube: The characteristics of the junction have to be maintained not only in the vacuum but also after baking out at 350 °C for several hours; on the other hand the alkali metals deposited on the detector surface must not increase its leakage current to an undesirable degree.

These semiconductor detectors are designed and produced at R.T.C. La Radiotechnique-Compelec (Caen laboratories). Various solutions for the first difficulty in making a hybrid photomultiplier were therefore investigated at these laboratories. The second difficulty, however, could be overcome by using the transfer technique. This is all the more important since the problems of field emission, which had already proved difficult with the voltages used in conventional photomultipliers (less than 3 kV), threatened to become insuperable at voltages between 10 and 40 kV.

The first hybrid photomultiplier was produced by R. Kalibjian [4], who was attempting to achieve a linear region for pulses up to and above 5 A. Work of this type is being carried out at Hyperélec (Brive) and also at R.T.C. Caen, where a detector based on the principle of "inverse epitaxy" [5] has been developed.

We shall now turn to another type of hybrid photomultiplier, developed at LEP, which has been devised for a different purpose, namely to give a reduced statistical fluctuation in the gain.

In a conventional photomultiplier [1] these fluctuations, which are proportional to $1/\sqrt{\delta}$, are large because the gain $\delta$ is small (about 3) and also because the number of secondary electrons collected varies from one dynode to the other. For scintillation detection (\(\gamma\)-spectroscopy) this increases the fluctuations due to the photomultiplier by 20-30% compared with the ideal case in which only the number of photoelectrons ($n$) fluctuates. If $n$ is very small, any information about its value is blurred to the point at which it is no longer possible to distinguish pulses corresponding to 1 or 2 photoelectrons by their amplitudes. The improvement obtained with the hybrid photomultiplier can be illustrated as follows: The absolute fluctuation $\Delta q$ in the collected charge is given approximately by $\Delta q \approx G \times q \times 1.5 \sqrt{n}$, where $G$ is the gain of the photomultiplier and $q$ is the charge of the electron. On the other hand, in a hybrid photomultiplier with a supply voltage of 35 kV the fluctuation about the mean value of $10^4$ electron-hole pairs produced, although not as small as the corresponding theoretical value of $1/\sqrt{10000} = 0.01$, is nevertheless considerably smaller than in a conventional photomultiplier. This fluctuation, which is usually quoted as a resolution expressed in keV, is in the hybrid photomultiplier related to the effect of various processes that take place in the semiconductor, to the fluctuation of its dark current, and to the noise of the amplifier. At the present time values of 10 keV are obtainable, which corresponds to an absolute fluctuation of the charge in the region of 0.3 $G_0$ for a hybrid photomultiplier with a supply of 35 kV ($G = 10^4$). Retrodiffusion (inelastic reflection of a small part of the photoelectrons)
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Fig. 3. Amplitude distribution of pulses obtained from a hybrid photomultiplier developed at LEP, a) with luminous pulses produced by a brief spark discharge, b) with the scintillations produced by the β-rays of tritium in a liquid scintillator. The density of pulses counted is plotted against the number of electrons liberated at the photocathode (total charge \( Q \) - measured in the electronic charge \( q \) - divided by gain \( G \)). The dashed lines indicate the spectra that would be obtained with a conventional photomultiplier.

introduces an inaccuracy that becomes greater as \( n \), the number of electrons, increases. Fig. 3 shows various spectra obtained with a hybrid photomultiplier. The semiconductor used is a P-N junction (of planar configuration) with a guard ring; its edges have been passivated by SiO\(_2\) to limit leakage currents. Its surface area is 12 mm\(^2\).

It is true that a photomultiplier of this type requires a power supply that gives very high voltage and low-noise amplifiers of high gain, but such units are now readily available. On the other hand, since the gain now varies linearly with the voltage (and not as \( V^{10} \) or \( V^{12} \)), the regulation does not have to be so accurate. Finally, such a photomultiplier may well have a much better stability for variations in parameters such as the counting rate or the temperature.

Microchannel photomultipliers

The general properties of channel-plate multipliers have been described earlier in this journal \([6]\). Such a plate, which has a surface area of several square centimetres and a thickness between 1 and 10 mm, can be traversed by \( 10^8 \) multiplier channels. An electron flux incident on one of the faces leads to the emission, at the other face, of a flux \( 10^4 \) to \( 10^5 \) times greater, with a voltage between the faces which is less than 1.5 kV. Methods for producing the channel plates are described in another article in this issue \([7]\).

It seemed attractive to investigate the possibilities of using such multipliers in photomultipliers. One drawback immediately revealed itself: a large part of the photoelectrons are intercepted by the cross-section of the walls, so that the detection efficiency is greatly reduced. This means that such photomultipliers are of no use for nuclear spectroscopy. However, these multipliers could offer certain advantages because the thickness in the direction of propagation of the electrons is small (and hence the transit time is very short and consequently the fluctuations in transit time are small), while the surface area in the plane at right angles to the direction of propagation is large, allowing wide beams to be amplified. Moreover, the use of the transfer technique allows tubes to be made with the photocathode and multiplier set very close to each other, and also allows high electric fields to be employed between these plane electrodes with very little field emission. The obvious configuration to adopt therefore is the one shown in fig. 4. This shows a cross-section of a photomultiplier (see photograph fig. 5) which has a calculated transit
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time of 1 ns, a rise time of 0.2 ns, and a linear region extending beyond 1 A. Its gain is not very high, about $10^4$, and this limits its use to relatively intense luminous pulses, like the ones observed during rapid phenomena in plasma. The gain is limited by the generation of positive ions, which travel towards the cathode, liberating electrons and thus causing after-pulses or even a self-maintaining discharge. This tube therefore lies somewhere between the photoemissive diodes of the biplanar type, which are very fast, and the conventional photomultipliers with high gain but slower response.

One of the characteristics of this type of photomultiplier, however, prevents it from being used in certain applications: its electrical resistance should never be much less than $10^8 \, \Omega$ because it is difficult to conduct away the heat generated. The d.c. component of the signal cannot therefore exceed $10^{-5} \, A$, which limits the counting rate to $10^7$ electrons per second at a gain of $10^7$ (and in practice, these values are 10 or 100 times smaller). The maximum charge transported by a short pulse (e.g. 1 µs) is limited to about $10^{-9} \, C/cm^2$. This restricts the duration of 1-ampere pulses to about 1 ns.

**Conclusion**

It is as yet difficult to predict how widely the transfer technique will be used in making photomultipliers in the future. Possibly its rather high cost will limit its use to high-performance tubes, but this is a technique that may undergo considerable development. The encouraging results obtained at the Brive works with ruggedized photomultipliers with bi-alkali or tri-alkali cathodes indicate that photomultipliers of even better performance will become available to the physicist.

**Summary.** When the transfer technique for activating photocathodes is applied to photomultipliers of conventional design, there is a considerable improvement in their noise characteristics and, in certain cases, in their sensitivity. This new technique also makes it possible to develop new types of tube such as the “hybrid” photomultiplier, in which the multiplier is in fact a semiconductor electron detector (the electrons being accelerated to an energy ranging from 10 to 40 keV), or the microchannel photomultiplier, which includes an arrangement of channel electron multipliers. The hybrid photomultiplier is less subject to statistical fluctuations in amplitude and the microchannel multiplier gives a faster response.
Ultra-high-speed photography

H. Bacchi and G. Eschard

This article describes several pieces of research devoted to high-speed photography, some of which have been undertaken at the request of the French Atomic Energy Commission and carried out in close collaboration with E. Laviron and C. Delmare, of the Limeil Research Centre, and M. Marilleau, of the Vaujours Research Centre.

High-speed full-image cameras can be grouped into three categories, namely: mechanical, electro-optical and electronic cameras.

Since 1954 mechanical cameras have provided exposure rates of \(10^7\) pictures per second, with the possibility of taking a very large number of pictures of the same phenomenon (20 to 100, depending on the version). With these cameras there is a lower limit to the exposure time of about 50 ns.

Electro-optical cameras are composed from an input lens, a shutter consisting of an electro-optic cell — usually a Kerr cell situated between crossed polarizers — and a repeater lens. With these cameras, exposure is obtained by applying a voltage of 15-20 kV across the cell. The exposure time can be reduced to a value of about 1 ns. The chief drawback is that the shutter transmits only 10-20% of the incident light when it is open.

Electronic cameras, which first appeared on the market in 1962, give performances which are superior to those of the cameras already mentioned. They are also suitable for a much wider range of applications. In this article we shall deal only with this type of camera. The heart of the camera in this case is an image-converter tube which acts as a shutter and is used in conjunction with an input objective and a repeater objective.

The image converters which are used in these cameras all consist essentially of a photocathode and a luminescent screen. An image of the scene is produced on the photocathode by the objective lens; the luminescent screen receives the emitted photoelectrons and reproduces the image for a time which is relatively long (0.1 to 10 milliseconds) compared to the time the tube is "open" (e.g. 1 nanosecond).

There are three main types of converter tube:

1) Diode-type converters, consisting of a photocathode and a screen placed in two close parallel planes; we shall describe one version in greater detail below.

2) Triode-type converters, in which operation of the tube is controlled by an electrode in the form of a grid or ring [1].

3) Converters with deflection plates, in which the shutter function is achieved by shifting the electron beam past a diaphragm of very small dimensions [2].

Other types of converter exist which offer possibilities for information storage [3] or charge storage, but they are not yet widely used.

In addition to its function as a shutter an image-converter tube gives a gain in photons and can if necessary be coupled to an image intensifier. This makes it possible for an electronic camera to photograph with very short exposure times phenomena which are not bright enough to be photographed by an electro-optical camera.

As its name indicates, the image converter can also effect conversion of the light frequencies, and it can be sensitive to radiation of different wavelengths, depending on the photocathode used. For example, when the type S1 photocathode which is sensitive up to 1.1 \(\mu\)m is employed, frequency conversion takes place since the screen which reproduces the image delivers radiation at a wavelength situated in the visible spectrum, centred on 0.55 \(\mu\)m. This conversion makes it possible to use films of very high sensitivity which are practically non-existent for the higher wavelengths.

The lower limit of exposure time provided by these tubes is governed either by the transit times of the photoelectrons between the photocathode and the screen or by propagation phenomena at the surface of the photocathode. These phenomena, which are peculiar to the tube, lead in practice to a lower exposure-time limit of the order of 100 picoseconds.

A converter-tube shutter is opened by applying a high-voltage pulse, usually between 15 and 20 kV, to the electrodes. The width of this pulse approximately

---


determines the exposure time. If it is desired to obtain exposure times approaching the limiting value allowed by the tube, the control circuits have to deliver pulses whose rise and fall times are of the order of one hundred picoseconds.

The essential characteristics of the tubes and the control circuits are a direct consequence of these requirements. In fact, a voltage variation occurring in such a short time can only be effectively applied to a tube if it is transmitted by a transmission line whose highest operating frequency is of the order of 3 GHz. The tube, of course, has to form an integral part of this transmission line, a circumstance which determines the geometry of the structure on which the sensitive layers have to be formed.

Allowing for the relatively short distance between the photocathode and the screen (cf. formula 1) and for the need to have a useful surface area of several square centimetres, we are obliged to use a transmission line with a characteristic impedance of approximately 25 Ω, and this means that the current will reach a value of about 600 A when a pulse of 15 kV is applied. Therefore, the trigger circuits have to include a high-speed spark gap, and our best results were obtained with a gap of coaxial structure [4,6].

We shall see later that the rise time of the leading edge of the wave produced by a circuit comprising a spark gap is proportional to the distance between the electrodes of the gap [8]. A lower limit is imposed on this distance by two factors: a) the useful life, which will be shortened when the gap is reduced, b) the pressure of the gas in the spark-gap cavity. In fact, the operating voltage of the spark gap is determined by the voltage required for the gas in the spark-gap cavity. If, in fact, the operating voltage of the spark gap is determined by the voltage required for the gas in the spark-gap cavity. Therefore, if we decide to decrease the distance between the electrodes, we are obliged to increase the pressure (Paschen's law). Technical problems limit the pressure to twenty or thirty bars, and consequently the distance between the electrodes is made a few tenths of a millimetre.

The final parameters which determine the minimum length of the rise time are therefore the distance between the electrodes of the spark gap and the quality of the various matching elements along the transmission line linking the spark gap to the shutter tube.

Additional requirements concerning the drive circuit come into play if it is desired to obtain a perfectly uniform transmission factor during the exposure and for an accurately defined time. If before and after the actual exposure time the camera has to present the maximum opacity permitted by the converter tube, the waveform of the applied pulse must remain fairly accurately rectangular despite the extremely short duration.

The necessary circuits can now be realized thanks to the progress made at LEP in the field of spark gaps with ultra-high-speed triggering, inserted in coaxial lines. The performance of these spark gaps will be improved still further as a result of research at present in progress.

We now propose to give a brief description of the converter tubes developed at LEP and of several types of cameras in which these tubes are used. A description of the tubes has been given by Eschard and Polaert [7] and various equipments have already been described in references [4] and [5]. These equipments were also the subject of a paper read before the Eighth International Congress on High-Speed Photography in 1968 [8]. Several examples of spark gaps with two or three electrodes, developed at the Laboratoire Central de l'Armement and LEP have also been described in these articles.

**Image-converter tubes**

For a number of years now we have been developing a whole family of biplanar diode shutters [9]. These shutters are very similar in their underlying principle and are based on the technique of activation of photocathodes by the transfer method [10]. On page 235 in this issue a laboratory equipment is shown with which it is possible to make tubes whose useful diameter may be as much as 120 mm. This is important since one of the interesting points about this type of shutter is that it enables the definition of the image to be increased by using increasing diameters.

The main characteristics of these shutters were discussed in a recent paper [11]. We shall first briefly recapitulate the main features to bring out the points which have been the subject of new developments, particularly the possibility of using cathodes which are sensitive up to the near infra-red and constructions suitable for very short exposure times.

**Quality of the image**

If we place the screen a distance \( d \) from the photocathode, the defocusing due to initial velocities results in the following formula for the resolution \( R \) (line pairs per mm):

\[
R = \frac{0.6}{d} \sqrt{\frac{V}{hc \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right)}},
\]

in which \( h \) is Planck's constant, \( c \) the velocity of light, \( e \) the electron charge, \( \lambda \) the wavelength of the incident light, \( \lambda_0 \) the wavelength of the transmission threshold of the photocathode, and \( V \) the voltage applied at the terminals of the tube (all in SI units).

A resolution of the order of 15 line pairs per millimetre can be obtained when the distance \( d \) is sufficiently small. When the useful diameter of the image is as
much as 60 mm, the resolution of the image can be as great as 1000 line pairs per diameter. The absence of distortion is very important, especially when it is required to measure physical characteristics, particle velocities or deformation of materials, or to examine spectra.

**Opacity factor**

In this range of shutters attenuation of the incident light is due chiefly to a metallic backing on the luminescent screen. The opacity factor depends on the thickness of the metal layer; it is limited by the number and dimensions of micro-fissures in the layer. If the image of a uniformly illuminated surface is examined when the tube is not supplied with power, a series of dots corresponding to faults in the backing will be observed. We have developed a method which allows an opacity factor of over $10^6$ to be attained with a P11 screen.

**Shutter speed**

The main factors limiting the shutter speed are the transit time of the photoelectrons, the conductivity of the electrodes, space-charge effects and the manner in which the tube is integrated into the transmission line.

If allowance is made for the shape of the voltage pulse, it can be shown that a *transit time* of less than 80 picoseconds allows the tube to be used with a minimum exposure time of 100 picoseconds. This is not, therefore, the limiting factor in present tubes but we shall see that it will affect future developments, and the same can be said of the *space charge*.

The way in which the problem of the *conductivity of the electrodes* is tackled can be explained as follows. Both the photocathode and the luminescent screen should have sufficient conductivity for the voltage pulse to travel to the centre of the tube without undue deformation. The screens commonly used in this type of tube meet this requirement. The normal photocathodes however are very poor conductors. We have measured surface-resistivity values of $10^8$ ohms per square. A conducting sub-layer must therefore be applied, but this will absorb part of the incident light. For an exposure time of 1 ns the surface resistance of the sub-layer should amount to some dozens of ohms per square. This is obtained at a loss of the order of 50% in gain. For the development of shutter tubes of even higher speed the use of highly conductive and therefore highly absorbing sub-layers will be unavoidable. In this case the light losses may be reduced by applying the conducting layer in an array of very narrow metallic bands, and the types of layer now in use will serve the purpose.

To obtain operating times of less than a nanosecond, we also have had to reconsider the fourth factor, the *matching of the tube in the transmission line*. In the first generation of shutter tubes, it is inserted in a strip-line terminated with its characteristic impedance. In the model which we are developing at present it is the tube itself which forms the strip-line, and the transition between this strip-line and the coaxial supply cables is inside the tube. Indeed, the presence of a dielectric (glass or ceramic) needed to seal the vacuum tube constitutes a considerable discontinuity which it is difficult to compensate for when one is interested in pulses having leading edges with a width of 0.1 ns. We have now developed vacuum-tight coaxial transitions which can transmit 50 ps pulses without any perceptible distortion. Fig. 1 shows the pulse response measured with a reflectometer.

![Fig. 1. Pulse response of ultra-high-speed shutter type 42-25, measured by reflectometer. Curve 1 input signal, rise time 100 ps. Curve 2 output signal, rise time 120 ps.](image)

To obtain a sensitive zone with sufficient useful width on this tube, we had to use a characteristic impedance of 25 Ω. Transmission is then carried out with two matched coaxial cables with a characteristic impedance of 50 Ω which are joined inside the tube.
Photocathode

With the transfer technique mentioned above \([10]\) it is possible to produce various types of photocathode, particularly the S 20 and S 24. We recently adapted this technique for the production of tubes with silver-caesium layers (S 1), which are sensitive in the near infrared. Fig. 2 shows the image of a test pattern obtained with radiation having a wavelength between 1 and 1.2 \(\mu\text{m}\). A resolution of 18 line pairs per mm is obtained.

In view of the increasing interest in experiments using laser beams with wavelengths in this spectral region, shutters equipped with this photocathode may have many applications.

![Fig. 2. Image of test pattern obtained from an S 1 photocathode with radiation having a wavelength between 1 and 1.2 \(\mu\text{m}\).](image)

Gain

Tubes developed so far allow us to attain photon gains of 30 at 430 nm.

In the cameras which we have developed, however, the repeater optics use only a small part of the luminous flux emitted by the screen. With tubes of large dimensions it is practically impossible to achieve high relative apertures without introducing troublesome distortion. The use of fibre-optic windows enabled us to resolve this problem. With the type 1325 shutter shown in fig. 3 an overall gain of the order of 30 can be obtained between the light received by the photocathode and that which falls on the photographic plate.

Fig. 3. The type 1325 shutter.

In a later phase image intensifiers incorporating channel multipliers will be used. First experiments show that this line of development is very promising.

Cameras

We have produced two families of cameras using different types of image-converter tube. Some of these tubes only have one stage, i.e. they consist of a single photocathode and a single screen used in accordance with the principle outlined above. Others comprise two single-stage tubes coupled by a fibre-optic plate inserted between the screen of the first tube and the photocathode of the second; these are called “two-stage tubes”.

The first family consists of cameras whose exposure time is relatively long (5-500 ns). The chief applications for these cameras occur in ballistics and the study of explosives. The second group comprises cameras with extremely short exposure times which are at present in the nanosecond range, and which eventually may be reduced to several hundredths of a picosecond. These cameras are chiefly employed in the field of plasma physics.

5-500 ns camera with single-stage tube

A camera from the first family (5-500 ns) is shown in fig. 4. It is equipped with a single-stage tube with a diameter of 38 mm or 60 mm. Its main components are the optical head, which contains the shutter tube and has a photographic attachment for polaroid film, and the pulse generator, of very small dimensions, con-
connected to the optical head by two flexible coaxial cables.

The pulse generator delivers a 15 kV pulse of nearly rectangular shape, with a width ranging from 5 to 500 ns and with a rise time of the order of a nanosecond. The instant of occurrence of the high-speed phenomena to be photographed is usually not very well defined. The exposure has therefore to be triggered by the phenomenon itself. Thus the low values of the trigger delay time (35 ns) and jitter (3 ns) are essential characteristics of the camera.

Fig. 5 shows the circuit diagram of the high-voltage pulse-forming circuit. It comprises a storage capacitor $C$, a switch $I$ and two transmission lines $L_1$ and $L_2$ of unequal length terminated with their characteristic impedance $Z_e$. The shutter tube with photocathode $K$ and screen $S$ is placed between these two lines near their terminal loads. When the switch is closed, a wave-front with an amplitude $V_0$ is transmitted through each line in the direction of the terminal load. The tube thus receives between its two electrodes a pulse $V_S - V_K$ of amplitude $V_0$ whose length is determined by the difference in length $\Delta l$ between the two lines (see right-hand side of fig. 5).

Fig. 4. Camera with 5-500 ns exposure time. The pulse generator with spark gap is shown on the left, the optical head with shutter tube on the right.

Fig. 5. Principle of pulse formation for the camera with 5-500 ns exposure time.

Fig. 6 shows a more detailed circuit diagram. The circuit is closed by triggering a 3-electrode spark gap. The trigger circuits comprise essentially a Marx generator built from transistors operating in the avalanche mode and a vacuum-tetrode power amplifier. These introduce a delay of the order of 15 ns.

The basic elements of the pulse-forming circuit are the storage capacitor and the spark gap. The essential feature of the storage capacitor is that it presents extremely low stray inductance of the leads. Its capacitance is 0.1 µF, its stored energy is about 10 joules.
and its lead inductance does not exceed 2 nH. It is a product of the British firm Hivotronic.

The 3-electrode spark gap is, in fact, a combination of two 2-electrode spark gaps connected in series. Before sparking, the common electrode shows a very high input impedance, equivalent to that of a 2-3 pF capacitor. This arrangement makes it possible to use a vacuum tube for application of the high-voltage pulse. The delay which ionization phenomena would cause in a gas tube is thus eliminated. The time taken to set up the current is more or less proportional to the distance between the electrodes [6]. To ensure that this time is short enough, the distance between the electrodes has to be of the order of several tenths of a millimetre, which means that the gas pressure inside the spark gap has to be raised to approximately 15 bars.

The operation of a spark gap can be divided into two successive stages: ionization and discharge. The ionization time and its jitter depend mainly on what is called the overvoltage (the ratio of the voltage applied between the electrodes to the breakdown voltage). Fig. 7 shows how the ionization time and its jitter change as a function of the overvoltage. During discharge the equivalent circuit of the spark gap consists of an ideal switch in series with an inductance whose value is proportional to the distance between the electrodes. The proportionality constant depends mainly on the intensity of the current through the spark gap; it also

![Fig. 6. Block diagram of the camera with 5-500 ns exposure time. The pulse forms at several points are indicated schematically. A more detailed diagram of the output pulse of the voltage divider is shown in the upper left-hand corner.](image)

![Fig. 7. Variation of the ionization time \( \tau \) and jitter \( \Delta \tau \) as a function of the "overvoltage" (voltage \( V \) applied to the electrodes divided by breakdown voltage \( V_b \)).](image)
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Test facilities for exposure times between 5 and 500 ns

We have built two test facilities (which in fact constitute a kind of experimental cameras) to aid the development of electronic shutters: one for use with single-stage 120 mm diameter tubes and the other for use with two-stage tubes. The circuits are of the same type as those described above.

Fig. 8 is a photograph of the test camera for tubes with a diameter of 120 mm. The amplitude of the high-voltage pulse is adjustable between 8 and 30 kV. The difficulties which had to be overcome to obtain a short exposure time are: 1) the capacitance presented by the tube, which is roughly 100 picofarads; and 2) the impedance mismatch caused by the presence of such a large tube in a strip transmission line which otherwise is connected to coaxial cables. We had decided to use strip-line about 230 mm wide. Because of the weight of the tube it is difficult to incorporate its supports in this line. On the other hand, this line should form the extension of an RG 214 U 50-Ω cable whose dielectric has an external diameter of 7.2 mm. The transition from this cable to the strip-line is dif-

Fig. 8. Test facility for single-stage tubes with diameter of 120 mm.
ficult to achieve with good matching of the characteristic impedance and a sufficient dielectric strength to withstand 30 kV. Despite these difficulties the exposure time is still less than 10 nanoseconds. The performance in other respects is identical to that of the camera described above.

Fig. 9 is a photograph of the test camera for two-stage tubes. This system comprises two generators.

Fig. 9. Test facility for two-stage tubes.

Fig. 10. Camera with 1-2 ns exposure time. The horizontal cylinder in the centre contains the pulse-forming line.
housed in a single box but independently controlled, one for the first stage and the other for the second stage of the tube under test. The generator for the first stage is identical to that used in the camera already described, but incorporates facilities for adjusting the voltage applied to the tube between 8 and 15 kV. The high-voltage pulse applied to the second stage should be rather wide because of the persistence of the luminescent screen of the first stage. The width of this pulse can be varied between 1 and 100 μs, and its amplitude between 8 and 15 kV.

**Camera with exposure time of 1-2 ns**

We shall now describe an apparatus belonging to the second family of cameras, allowing extremely short exposure times. The minimum exposure time is at present 1 ns. This should be reduced in the near future to 0.3 ns.

The pulse-forming line is contained in the removable horizontal cylinder.

To photograph a single random luminous phenomenon, such as a break-down in the air caused by the focusing of a laser beam operating in the triggered mode for example, the camera can be operated by a low-level pulse of about 6-10 V taken from a photocell receiving part of the laser beam. The image of the luminous phenomenon has then to be stored in an optical delay line for a time which is at least equal to the trigger delay time of the camera. In our case the optical delay lines used have delay times of approximately 35 ns. It is therefore absolutely essential that the 12 kV pulse which causes the tube to open should be applied to the tube with a delay of less than 35 ns.

Another essential characteristic of the camera is the jitter in this delay. To analyse a luminous phenomenon it is necessary to be able to shift, in steps of, say, 1 nano-

A camera of this type is again made up of two essential parts: the optical head, with the image-converter tube, and the high-voltage pulse generator (fig. 10). The converter tube, with which the input optics, the repeating optics and the photographic attachment are associated, can be seen at the top. A reflex viewfinder is used for focusing the image on the photocathode. The lower part contains the electronic control circuits. These consist mainly of a pulse amplifier and a high-voltage pulse-forming circuit which delivers a single pulse with an amplitude of 12 kV and a half-height width of 1 or 2 ns each time it is triggered.

The circuit diagram (fig. 11) shows that the design of the camera has been influenced by a desire to reduce the delay and jitter at each amplification stage. The system comprises the following circuits:

1) A Marx generator employing transistors operating second, the instant of exposure in relation to the triggering pulse applied to the camera (i.e. relative to the phenomenon studied). The jitter constitutes a limit to the precision with which this shift can be made, and is therefore a characteristic which is as important as the trigger delay time. In the camera described here we have reduced it to approximately 3 ns.

The circuit diagram (fig. 11) shows that the design of the camera has been influenced by a desire to reduce the delay and jitter at each amplification stage. The system comprises the following circuits:

1) A Marx generator employing transistors operating

---

**Fig. 11. Block diagram of camera with 1-2 ns exposure time. A diagram of the output pulse of the voltage divider is shown in the upper left-hand corner.**
in the avalanche mode. The main features of this circuit are its high sensitivity, its very short delay (less than 5 ns) and negligible jitter (0.2 ns). The amplitude of the pulse delivered readily attains 1 kV with a rise time of 2 ns. The difficulty is in coupling the generator to the vacuum tube which follows it, because the input impedance of this tube is that of a capacitor of about 50 pF, which, for a rise time of 2 ns, means currents of approximately 20 A. This is a value which is difficult to achieve with semiconductors, and a balance has to be struck between the rise time of the output pulse and the reliability of operation. Our circuit has a rise time of approximately 5 ns due to a series resistor inserted at the output of the Marx generator.

2) A power amplifier using a vacuum tube type 4 PR 60 B. This delivers the required output pulse of 15 kV at the required power (15 A for a rise time of 5 ns across a 5 pF capacitor). The input drive required for this output is 1 kV at the grid. A gas tube (e.g. a hot or cold-cathode thyatron) would also give this performance but the vacuum tube has the advantage that it introduces a delay of less than 10 ns, practically without jitter, whereas a gas tube would have a delay of 100-200 ns and cause a jitter of 20-50 ns.

3) A 3-electrode spark gap inserted in a coaxial arrangement consisting of an open-circuit pulse-forming line with an electrical length of 1 or 2 ns at one end, and a transmission line at the other, the latter being linked by a very carefully matched transition to a strip-line providing connection to the shutter tube. The characteristic impedance of the device is 25 ohms. The d.c. voltage to which the pulse-forming line is charged may be as high as 30 kV (for a 15 kV pulse applied to the tube). The spark gap is pressurized with high-purity nitrogen at a pressure of 40-50 bars.

As already explained, a distance of the order of one tenth of a millimetre has to be maintained between the electrodes to obtain the 300-400 ps rise time required for an exposure time as low as 1 ns. This meant that considerable difficulties had to be overcome to ensure a suitable mechanical strength at 50 bars pressure without preventing a rapid change of the exposure time; a dielectric strength to withstand 300 kV d.c.; a negligible mismatch; sufficient reproducibility of spark-gap adjustments after each change in exposure time; sufficiently long service life, despite the spark erosion and the spacing of the order of 1/10 mm between the electrodes; and finally the exclusion of spontaneous or untimely triggering.

By submitting the effect of each of the parameters of the pulse-forming circuit to extremely detailed analysis we were able to give the system optimum characteristics for each of the above requirements, and at the cost of extremely stringent mechanical tolerances, strict inspection of surface conditions, and far-reaching technological precautions during assembly we have succeeded in ensuring satisfactory reproducibility and reliability. The performance obtained can be summarized as follows:

a) Overall trigger delay time of less than 30 ns.

b) Jitter of less than 3 ns.

c) Spontaneous triggering occurrence of less than 2%.

Incidentally, complete suppression of unwanted triggering has been achieved with a system of automatic cut-out of the extra-high voltage; with this system the camera has to be "set" in advance, one second before it is used.

d) Service life exceeding 50 000 discharges.

e) Rise and fall time of approximately 350 ps.

f) Spurious signal amplitudes measured on the tube of less than 10% of the pulse amplitude.

The electrical pulse applied to the tube is measured by a capacitive divider inserted in the transmission strip-line near the tube. This divider introduces an initial attenuation of 54 dB, with an inherent rise time of 0.2 ns. The difficulty was to obtain this performance while giving the divider a "time constant" (the period during which it introduces dynamic errors of less than 5%) of approximately 5 ns.

Fig. 12 shows the transition between the pulse-forming coaxial line and the strip-line and also how the tube is inserted in the latter.

To sum up, we may say that the principal feature of the cameras which we have just described is that they permit full-image exposures with the following characteristics: very short exposure times, e.g. 1 ns; an extremely wide range of exposure time, e.g. 1-500 ns; a very low trigger delay time and jitter (30 and 3 ns, respectively); a very substantial light gain; and an almost total absence of distortion.

This last feature in particular opens up prospects for many interesting applications such as three-colour printing, photo-feedback [12] and relief photography. All these processes involve the superimposition of several images and thus require an almost complete absence of distortion.

Improvement of the cameras is possible in a number of directions, such as the development of luminescence intensifiers using channel multipliers giving a considerably higher light gain; the development of new super-high-speed tubes characterized chiefly by the fact that the sensitive layers (photocathode and screen) are integrated into a strip transmission line, which will

allow the exposure time to be reduced to approximately 300 ps; the development of new types of triggered spark gaps whose essential characteristic will be that they have a jitter as low as 300 ps; the miniaturization of the optical head, enabling several shutter tubes to be grouped together within a small space, so that full-image exposures of several successive stages of the same phenomenon can be made.

Summary. After briefly reviewing the various types of camera which can be used for ultra-high-speed photography, the authors describe several image-converter shutter tubes and various cameras developed and produced at LEP. The shutter tubes are of the planar-diode type. By making use of a fibre-optic plate they can be connected in cascade to form a two-stage tube or combined with channel multipliers for a much higher light gain. They may have a diameter of 38 mm, 60 mm or 120 mm. The cameras developed can be grouped into two main "families": a) Cameras with exposure times of 5-500 ns; a brief description is given of a single-stage tube version with a diameter of 38 mm, a two-stage version with a diameter of 35 mm and a single-stage version with a diameter of 120 mm. b) Cameras with exposure times of the order of 1 ns. Two versions have been made, with exposure times of 1 ns and 2 ns, using a single-stage tube and a diameter of 38 mm. Development still in progress should result in a camera with an exposure time of 300 ps. All these cameras are actuated by an electrical pulse with an amplitude of several volts. The trigger delay is 35 ns and the jitter, at present 3 ns, will be reduced to about 300 ps as a result of progress made in the field of ultra-high-speed spark gaps. The principal features of these cameras are their light gain and the absence of distortion on one hand and the extensive exposure range and the low delay and jitter values on the other.
The production of electron-multiplier channel plates

G. Eschard and R. Polaert

The concept of an electron multiplier with a single continuous dynode has led to the rapid development of channel multipliers. These devices have important applications; in particular they can be used in sensitive photoelectric tubes for image intensifiers and as particle detectors in space research\(^1\)\(^2\). The amplification produced by these channel electron multipliers results from the secondary emission which occurs when a semiconductor surface is bombarded by electrons. Unlike the multiplying surface of the electron multipliers with separate dynodes, that of the channel multipliers is continuous, and is formed by the partially conducting inner wall of a glass tube. A potential difference is applied between the ends of the tube, producing a uniform electric field inside. When an electron or ionizing particle strikes the inner surface of the tube, several secondary electrons may be emitted. These electrons are accelerated into a parabolic trajectory by the electric field, strike another point on the inner wall, and in turn give rise to the secondary emission of a shower of electrons. The number of times this collision process is repeated depends on the length and diameter of the tube and the magnitude of the applied voltage. The ratio between the number of electrons at the output to those at the input of the tube may be as great as \(10^7\).

In practice, the single multiplier tube is replaced by a bundle or stack of very narrow tubes. By taking a section of the bundle a device known as microchannel plate is obtained.

These novel components can be used, for example
1) in photomultipliers, where they improve the speed of response by cutting down the overall transit time of the electrons\(^3\);  
2) in image-intensifier tubes, where they give very high gains in a small volume and with low supply voltages \(^4\)\(^5\);  
3) in cathode-ray tubes, where they can be used to increase the writing speed.

This article first considers the number and size of the channels in a plate and the choice of the material. Some methods of producing these plates are then outlined.

Dimensions of the microchannel plates

For the plates used in image intensifiers the number and diameter of the microchannels are determined by the required definition and the dimensions of the image. For example, an image with 400 x 400 lines and a side 40 mm in length requires the use of a plate with at least \(64 \times 10^4\) channels, and a channel diameter of less than 40 microns. For accurate calculation it is necessary to take into account the thickness of the walls, the quality of the stacking of the channels, the electron-optical system in front of and behind the plate, and the grain of the screen.

The length of the channels (i.e. the thickness of the plate) is determined by the desired electron gain. Theoretical calculations show that the gain of a multiplier is mainly a function of the ratio of the length to the diameter of each channel. This ratio lies between 40 and 60.

Choice of material

The basic material is glass. It is used in the form of a tube and is chosen because it can easily be drawn out and has stable properties under high-vacuum conditions. However, glass is usually an excellent insulator, and for this application the conductivity must be increased\(^6\). There are two methods of achieving this. A conducting layer can be deposited inside the tube; this method is difficult to put into practice because of the small diameter of the channels. Alternatively a glass of special composition is used, which has either a bulk or a surface conductivity.

Production technology

The formation of a bundle of several million glass channels of microscopic dimensions can be carried out in various ways.
1) The channels can be made by piercing a glass disc with thousands of holes. This can be done by photoetching methods or by electron bombardment.
2) A glass tube can be drawn out to obtain a tube with a microscopic internal diameter. This hollow fibre is cut into regular lengths which are finally assembled into a bundle.
3) A glass tube with a solid core is drawn and compressed. Only the last two methods have been developed into useful manufacturing techniques.

Drawing a hollow glass tube

A glass tube which has been brought to its softening temperature can be drawn out into a hollow fibre of
microscopic diameter. This fibre is wound on a drum and then cut into regular lengths, which are assembled into a bundle using enamel as a sealing material.

For this operation two production processes are used. The first, known as the "direct drawing" process, is generally used to obtain hollow fibres with a diameter of more than 200 \( \mu m \). The second process consists of drawing in two or three stages, bundling being carried out after each stage to facilitate the regular arrangement of the fibres.

This latter method is preferred for the fabrication of hollow fibres with a diameter of less than 100 \( \mu m \). Such fibres can also be obtained by direct drawing, but in that case the wall thickness will be too large with respect to the channel diameter. This can be explained as follows. When the tube passes through the hot zone of the drawing furnace, the viscosity of the glass decreases. The glass can then be pulled, but at the same time the relative thickness of the tube wall increases because of surface tensions, which increase as the radius of curvature becomes smaller. This is undesirable since it is important that as many as possible of the electrons accelerated at the entry of the channel plate should be able to strike the interior wall of the channels and take part in the multiplication process. The thickening of the walls diminishes the useful area of the channel plate and reduces the efficiency of detection. We have developed a method of maintaining a small excess gas pressure inside the glass tube during the drawing process, and this results in a tube with a useful cross-section of 80%.

To ease assembly of a very large number of fibres of small diameter it is preferable to proceed in several stages as stated above. The glass tube is first drawn out until the inner diameter of the hollow fibre is less than 1 mm. This fibre is rolled on a drum, and then cut into pieces of constant length which are assembled, enamelled and arranged in a hexagonal mould. This is placed in a furnace to seal the fibres; the arrangement of the fibres is perfectly regular if they all have the same diameter. The number of fibres contained in the hexagonal mould is determined by the relation:

\[ N = 1 + 3m(m + 1), \]

where \( m \) is the number of adjacent fibres arranged along one side of the hexagon.

The second drawing operation is then performed to reduce the fibre diameter even more, but this time it is no longer possible to wind the bundle on a drum. It is simply pulled along by the movement of two belts pressed against each other.

To ensure that the final dimensions are uniform it is vital that the input velocity of the tube, the output velocity of the fibre, and the furnace temperature should all be held constant during both drawing processes.

Fig. 1 shows the cross-section of a channel plate obtained by this process.

**Use of a tube with solid core**

If a tube with a solid core is used the core is dissolved away after the plates have been cut. This technique offers several advantages: the fibres are less fragile, manipulations are easier, the fibres can be subjected to strong pressure in order to compress them without fear of crushing or deforming them, all the channels should be able to strike the interior wall of the channels and take part in the multiplication process.

### References

maintain the same diameter, and they therefore have the same electron gain.

In the application of this technique a metal core or a soluble glass core can be used. In the first case a metal wire of the exact diameter of the desired channel is placed inside a glass tube. The tube is then passed through a furnace and drawn out so as to cover the metal wire and assume the required wall thickness. The resulting fibre is then wound directly on to an octagonal drum with the turns touching. The coil is cut into eight parts which are put together to form a rectangular block. Finally the metal contained in each channel is dissolved by chemical or electrolytic means.

The channels obtained in this way are perfectly regular, as shown in fig. 2.

The alternative process is to draw a tube with a core of soluble glass. This is an adaptation of the practice used for making optical fibres [7]. In contrast to the latter process the glasses are not chosen for their difference in refractive index but for the solubility of the glass forming the core of the fibres and for the electrical properties of the multiplier glass. As in the production of optical fibres the drawing of the multiplier channels is generally done in several stages. The regularity in diameter is not quite as good as in the metal-core method, but is still quite satisfactory.

Measurement and control of the diameter of the glass fibres

The above description has shown the need for precise control of the diameter of the fibres during the drawing process. This is necessary to obtain a regular arrangement of the fibres, and to obtain an identical electron gain in all channels.

Measuring the diameter is difficult because as the glass leaves the furnace it is fragile, hot and moving rapidly. For the hollow fibres in any case it is impossible to make the measurement by mechanical contact. The technique developed at LEP is purely optical; see fig. 3. The fibre passes through one of two uniform parallel beams of light intercepted by two photoelectric cells.

Fig. 3. Method for continuous measurement of the diameter of the fibre leaving the drawing furnace. F cross-section of fibre; the movement of the fibre is perpendicular to the plane of drawing. L lamp with condenser C and stabilized power supply V. Pr prism dividing the light between photocells P1 and P2, whose outputs are compared in meter M. Part of the beam directed on to P1 is intercepted by the fibre F. Lateral displacement of F within the "window" W of 4×25 mm is permitted.

The difference in luminous flux picked up by the two cells is proportional to the outer diameter of the fibre. The fibre can be displaced to either side of its mean position, within a "window" of 4×25 mm, without affecting the accuracy of measurement.

The measuring accuracy for fibres of 0.5 mm diameter is ±1%; in the case of very small diameters (of the order of 20 μm) an uncertainty of ±1 μm must be added to this.

Besides the fact that there is no mechanical contact, this method of measurement has the advantages that it is accurate, quick and unaffected by vibration and ambient light.

The same optical arrangement can be used for both
opaque and transparent fibres, but the diffraction and refraction effects are different. The system must therefore be calibrated under the conditions of use.

Control of the diameter of the fibres is obtained by amplifying the error signal generated by the diameter reader. This signal controls a servomotor which drives a speed control. In this way the speed of drawing and any consequent variation in diameter can be corrected. The time constant of the control system is about 0.7 s. Part of this interval represents the time elapsing as the fibre is pulled from the drawing zone to the place where its diameter is measured.

A new method of measurement, which is based on dielectric losses caused in a resonant microwave cavity, is now being developed. The fibre is made to pass through a cavity forming part of a transmission circuit, and the resulting mismatch gives a very accurate indication of the amount of material present in the cavity at any moment. By combining this method with the optical measurement it is possible to obtain a continuous check on both the diameter and the thickness of the fibre.

Conclusion

The technology for producing microchannel plates, in whose development LEP have cooperated closely for several years with the Mullard Research Laboratories at Salfords, England, and the Philips Research Laboratories at Eindhoven, has certain parallels with that for optical fibres. The distinctive feature is that the channel diameter has to be very uniform: this diameter is important because it determines the electron gain. To achieve this uniformity the equipment must incorporate extremely accurate control of the diameter, the furnace temperature and the speed of drawing.

A good demonstration of the capabilities of these microchannel plates is provided by a particular photomultiplier of original design. This photomultiplier, which is illustrated and more fully discussed in another article in this issue \[1\], consists of a microchannel plate placed between the photocathode and the anode, which is the open end of a coaxial line with an impedance of 50 \Omega. This arrangement gives a transit time of less than 0.1 ns for the electrons. In a conventional photomultiplier the electron transit time is usually 15 ns or longer. The performance of the new photomultiplier opens up new prospects in the measurement of the duration of light pulses.

Another example of the application of a microchannel plate is given in fig. 4. This shows an image intensifier, in which the photocathode is mounted immediately in front of the channel plate. A very high electron gain is thus achieved in a simple arrangement. The photocathode of this tube is activated by means of the transfer technique described in another article in this issue \[8\].

Summary. The principle of operation of channel electron multipliers is outlined. Some applications of arrays of these multipliers in plates consisting of several million channels are considered and their physical and electrical properties summarized. The chief methods of producing these channel plates are described. The basic material is generally glass in the form of tubes several millimetres in diameter, which can be reduced to the final diameter by direct drawing. The tubes are then stacked and compressed to form the channel plates. Intermediate steps may be introduced with two or three successive drawings. Other methods involve filling the tubes with a substance which is dissolved at the end of the drawing and stacking operation. To ensure the uniformity of channel diameter (which is necessary for a uniform electronic gain) all of these methods require very precise control. An optical device is described which enables the diameter of a tube or a glass fibre to be measured continuously and to be kept constant to within about ± 1%.

---


\[8\] R. Legoux, The transfer technique, a new method for activating cathodes of phototubes, page 234 of this issue.
A high-speed oscilloscope for real-time use

G. Andrieux and C. Loty

Introduction

The oscilloscope is probably the one instrument that the electronic engineer regards as an absolute essential for his various tests and measurements. Since the oscilloscope is so vital a measuring instrument, its development should not just match the general progress of electronics; it should always be one step ahead. Maintaining such a lead requires a great deal of effort, since the oscilloscope must at the same time remain a general-purpose instrument and yet give a performance equal to that of the most sophisticated electronic equipment.

Progress in electronics has usually been associated with faster action or response. Thus, thermionic valves gave pulses which had a duration of tens of nanoseconds, present-day solid-state devices give pulses measured in fractions of a nanosecond, and the laser offers the promise of pulses in the picosecond region. Such high-speed signals can only be displayed on an oscilloscope if it has a very large bandwidth. Now, the best amplifiers that can be produced today have a rise time of the order of a nanosecond. Beyond this, two techniques are available: real-time operation without amplification, and sampling oscillography. The sampling technique, in which normal amplification can be used, has permitted remarkable progress to be made, but it is not applicable to all signals, particularly those that only occur once, for which real-time observation is the only possible method.

High-speed oscilloscopes are thus divided into two types. With the first, the sampling oscilloscope, recurring signals can be displayed in the usual way in which oscilloscopes have been used since their inception. The other type, the real-time high-speed oscilloscope, was developed for a different procedure: it enables fast and unique signals to be studied by means of a photographic record, whereas recurrent signals can be displayed as a subsidiary function. This procedure, together with the absence of amplification, imposes fresh limitations on the real-time oscilloscope.

In the classical oscilloscope, the cathode-ray tube is no more than a display element whose own performance does not have much effect on the performance of the equipment. Similarly, the ancillary circuits for the time-base, for synchronization, beam switching, etc., are only of secondary importance. The actual measuring element is really the signal-channel amplifier. (This may seem a strange statement, but its truth becomes apparent to anyone who has to write out an order for one of the modern oscilloscopes with plug-in units.) On the other hand, in the real-time high-speed oscilloscope the cathode-ray tube is the vital element whose intrinsic qualities determine the overall performance of the instrument. Moreover, the ancillary circuits, which have to satisfy very difficult conditions because of the high speed of the signal to be examined, acquire a much greater importance. This is particularly so for the delay line — an element which is not used in an ordinary oscilloscope, but whose characteristics can have a marked effect on the design of the time-base circuits and the cathode-ray tube itself.

Development of the cathode-ray tube

We have already stated that the essential characteristics of the oscilloscope will be those of the cathode-ray tube. It is therefore useful to list these characteristics before going on to consider how to improve them together rather than separately. In fact, we shall show that they are not independent, and that as in other situations a figure of merit can be applied. There are four essential characteristics: the bandwidth, the sensitivity, the useful scan on the screen and the maximum writing speed. The first three are obviously related to the signal channel of the tube. The fourth, which refers to the ability to record a non-recurrent fast signal, is directly dependent on the energy density in the electron beam.

The bandwidth is of prime importance since we are interested first and foremost in high-speed oscilloscopes. In fact, the rate of response to a signal is limited fundamentally by the transit time of the electrons between the deflection plates. This transit time can be reduced by making the plates shorter but if this is done the sensitivity is also reduced. The same thing happens if the velocity of the electrons is increased by increasing the accelerating voltage. Finally, the spacing of the plates and their length can be reduced together; the sensitivity would then remain the same but there is then less room for the beam to pass between the plates. This
means that the current has to be reduced, and hence also the maximum writing speed. We have thus the first indication that there is a figure of merit relating bandwidth, sensitivity and writing speed.

One obvious solution to the problem of the bandwidth is to arrange a series of pairs of small deflection plates, for which the transit time is very short, and to incorporate these in a transmission line in such a way that the velocity of propagation is the same as that of the electrons. A series of additive deflections is then obtained and the total sensitivity becomes normal again. This is a well-known principle which is applied in every travelling-wave tube, and it has already been applied in the most advanced oscilloscopes of the classical type. This has been done by making use of a cathode-ray tube with divided plates which are linked by external inductances to form a lumped-element transmission line.

To carry this development one step further, it is necessary to put the inductances inside the tube and to reduce them to simple loops (fig. 1a). The delay line formed in this way is in fact a constant-\(K\) filter, and has a cut-off frequency. It also has a phase dispersion, which limits the rise time well before the value corresponding to the cut-off frequency has been reached. In fact, it can be shown that the rise time as limited by the phase dispersion always exceeds the transit time per element. In order to obtain an appreciable increase in bandwidth, it is therefore necessary to divide the deflection line into a large number of elements each of which is very small. The capacitance and inductance becomes more or less distributed and in the limit the line becomes a zigzag line (fig. 1b). The practical limit of such a line is in the region of 1 GHz.

The zigzag line is not a line whose constants are perfectly distributed: because of the alternating change in the direction of propagation there is an appreciable coupling between adjacent turns, and this coupling may be taken as being responsible for the phase dispersion just mentioned. The dispersion is much smaller for a deflection line wound in the form of a helix (fig. 1c). It can in fact be made negligibly small and the bandwidth is then only limited by the transit time for a single turn. However, although the bandwidth that can be obtained in this way is very much greater than before, a new limitation appears: in order to make the phase dispersion sufficiently small the transverse dimensions of the line have to be reduced and this reduces the space available for the passage of the beam, and hence the maximum writing speed. Moreover, to increase the sensitivity, the deflection line has to be made longer by giving it more turns, but its losses at the higher frequencies cannot then be neglected. We thus find another, more sophisticated, relationship between the sensitivity, the bandwidth, and the maximum writing speed. We should also add that although making the deflection line longer increases the sensitivity, it reduces the useful area of the screen by intercepting the beam.

As a result, the four principal characteristics are linked by a figure of merit whose best value is usually obtained when a helical deflection line is used. A mathematical analysis of the problem shows that there are only two independent means of increasing this figure of merit: reducing the diameter of the spot or increasing the supply voltages on the tube electrodes. For the first case, it would for example be possible to reduce the distance between the screen and the deflection line; other things being equal, this would reduce all the dimensions of the image, including the spot diameter. If the sensitivity and the useful scan are expressed in terms of the spot diameter, these characteristics remain unchanged, but since the same luminous flux is distributed over a smaller area, the brightness is increased and hence the maximum writing speed.

In the second case, the length of the tube could for example be increased, with the main objective of increasing the useful area of the screen. Even though the tube will be longer, the spot diameter and the beam current can remain unaltered since the higher voltage reduces the effect of the space charge; nevertheless, the
Fig. 2. 5 GHz cathode-ray tube 50 D 13 BE, developed for the Direction des Applications Militaires du Commissariat à l'Énergie Atomique of the French government. This tube is used in the prototype of an oscilloscope referred to in this article (fig. 6) and also in a series of special-purpose oscilloscopes made by Société F.E.R.I.S.O.L. for the Commissariat à l'Énergie Atomique. Total length of tube 48 cm.

second approach never permits an increase in sensitivity.

A helical deflection line like the one discussed is used in the cathode-ray tubes 42 D 13 BE and 50 D 13 BE. The latter tube is shown in fig. 2, and the deflection line of the 42 D 13 BE is pictured in fig. 3.

We have mentioned earlier the influence of the ancillary circuits on the concept of the oscilloscope as a whole. One ancillary device whose influence is quite marked is the delay line which has to be inserted in the signal channel between the trigger circuit and the tube input to compensate for the delay introduced by the time-base circuits. This line should have a delay time of several tens of nanoseconds, i.e. a length of several metres. Even if the very best coaxial cable is used, its losses cannot be neglected when the bandwidth is of the order of 5 GHz. Taking these losses into account a well-defined transit time per turn is necessary for the deflection line of the cathode-ray tube in order to optimize the pulse response of the equipment. This shows how impossible it is to separate the study of the cathode-ray tube from the study of the circuits associated with it, if the best performance is to be achieved.

Problems connected with the associated circuits

The principal circuits that have to be associated with a cathode-ray tube to form a high-speed oscilloscope for real-time use are:

1) In the signal channel:
   A triggering coupler which serves to supply the synchronizing circuits with timing information related to the incident signal.
   A delay line whose function has been explained earlier.
2) Outside the signal channel:

A time-base circuit producing a signal for high-speed horizontal sweep.

An unblanking circuit which provides a pulse that switches the beam on for a time equal to that of the useful part of the sweep.

Synchronizing and trigger circuits for obtaining exact synchronization between signal, unblanking pulse and horizontal sweep.

The triggering coupler has to tap off a fraction of the energy of the incident signal, but it is important that it should not distort the signal, however fast it is. This condition can only be satisfied by a resistive type of coupling whose reponse is practically independent of frequency. Moreover, the amount of energy tapped off must be small enough not to introduce an appreciable reflection of the signal. A wide-band coupler designed at LEP is shown in fig. 4.

We mentioned earlier that the losses of the delay line have a marked effect on the response of the oscilloscope. These losses cannot be made negligible by increasing the cross-sectional dimensions of the cable, because it would then become too bulky. For cable of the highest quality the attenuation is mainly due to skin-effect losses and therefore varies as the square root of the frequency. Since the attenuation is of course proportional to the length of the cable, it follows that for a given attenuation the intrinsic bandwidth of the cable is inversely proportional to the square of its length. In the same way, the effect of the cable on the rise time of a pulse signal will be proportional to the square of its length. It can thus be seen that it is vitally important to keep the length of the delay line as small as possible, and consequently to reduce the triggering delay of all the circuits linked with the tube.

The time-base speed should be directly related to the bandwidth of the oscilloscope: for example, the accurate determination of a 100-picosecond leading edge requires a time-base speed of the order of 2 cm per nanosecond. This means that the time-base signal should have a slope of up to 150 V per nanosecond and a linear range of about 200 V. Classical time-base circuits are not capable of giving this kind of performance and new techniques have to be brought into play. A method used at LEP consists in forming a high-voltage step with as steep a leading edge as possible, and then shaping this edge by means of a series of filters which permit different time-base speeds to be obtained. The voltage step can be generated by ultra-high-speed switching circuits using avalanche transistors. This method allows extremely high slopes to be obtained at sufficient amplitude. A time-base generator based on this principle is shown in fig. 5.
The introduction of the filter increases the delay of the time-base signal, and this delay becomes more pronounced as the desired time-base speed is reduced. Now we saw earlier that this delay should be kept within reasonable limits to avoid limiting the bandwidth of the oscilloscope. This explains why only high time-base speeds can be obtained in this way: unless oscilloscope should have, at the highest speed, an amplitude of about 150 volts, and a flat top of about 1.5 nanoseconds duration with leading and trailing edges of the order of 0.5 nanosecond. Special precautions have to be taken in transmitting such a pulse to the control grid of the cathode-ray tube: in fact, in the region of the maximum writing speed, any accidental

![Fig. 6. Experimental oscilloscope with a bandwidth of 5 GHz.](image)

extra circuits of classical design are included to give low time-base speeds, a high-speed real-time oscilloscope only has a limited range of speeds.

Associated with fast time-base speeds is the necessity of producing very short beam-switching pulses with a very steep leading edge. By way of example, the beam-switching pulse for the cathode-ray tube of a 5 GHz overshoot of the unblanking pulse results in an unacceptable modulation of the intensity of the trace. It is also important to avoid any coupling between the beam-switching circuit and the deflection circuits of the tube.

It is obvious that the synchronizing circuits should be capable of exceptionally accurate triggering. We
have spoken earlier of time-base speeds reaching 2 centimetres per nanosecond. On the other hand, the thickness of the trace on the screen is always very small, a typical value being 50 μm. If the maximum accuracy corresponding to this trace thickness is to be obtained, it can be seen that the maximum error in the triggering should be of the order of 2 picoseconds. Since there is a limit to the repetition rate of the time-base circuits, it is also necessary to introduce scaling circuits if it is desired to examine signals with very high repetition frequencies (several GHz). These various requirements, including the short delay time specified, result in synchronizing or triggering circuits that are much more complex than in classical oscilloscopes.

Conclusions

We have briefly discussed the varied problems encountered in the design of a high-speed oscilloscope for real-time operation, and described the close interplay between them. The solution of these problems requires the existence and close cooperation of a team whose expertise ranged over fields as widely separated as vacuum physics, electron optics, and thermionic-valve techniques on one hand, and ultra-high-speed pulse techniques and microwave circuits on the other. The fact that LEP was able to build up a close-knit team with these capabilities has led to the production today of a prototype 5 GHz oscilloscope that has no equivalent anywhere else on the world market, and has already been found extremely useful at these Laboratories. This oscilloscope is shown in fig. 6. An oscillogram of two closely-spaced pulses recorded by the equipment is reproduced in fig. 7.

With the progress made in the last few years the real-time oscilloscope has become a measuring instrument which is indispensable in the study of the many transitory phenomena which are found in the various branches of modern science.

Summary. Since real-time amplification is not yet practical for signals of less than 1 ns duration, these signals can only be displayed by applying them directly to the cathode-ray tube of the oscilloscope. The cathode-ray tube must at the same time have large bandwidth, high sensitivity, high definition and a maximum writing speed high enough to permit the display of a very fast non-recurrent signal. The high-speed time-base circuit and the synchronization and unblanking circuits raise problems which are not encountered in conventional high-speed oscilloscopes and require new solutions.

Method for growing single crystals of cuprous chloride

J.-J. Brissot and A. Lemogne

Cuprous chloride CuCl in its cubic modification shows a strong Pockels effect, and for this reason is an interesting material for making electro-optical modulators in a spectral region extending from 0.4 to 20.5 microns.
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It solidifies at 422 °C, but at this temperature a hexagonal wurtzite structure is formed, which changes into the cubic blende structure at 407 °C [1]. Since the phase transition takes place in the solid state, it is extremely difficult to obtain a cubic single crystal of useful dimensions from a pure melt [2]. It is therefore necessary to
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It solidifies at 422 °C, but at this temperature a hexagonal wurtzite structure is formed, which changes into the cubic blende structure at 407 °C [11]. Since the phase transition takes place in the solid state, it is extremely difficult to obtain a cubic single crystal of useful dimensions from a pure melt [12]. It is therefore necessary to

prepare this crystalline form at a temperature below 407 °C.

Since the material should have high optical transparency, it is essential to obtain it in the purest possible form. Commercial cuprous chloride, usually supplied in powder form, contains cupric ions. These are removed by dissolving the material in concentrated pure hydrochloric acid and selectively precipitating CuCl by dilution with de-ionized water, in which it is relatively insoluble. The white precipitate obtained is washed in acetone and then dried in a vacuum at room temperature. The product is then subjected to fractionated sublimation in a vacuum of \( \leq 10^{-5} \) torr. After melting the condensate in an atmosphere of pure argon, a vitreous colourless mass is obtained which can straight away be used for preparing the single crystals.

Among the various methods of preparing single crystals at a temperature lower than their melting point, the flux method is of particular interest [3].

In the Bridgman method a crystal can be grown from a cuprous-chloride solution using a minimum flux concentration in order to keep the melting point lower than 407 °C.

We have adopted a somewhat different method which makes it possible to work at a considerably lower temperature, thus reducing the thermal stresses generated in the crystal.

The eutectic mixture CuCl(0.65 mol)-KCl(0.35 mol), whose melting point is 130 °C, is prepared and a small quantity is placed at the bottom of a tapered quartz tube. A cylindrical piece of polycrystalline CuCl is placed on top of the eutectic mixture and the tube is sealed at a pressure of 400-500 torr of pure argon. By means of a heating coil made from a few turns of resistance wire the eutectic-CuCl interface is heated to a temperature close to 200 °C; the eutectic mixture melts completely and dissolves a small quantity of CuCl. The quartz tube is then lowered into the coil at the rate of 0.2 mm/h, enabling the flux to diffuse freely at the level of the crystallization interface, while the molten solvent zone moves up the rod. A single crystal of CuCl of high optical transparency gradually forms from the tapered end of the tube (fig. 1). In the same way a single crystal seed with a particular crystallographic orientation can be placed at the bottom of the tube, with a eutectic pellet above it, and above that a polycrystalline rod of CuCl.

The application of this method, in which the molten solvent zone is displaced, enables single crystals of cubic CuCl to be prepared at low temperature and with low thermal gradients. Crystals of diameter greater than 10 mm can be prepared.

Since CuCl is very sensitive to moist air, the single crystals must be protected from it during use. Gallium arsenide crystals, which are chemically very stable, are therefore generally preferred at present for the modulation of infra-red radiation mentioned in the introduction.

Summary. CuCl has a transformation point below its melting point (422 °C). Single crystals of the cubic form, which is stable at low temperatures, can therefore be grown only at temperatures well below the melting point. This has been achieved by means of a flux method in which a molten solvent zone is displaced through a bar of polycrystalline CuCl.

J.-J. Brissot and co-workers at the Laboratoires d’Electronique et de Physique Appliquée have investigated the preparation of single crystals by applying a variety of production processes: Czochralski’s method (C), the floating-zone method (Z), the Bridgman method (B) and the travelling solvent zone method (S).

The photograph shows a number of specimens that have been grown; the largest crystal shown (No. 16) is 18 cm long.

1. Germanium (C)
2. Silicon (C)
3. Indium antimonide (C)
4. Indium arsenide (C)
5. Cadmium telluride (B)
6. Mercury telluride (B)
7. Gadolinium (Z)
8. Cuprous chloride, CuCl (S)
9. Neodymium-doped calcium tungstate (C)
10. Pure calcium tungstate (C)
11. Uranium-doped calcium fluoride (B)
12. Pure calcium fluoride (B)
13. Neodymium-doped yttrium aluminium garnet (C)
14. Pure yttrium aluminium garnet (C)
15. Three germanium dendrites (C modified)
16. Single-crystal strip of germanium (C)
Photoelectric solid-state devices
and the perception of images in the infra-red

F. Desvignes, J. Revuz and R. Zeida

Introduction

It is generally realized nowadays that the observation of images in that part of the infra-red region of the spectrum in which objects at normal temperatures radiate strongly, namely from 3 to 30 microns, is of considerably practical interest. This region can be used for military applications, some of which are fairly obvious, as well as for numerous scientific, medical and technical purposes.

For many years now, this problem has been investigated at LEP in a number of different ways. The problem is very different from that of image perception in the ultra-violet, visible and even near-infra-red regions (up to 2 µm) so that it will be useful to briefly recall here its essential points. At ordinary temperatures, bodies emit approximately 150 watts per square metre and per steradian (or 10^22 photons per m^2 sr s). Less than 2/1000 of this power — or fewer than 3 photons per million — is found in the wavelength region lower than 3.2 microns; if the threshold is raised to 5.5 microns, then one obtains 2% of the power and 0.2% of the photons, and with a threshold at 12 microns these figures become approximately 25% and 15%. These wavelengths have not been chosen arbitrarily: they correspond to the thresholds of the photoelectric materials indium arsenide (3.2 µm), indium antimonide (5.5 µm), mercury-doped germanium and cadmium-mercury telluride (both 12 µm). It should be recalled that the atmosphere has pronounced absorption bands between 2.6 and 2.8 µm, between 5.5 and 7 µm and beyond 14 µm.

Another important point is that in an almost isothermal enclosure, such as a closed room, the contrasts in the infra-red scene are very low. The relative emission difference between two bodies at different temperatures is at a maximum if they are "black bodies" and depends only on the difference between their respective temperatures. If the total emitted energy is considered, this relative difference is 1.3% for a temperature difference of 1 °C. When it is recalled that the minimum luminance difference perceptible to the eye (in the visible spectrum) is 1.2%, and realized that for the majority of applications it is desirable, for example, to perceive temperature differences of 0.1 °C, it will be appreciated that the instruments required must have a differential sensitivity which is 10 to 20 times better than that of the eye. There is a further difficulty caused by the fact that the image to be observed must be produced by an infra-red optical system whose relative aperture and transparency are rather limited and that, unless special precautions are taken, the low-contrast image provided by the objective will be swamped by the ambient radiation. The precautions in question consist in protecting the photoelectric body by non-radiating (i.e. absorbing and cooled) screens.

The most natural course — which is also the most ambitious — is to try to use in the infra-red the solutions which have proved best in the visible region of the spectrum, i.e. to produce vidicons; successful attempts along these lines are described in another article in this issue [1]. So far these attempts have led only to the production of tubes whose photoelectric threshold does not exceed 2.5 µm and which are not capable of detecting bodies whose temperature is lower than 400 °K.

Theory and practice show in fact that with a normal television standard the target must supply 10^10 photoelectrons per second or 1 nA to give a detectable signal, and 10^12 photoelectrons per second or 0.1 µA to give an acceptable picture with 40 or 50 levels of contrast. With a quantum efficiency equal to 1 and an optical system whose aperture is equal to f/2 (cf. [2]), calculation shows that this last condition can only be satisfied for a scene at normal temperatures if the threshold is beyond 3 microns.

On the other hand, there is a drawback in choosing a threshold which is too high, for the signal is then so large that there is a risk of it exceeding the capacity of the target to store information (maximum current: several tenths of a microampere). If the threshold is at 5.5 µm, the radiation at ordinary temperatures contains 500 times more useful photons than at 3.0 µm. In order to prevent this excess it is necessary to use a cold diaphragm with an aperture equal to f/40, or to use a target whose quantum efficiency is only 2/1000. These things are not impossible to achieve but technical difficulties arise when it is necessary to detect very...
weak contrasts corresponding to temperature differences of several tenths of a degree in the vicinity of 20 °C. It can be shown that these difficulties are reduced if thresholds lower than 5.5 µm are used, because the contrast is then slightly better.

With these considerations in mind we undertook a detailed study of the technology of P-N junctions, first of InSb (threshold about 5.5 µm) and then of InAs (threshold about 3.2 µm); our aim was not to produce photodiodes but camera tubes of the type described in reference[1], with a target consisting of a mosaic of P-N junctions. As will be seen, the results obtained are perhaps too good for the production of photodiodes but not quite good enough for the targets of camera tubes. An alternative and well-known method of observing infra-red images uses a single detector with a small sensitive surface and a high response speed. By sweeping the two-dimensional infra-red image past this detector in two directions in accordance with a certain scanning code by opto-mechanical means, the image is analysed dot by dot. Systems of this type are described in this issue[3] and possess the great advantage that they completely eliminate those faults in the final image which are due to local variations in the target sensitivity. However, they are restricted in their space- and time-resolving power by the high speed which they impose on one of the two mechanical movements required for scanning.

We now believe that a solution halfway between the two preceding methods may prevail in the next few years. This solution consists of using a linear array of single-element detectors (a “cell-strip”) in a system with only one mechanical scanning movement. Its advantages over the two methods described above are threefold, namely, the sole remaining mechanical movement can be relatively slow, the problem of storing the photoelectric information in the target no longer occurs in certain cases, and local sensitivity variations can be compensated in a relatively simple way. The “cell-strip” of very high quality indium-antimonide photodiodes, developed and produced by LEP, is, like the InAs and InSb photodiodes themselves, a by-product of the work done during research on television camera tubes.

While it is of advantage in the case of television camera tubes to use a photoelectric target whose threshold is not too far into the infra-red (situated at about 5 µm), is it preferable with single-cell detector systems to have a detector whose threshold is farther in the infra-red since it is better to receive as large a signal as possible. The designers have still not decided whether to choose detectors which are sensitive up to 12 µm or up to 5.5 µm, the relatively modest benefit given by the first (minimum detectable temperature difference 3 to 4 times smaller) being offset by more complicated cryogenic problems and therefore increased cost. In any case, the lower the temperatures of the scenes to be observed, the greater the importance of the larger wavelengths.

**Conditions to be satisfied for the target of the camera tube**

The charge-storage effect used in television camera tubes whose target consists of a mosaic of P-N junctions requires these junctions to possess very definite properties (see article [1]). These properties are the following:

a) very low dark current,
b) break-down voltage as high as possible,
c) high capacitance per unit area.

The theory of the P-N junctions, borne out by experiments made here, underlines the importance of certain electronic and geometric parameters, affecting the production of junctions with the required properties. Thus:

1) The dark current can be considered as consisting of two terms: one depending on bulk effects in the semiconductor, the other on the surface properties. The current due to bulk effects will be small if the lifetime of the minority carriers is high, if the thickness of the depletion layer is small and if the concentrations of the dopants are sufficiently high. The contribution due to surface effects will be relatively small if the number of impurity ions and atoms per unit area that act as recombination centres is small. Moreover, the crystal quality of the semiconductor can be responsible for a high dark current; in fact, defects such as dislocations, grain boundaries, vacancies, etc. are the origin of local break-downs in the neighbourhood of a junction.

2) A high break-down voltage and a thick depletion layer are related to a low concentration of impurities in the most lightly doped zone. Indeed, the electric field existing there must not exceed a value which is characteristic of each semiconductor material and for a given break-down voltage the field will be less for greater thickness.

3) High capacitances permit the storage of considerable charges for a given voltage change. The capacitance of the junction is linked to the thickness \(d\) of the depletion layer by the equation:

\[
C \propto d^{-1/n},
\]

in which \(n\) equals 2 or 3 depending on the type of junction (abrupt or gradual).

4) The photoelectric sensitivity of the junction is of less importance in the problem which concerns us, since it is possible to make do with very low values if the photoelectric threshold is situated appreciably beyond 3 \( \mu \text{m} \). Thus the detection qualities of the junction will not be a vital point in a pilot study.

When all these points are taken into account it is seen that the above important parameters must satisfy conditions which are sometimes contradictory. In particular, the concentration of impurities in the semiconductor will have to be sufficiently high to increase the capacitance value and decrease the intensity of the dark current without, however, reducing the breakdown voltage of the junction to excessively low values or influencing too strongly the life-time of the minority carriers. The choice of the parameters mentioned with III-V compounds is further restricted at the present time because it is not possible to obtain sufficiently pure crystals (indium antimonide: minimum concentration of majority carriers \( 10^{14} \text{ cm}^{-3} \); indium arsenide: \( 2 \times 10^{16} \text{ cm}^{-3} \)).

Technological problems raised by the making of InSb and InAs junctions

Numerous technological problems are encountered at various stages when making P-N junctions of III-V compounds. They start with the sawing, cutting and polishing operations. InSb and InAs are very fragile materials, so it was necessary to develop special mechanical methods to avoid disturbing the crystal structure of the semiconductor excessively. The various cleaning and etching processes which follow the mechanical operations demand particular care; chemical agents were chosen after numerous tests designed to find the best results. In spite of all the precautions taken, additional cleaning is necessary as a final operation for InAs in order to obtain the surface condition which is indispensable for the success of subsequent operations; a mechanical polishing operation with chemically active substances has been found suitable.

The diffusion process used to obtain the two regions of different conductivity on either side of the junction must prevent both the loss by diffusion of the most volatile component and the introduction of impurities into interstitial sites in the crystal structure of the atom.

These problems are not completely understood but lengthy experimentation has made it possible to apply the method of diffusion from the vapour phase using the elements zinc and cadmium and to define operational conditions such that junctions made from the diffused wafers have optimum characteristics.

The ohmic contacts with the \( N \) and \( P \) regions are made using different alloys one of whose constituents should preferably be indium. Special precautions are taken
to ensure that contact with the diffused layer is sharply localized. This means that only the area of the joint must be submitted to the necessary heating.

In order to limit the junction area to the required value and to remove (by chemical means) most of the surface defects of the crystal in the region where the junction reaches the free surface, an etching operation is needed. The process has been worked out in detail and leads to almost complete elimination of the contaminated zone.

Since the junction in this state is particularly sensitive to the environment, it must be immediately inserted in an air-tight enclosure serving also as a cryostat. This set-up is necessary for the use of detectors which have to operate at temperatures very much lower than ambient. To facilitate the diode assembly operations and also to improve the diode's reliability, surface-passivation research, chiefly concerned with InAs junctions, was done at LEP and enabled a suitable method to be adopted.

**Characteristics obtained**

Indium antimonide and indium arsenide behave differently in one important respect: while indium-arsenide P-N junctions can be used at ambient temperatures, indium-antimonide P-N junctions can only operate at temperatures below -150 °C. Consequently, the results reported below refer to InSb junctions cooled to 77 °K and to InAs junctions kept at the following three temperatures: 300 °K, 196 °K and 77 °K.

The change of the current-voltage characteristics of the InAs P-N junctions with temperature has clearly shown the importance of etching and of passivation of the junction, and also has given an indication of the kind of residual vapours present in the cryostat enclosure.

The current-voltage curve of an InSb junction is shown in fig. 1, while fig. 2 shows three curves for an InAs junction. The maximum reverse voltage (breakdown voltage) is of the order of 4 to 5 volts in all four cases. For a given range of voltages corresponding to reverse-polarization operation of the diodes, the capacitance is inversely proportional to the cube root of the voltage applied. Typical capacitance values per unit area at zero voltage are 7 nF/cm² for InSb diodes and 12 nF/cm² for InAs junctions.

The photoelectric current-voltage curves obtained when the photodiode was held at 77 °K and exposed to the radiation of a black body at 300 °K are given in fig. 3 for InSb and for InAs. The spectral sensitivity curves for InSb and InAs junctions (the latter at different temperatures) are reproduced in fig. 4.
The specific detectivity was calculated from measurements performed using radiation from a black body at 500 °K modulated at 500 Hz. The following results were obtained:

- $45 \times 10^8$ W$^{-1}$ cm Hz$^{1/2}$ for InSb (77 °K),
- $8 \times 10^8$ W$^{-1}$ cm Hz$^{1/2}$ for InAs (300 °K),
- $50 \times 10^8$ W$^{-1}$ cm Hz$^{1/2}$ for InAs (77 °K).

Fig. 5 shows a section through the photodetector assembly.

**Linear arrays of photodiodes (cell-strips)**

A few remarks should be made about the design of the linear arrays of photodiodes mentioned in the foregoing. In one case, which is presented here as an example, a row of 40 P-N junctions is spread out over a distance of 20 mm (fig. 6) and each of the junctions is connected individually to an external circuit. The individual photodiodes have a sensitive area of 0.4 x 0.4 mm and the mean current-voltage characteristic with ambient illumination is shown in fig. 7. The envelope, of glass and metal, includes an internal cooling device and a crown of 40 insulating passages as shown in fig. 8. Fig. 9 is a photograph of the device shown diagrammatically in fig. 8. Under the window can be seen the cold diaphragm with an oval aperture and behind this is mounted the cell-strip with 40 indium antimonide photodiodes; the electrodes are visible around the circumference; on the left, the tube in which a Joule-Thomson expansion valve is inserted to produce liquid nitrogen from compressed nitrogen at ambient temperature.

If these P-N junctions are illuminated by a body at room temperature and the short-circuit current is measured, differences not exceeding 15% of the mean current value will be observed between the diodes.
Summary. Pick-up tubes are available nowadays for optical images formed by visible or ultra-violet radiation, but there is no really satisfactory device for scanning images formed by thermal radiation at ordinary temperatures. The various aspects of the problem and the requirements which it imposes are examined. The article describes the work which has been done in attempting to solve the problem by using the photoelectric properties of junctions made of monocrystalline indium antimonide and indium arsenide; a brief description is given of the techniques developed and the results obtained. A method is discussed in detail in which a linear array of a number of InSb photodiodes (say 40) is used. In this case mechanical scanning in only one direction is required; one version of a pick-up tube based on this principle and made in the LEP is described.
Introduction

Television camera tubes employing the principle of charge storage have nowadays completely superseded opto-mechanical scanning devices in the visible part of the spectrum. Their use in the infra-red however is a more difficult matter.

To clearly illustrate these difficulties, we must first recall the principles underlying the construction and operation of such camera tubes. We shall take as our example a vidicon-type tube with a photoconductive target as shown schematically in fig. 1. The target consists of a thin photosensitive layer whose front face, the one which receives the light, is covered with a transparent film which is a good conductor of electricity. The back face is scanned with a low-velocity beam of electrons which is deflected and focused by electric and magnetic fields. On striking this face, the electron beam brings it to the potential $-V_b$ of the cathode (the front face being at zero potential), and the sensitive layer, of thickness $d$ and dielectric constant $\varepsilon$, stores a charge of

$$Q = CV_b = \frac{\varepsilon}{d} V_b$$

per unit surface area. Between two scans by the electron beam, the charge leaks away via the transverse resistance of the layer whose value per unit area is:

$$R = \frac{d}{\sigma},$$

where $\sigma$ is the conductivity of the material, which increases in proportion to the incident light level.

For the tube to operate it is essential that in darkness the time constant $RC$ of the discharge is large in relation to the period $\tau$ of the scanning cycle. This condition is written:

$$\frac{\varepsilon}{\sigma} \gg \tau.$$  

Assuming that the material has a dielectric constant which is equal to that of free space ($8.85 \times 10^{-12}$ Fm$^{-1}$) and that the scanning cycle takes $\tau = 4 \times 10^{-2}$ second (frame frequency 25 Hz), it will be seen that $\sigma$ must have a value less than $2.2 \times 10^{-10}$ (Ohm)$^{-1}$. A value as small as this can only be obtained with semiconductors. In these materials the conductivity is related to the effective concentration $N$ of the electrons in the permit-
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on the other hand, layers of a microcrystalline or powdered nature result in very low apparent conductivities but at the cost of undesirable side effects (unfavourable rise times, fatigue and hysteresis).

An attempt to overcome the difficulties encountered can be made by going back to a microscopically homogeneous photoconductive substance but in the form of a P-N junction mosaic produced on a monocrystalline substrate. The charge-storage effect in such junctions has been studied in detail \cite{1}\cite{2}, and we shall merely outline its principles.

Under reverse bias a semiconductor P-N junction can be represented by the equivalent diagram shown in fig. 2. The capacitance $C$ depends on the voltage $V$.

![Fig. 2. Equivalent circuit diagram of a P-N junction which is charged by an electron beam acting as a switch $S$.](image)

When the scanning beam passes over the P-N junction, it gives to the capacitor a charge $Q$ which, between successive sweeps of the beam, drains off via the two current generators $i_{ph}$ and $i_p$. These represent respectively the photoelectric effect and the parasitic currents (dark current, surface leakage). If, as a first approximation, we ignore the effect of the current generator $i_p$, then the current flowing in $R$ during the next scan and corresponding to recharging the capacitor will produce a voltage pulse whose area is proportional to the integral of the illumination received by the junction between the two scans.

The capacitance of the junction per unit surface area is almost independent of the temperature and is determined by the properties of the space charge layer separating the $N$ and $P$ regions. On the other hand, $i_p$ changes rapidly with the junction temperature and with the energy gap $\Delta E$ of the semiconductor.

Since the maximum time during which the stored charge is retained is in fact equal to $Q/i$, there is, as in the case of the photoconductive layer, a condition linking the operating temperature to the threshold of detection. Using relations and data given earlier, it can be expressed by the equation:

$$\lambda_b T \ll 395 \mu \text{m} \cdot \text{K}.$$  

It will be seen that this condition is less severe than that relating to the photoconductive target since it theoretically permits operation at an absolute temperature which is twice as high.

Targets of two types developed at LEP and based on the above considerations, will now be described.

**Polycrystalline photoconductive target**

Point detectors with a polycrystalline photoconductive layer and operating between 77 °K and 300 °K have been in existence for some time now. The compounds used are chiefly thallium sulphide, the lead sulphides, lead selenide and lead telluride \cite{3}. The sensitive elements generally consist of very thin layers deposited on an insulating substrate and bounded by two electrodes several mm apart; their overall impedance at operating temperature is between $10^4$ and $10^8$ ohms. However, the use of such compounds in the form of thin layers operating in the direction of their thickness to form electrical images is much more difficult because of their relatively low resistivity. Pure lead sulphide, for instance, has a resistivity of the order of $10^4 \ \Omega\cdot\text{cm}$ and would not make a suitable target for a picture-scanning tube since its charge storage times are incompatible with normal scanning frequencies. This drawback will become less and less significant, however, if the resistivity of the microcrystalline photoconductor can be increased to values higher than $10^{12} \ \Omega\cdot\text{cm}$.

**Production of the target**

One possible way of obtaining photosensitive layers that meet the condition just mentioned is to introduce oxygen into the lead sulphide lattice. This can be done either by oxidizing lead sulphide or by sulphurating lead oxide \cite{4}. The latter process, which has been developed by LEP, is by far the more flexible of the two and enables the resistivity and spectral range of the photoconductive layer to be controlled over a sufficiently wide range. It should however be noted that any increase in the resistivity, which varies with the quantity of oxygen present, is

\cite{4} Similar principles have been applied in the "Plumbicon" camera tube with improved red sensitivity.
obtained at the cost of response at the higher wave-
lengths. A satisfactory compromise consists in cooling
the sensitive layer to the temperature of liquid nitrogen.
A lightly doped silicon disc forms a suitable substrate
for the layer; in fact, being an electrical and thermal
conductor, it serves as a signal electrode for the tube,
while at the same time it transmits the cold required
to cool the layer; moreover, it acts as a filter for the
short wavelengths which are generally undesirable for
observation in the infra-red.

Preparation of the sensitive layer [5][6] consists in
raising the silicon disc to a temperature of 120 °C and
depositing on it a layer of pure lead oxide with a thick-
ness of 12 to 15 microns in a vacuum of approximately
10⁻² torr. The disc with the deposit is then transferred
to a reaction chamber which is first evacuated and then
connected to a source of very pure gaseous hydrogen
sulphide. By controlling the temperature, the pressure
of the H₂S and the moment at which the reaction occurs,
the characteristics of the lead oxysulphide formed are
adjusted in such a way that the operation of the
target when placed in a vidicon-type tube is optimal.

*Characteristics*

The spectral sensitivity curve of a photoconductive
layer obtained in the above manner is shown in fig. 3.
The peak in the sensitivity at about 0.9 micron is
probably due to the transfer of carriers from the silicon
to the layer of lead oxysulphide.

A target of this kind when cooled to 77 °K and
scanned in accordance with the conventional 625 line
standard is able to detect objects at a minimum tem-
perature of 130 °C (403 °K) with a sensitivity of 2 °C
if the camera tube is equipped with a fluorite optical
system with an aperture of f/4.

The *minimum detectable power* found by progressive-
ly attenuating by means of neutral density filters the
radiation from a tungsten filament at 2830 °K, is about $6 \times 10^{-6}$ W per cm$^2$. Fig. 4 gives an indication of the definition of the infra-red picture obtained when aiming the camera tube at a photograph.

Owing to the microcrystalline composition of the photoconductive layer, there is a time constant, though not a very large one, that affects the response when the light signal decreases, and a slight after-image is observed with high illumination. This after-effect corresponds to a value much lower than 5% of the residual signal after a 200 ms blocking pulse.

**P-N junction mosaic**

We now give a description of a target using the photovoltaic effect and based on the considerations outlined in the introduction.

*Production of the target*

The target consists of a mosaic of $P$-type regions formed upon a thin substrate of $N$-type germanium. The successive stages in manufacture can be summarized as follows:

a) cutting out, grinding, polishing and cleaning of the germanium substrate (diameter 25 mm, final thickness 250 $\mu$m);

b) deposition of a mosaic of indium dots on one face of the substrate by evaporating through a metal grid in a high vacuum;

c) alloying the indium to the germanium in a hydrogen atmosphere;

d) electrolytic etching of the junctions thus formed;

e) filling up the grooves separating the junctions with an insulating material so that the electrons of the scanning beam do not have direct access to the $N$-type zone.

The resultant structure is a mosaic of photodiodes at 50 $\mu$m between centres (side of cell 35 $\mu$m, space between cells 15 $\mu$m). With a picture size in the proportion of 4:3 this gives a definition of 300 lines with 400 dots per line.

Fig. 5 shows an example of the electrical reverse characteristics of the junctions as a function of temperature. It is seen that the lower the temperature, the less clearly the breakdown voltage is defined and the smaller the useful voltage range becomes. At very low temperatures, this effect limits the permissible potential difference between the target and the cathode of the tube to a few volts.

**Characteristics**

The detection characteristics of a photodiode operating in a charge-storage mode obviously vary with the operating conditions (i.e. temperatures, frequency and associated optical system). The measured values which are given below were obtained under the following conditions:

Target temperature: 77 °K (boiling point of liquid nitrogen).

Frame frequency: 50 Hz.

Objective: made of fluorite with a maximum relative aperture equal to $f/4$.

It should be mentioned that the operating temperature was chosen for reasons of convenience; in fact, the tube operates satisfactorily at any target temperature below 170 °K.

1) Spectral sensitivity

Fig. 6 shows that with such a mosaic it is only possible to obtain pictures in a fairly narrow spectral zone centred on 1.5 $\mu$m. The shape of the spectral sensitivity curve and the position of the detection limits in...
the spectrum are easily explained. At ordinary temperatures the photoelectric threshold of germanium is 1.9 \( \mu m \); since the energy gap of the material increases when the temperature decreases, the detection threshold drops to 1.7 \( \mu m \) at 77 °K. The shape of the curve on the lower side of 1.5 \( \mu m \) is determined on the one hand by the rapid increase of the absorption coefficient of germanium with photon energy and on the other by the short life-time of the carriers at low temperatures. The diffusion length of the holes is much smaller than the thickness of the germanium layer so that when they are released near the front face by radiation of short wavelength (i.e. by radiation which is totally absorbed in a thin layer of the material), they recombine before reaching the junctions. Consequently, the only carriers which can contribute to the signal are those created near the junctions by photons penetrating sufficiently deeply into the germanium.

When the observed scene is illuminated by a source with a high colour temperature, this absence of sensitivity at short wavelengths is a drawback since the tube only utilizes a fraction of the energy radiated by the source. On the other hand, if the objects concerned are warm objects detectable by their own radiation, the loss of overall sensitivity is insignificant as long as the wavelength of the emission maximum of the radiating body remains much higher than 1.7 \( \mu m \) (\( T \ll 1400 °C \) or 1673 °K for a black body). It should be noted that in any case this behaviour of the target is conducive to obtaining a clear image whose sharpness depends only on the distance between the centres of the mosaic dots and the diameter of the scanning spot. One reason for this is, that observation in a narrow spectral band makes it easier to design and manufacture achromatic objectives of large aperture, and another is that since carriers created at a large distance from the junction are not collected, there is no danger that lateral diffusion of these carriers will introduce any haziness into the picture.

The selective nature of the spectral sensitivity curve is illustrated by fig. 7. The first exposure (a) was made in visible light with a normal emulsion; the second (b) shows the picture obtained on the screen of the receiver when the subject is “illuminated” by an infra-red source. At 1.5 \( \mu m \), water in liquid form gives an intense absorption band; it is the quantity of moisture in the skin, the hair or the clothing that determines the contrasts.

2) Minimum detectable energy

The minimum detectable energy was measured by progressively reducing by means of neutral filters the radiation of a tungsten filament heated to 2830 °K. With this light source the target illumination corresponding to a picture which is not distinguishable from its background is about 5\( \times 10^{-8} \) W per cm².

3) Minimum detectable temperature

The minimum detectable temperature depends on the objective used. With a relative aperture of f/4.5, it is possible to obtain a picture of a black body raised to a temperature of 180 °C (453 °K). This limit is lowered to 150 °C (423 °K) if an objective with an aperture of f/1.5 is used, this being the maximum value that the aperture can have in view of the geometry of the tube.

4) Resolving power

To measure the resolution the image of a test pattern consisting of alternate black and white parallel bands is projected on to the target. The resolution limit is a function of the relative orientation of the scan, the bands in the test pattern and the grooves in the mosaic. Generally speaking, interference between these regular structures produces moiré effects which prevent the resolution from being isotropic. The curve in fig. 8 was obtained by orientating the diagonal formed by the square islands on the mosaic parallel to the line-scan direction and arranging the lines of the test pattern perpendicular to this same direction. If allowance is made for the imperfections of the pattern projector used, i.e. for the contrast transfer function of this instrument, the curve is in good agreement with the predicted result.

Structure of the tubes used

It is useful to give a brief description here of the tube developed at this Laboratory for use with the targets which we have just described.
Fig. 7. The same subject, (a) photographed with visible light on a standard emulsion, (b) as shown on the screen when illuminated by an infra-red projector and viewed with a television tube equipped with the mosaic target. The information conveyed by method (b) is rather different from (a).

Fig. 8. Resolving power of the mosaic of photodiodes, for reproduction of a test picture with black and white stripes spaced at a distance \( \Delta \) between centres, the relative orientation of mosaic, test picture and scan being as shown in the inset. The measured contrast \( C \) between the light and dark stripes is plotted as a function of \( \Delta \). Moiré effects occur in the shaded region.
In general outline, the structure (fig. 9) is that of a vidicon, i.e. a thermionic cathode combined with an electronic optical system capable of focusing and collimating low-velocity electrons and a target receiving the infra-red picture on the face away from that exposed to electronic scanning. A set of external coils, which are not shown, supply the fields for focusing and deflection. The differences between the structure of this tube and that of the conventional vidicon are those made necessary by the need to cool the sensitive surface and to shield it from the thermal radiation of the cathode.

The electronic optical system

The electronic optical systems at present used in vidicons are unsuitable when the spectral sensitivity range of the tube extends into the infra-red, since these systems allow the target to "see" the cathode; the energy radiated by the latter would produce a haze on the image which is denser the greater the sensitivity. In the case of a mosaic consisting of germanium photodiodes, the sensitivity is in fact so high that the level of illumination corresponding to saturation would be greatly exceeded.

There are various devices which can be used to overcome this disadvantage. We have adopted the following. A diaphragm $D$ of small diameter ($0.4 \text{ mm}$) is placed at the entrance to the collimation chamber, a few centimetres from the cathode; an electrostatic lens placed between the triode assembly of the gun and this diaphragm forms on the latter the image of the crossover (the first focusing point for the electrons from the cathode). Thus the aperture of the light beam emerging from the cathode is limited without affecting the beam current. It is now sufficient to tilt the gun-lens assembly slightly (approximately $4\degree$) in relation to the axis of the tube to ensure that the light beam falls outside the sensitive surface. The electron beam is brought back into the axis of the tube by a fixed transverse magnetic field provided by the alignment coils; then it is refocused on the mosaic by the conventional axial magnetic field.

The infra-red television camera

The images obtained with the infra-red television camera developed at LEP are formed on the target of the tube by means of an objective made of fluorite provided with an anti-reflection coating. The objective is suitable for the 1.2-2.8 $\mu$m band, has a focal length of 10 mm and a maximum aperture equal to $f/4$. The
Fig. 10. Experimental demonstration of passive viewing in the infra-red.

(a) Two rods, of copper (left) and stainless steel (right), are heated to 450 °C on the underside.

(b) Where the temperature has fallen to about 150 °C along the rod, the luminance of the television picture falls sharply. The difference in thermal conductivity of the rods can be clearly seen.

scanning standard is 625 lines per image and 50 frames per second. This camera can use either of the two tubes described above; its electronic circuits are almost completely identical with those of a light-weight outside-broadcast camera developed at LEP for the O.R.T.F. These circuits, which are completely transistorized, include in particular a crystal-controlled time-base generator and perform all the amplification, scanning and power-supply functions which are necessary for obtaining a complete vision signal satisfying the standards of conventional television. The video signals can therefore be connected to a direct-viewing television receiver or, if desired, recorded on video tape for viewing at a later moment. The target is cooled with the aid of a two-stage Joule-Kelvin expansion valve [7] supplied with gaseous nitrogen (or argon) of high purity (a filter is incorporated in the camera) and at a minimum pressure of 100 bars.

An experiment on closed-circuit television was carried out with this camera equipped with a lead oxy sulphide tube. The infra-red picture (fig. 10b) of two metal rods (fig. 10a) of the same dimensions but of different materials heated to 450 °C (723 °K) at their base brings out the difference of thermal conductivity between these materials. The zone of decreasing luminance corresponds for both rods to a surface temperature of about 150 °C (423 °K).

Summary. The vast majority of modern camera tubes used for the visible part of the spectrum operate on the charge-storage principle. In the infra-red, because of the low individual energy of the photons, application of this principle runs into difficulties of both a fundamental and a technical nature. A brief examination of the physical aspect of this problem permits the establishment of relations between the target temperature and the spectral detection threshold; these relations differ depending on whether the photoconductive effect or the photovoltaic effect is considered.

This article discusses the technical aspects and behaviour of two types of target which have been developed: one is photoconductive and consists of a microcrystalline, macroscopically homogeneous layer of lead oxy sulphide (photoelectric threshold at 2.7 μm); the other is photovoltaic and comprises a mosaic of P-N junctions formed on a monocristalline substrate of germanium (photoelectric threshold at 1.7 μm).

Infra-red thermography equipment for medical applications

M. Jatteau

The work on “passive” infra-red television, originally directed towards military applications, has led to the development of cameras with opto-mechanical scanning. Once instruments of this type were available, the possibilities of — and problems with — this imaging technique for medical and industrial use could be examined. For example, a LEP camera with spiral scanning, operating in the spectral region of 4 µm [1], gave interesting images of the thermal radiation patterns of the human body [2] and allowed us to study methods by which the information gathered could be used to the best advantage.

The interest shown by the medical profession in the first thermography experiments encouraged us to consider the design of an equipment more suited to this type of application, and as a start we wished to investigate the experimental conditions which might be encountered in practice. For this purpose a thermography equipment was built at LEP to a design which had a number of features that enabled doctors to undertake a wide range of investigations. The instrument has a high thermal resolution, it can be used for plotting isotherms (to an accuracy better than 0.05 °C) and it can also operate in different spectral ranges (around 4 µm and 10 µm).

We shall describe this equipment and report on the experiments performed with it by the Radiology Service of the Hospices Civils de Strasbourg, which is specially equipped for thermographic examinations.

Discussion of basic design requirements

Whatever the method used, the infra-red television image is formed by transposing the wavelength of the radiation coming from the different elementary surfaces of a scene into the visible spectrum. Despite a certain analogy with ordinary television the situation is different, for the eye has no way at all of checking the image against the natural scene. The infra-red image can be used mainly in two different ways. In the first, the image should allow a detail in the scene to be identified or localized or just detected; to achieve this, the energy of the radiation originating from this detail and received by the infra-red television unit need only be different from the energy radiated by its surroundings. The detection may then possibly be active [3]. In the other — and this is the case in thermography — there is an additional requirement: the luminance variations in the image must represent the differences in surface temperatures. This latter condition determines the direction in which the equipment design should proceed; in this case we must distinguish in the total radiation received from each element of the scene that part which is not due to reflection but which the element emits on its own: only this part is directly dependent on its temperature [4]. The detection must therefore be passive.

The relationship between the energy of the emitted radiation and the surface temperature, i.e. the emissivity \( \varepsilon_s \) of the surfaces studied must also be taken into account and this can lead to the determination of a preferred spectral operating range. In the case of medical applications, the surface studied is the skin and according to certain authors [5][6] the healthy skin behaves like a grey body \( \varepsilon_s = a \) constant close to unity beyond 6 µm (fig. 1).

As far as we know, the “instant-view infra-red television” equipment in medical use up to the present operates in the spectral range around 4 µm (indium antimonide radiation detector). We wanted our equip-

---

\( \varepsilon \)

Fig. 1. Variation of the skin emissivity factor \( \varepsilon \) as a function of the wavelength (post-mortem sample) [6].

---
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ment to be able to operate at different wavelengths to allow comparison of the infra-red images obtained in each case.

The design requirements of the equipment were also governed by the technical objectives we had in mind: on the one hand, the equipment must permit us to determine the possibilities of thermography for different clinical applications and, on the other hand, it must allow us to define the characteristics required for medical observations.

In order to detect temperature differences of a few hundredths of a degree Celsius near ambient temperature, the measurements of the radiated power must be carried out with a relative precision of better than one thousandth. In practice this corresponds to the detection of very low energy differences (a few nanowatts).

The consequences of these conditions are as follows:

a) The detection must be carried out in the far infra-red. This conclusion is reached by considering the required resolution in space and time, the optical performance that is physically attainable, and the characteristics of presently available radiation detectors in this spectral range.

b) It is preferable to use point detectors. This avoids the disadvantages resulting from local non-uniformity of photosensitive targets or linear arrays of infra-red detectors.

c) The resolutions in space and time are necessarily limited since, for a given scanning system and a given detector, the value of the minimum detectable temperature difference is closely related to the product of the frame rate and the number of elements resolved in an image.

d) When a point detector is used, scanning of the scene is required and this should be achieved by optomechanical means.

e) It is preferable to place the mechanical deflection systems in front of any optical focusing system. This avoids aperture modulation of the infra-red beam intensity, which can be detrimental to the required temperature discrimination if the modulation depth is large.

The direct display of the infra-red images is a very useful possibility which we wanted to exploit. Display is obtained on the screen of a cathode-ray tube. For this purpose the frame rate must be at least equal to 1 Hz (because of the limited time constants of the long-persistence phosphors); quantum detectors rather than bolometers, for example, must be used to provide the fast response necessary for this frame rate and also to provide the spatial resolution required for medical applications, which is at least equal to 10^4 elements per frame.

The disproportion between the number of luminance steps which can be detected by an infra-red camera and the number of luminance steps observable on a cathode-ray tube screen suggests that the image should be restored for successive temperature ranges.

The amplitude non-linearity in the conversion of the infra-red radiation to visible light and the selectivity of the quantum detectors imply that the temperature measurements should be performed by comparison with calibrated radiation sources. A very interesting feature of the cathode-ray tube display is that such comparisons can be made directly on the screen.

These last two points led us to develop a device for plotting isothermal zones, like the contour lines of a geographical map.

Description of the thermography equipment

We shall now describe in some detail the equipment made at LEP, stressing the points touched upon in the preceding section.

The camera

1) Suitable quantum detectors.

The principal quantum detectors which are available in the far infra-red are summarized in Table I. The fourth column gives the specific detectivity, which expresses the r.m.s. signal-to-noise voltage ratio obtained per watt of radiant power per unit area of detector and for a bandwidth of 1 Hz, when measurements are made from a black body at 500 °K. The last column permits a comparison of the detectors with respect to their own contribution to the thermal resolution of a given camera in the region of T = 300 °K. The significance of the quantity listed here can be explained.

---

[3] Active detection is defined by the fact that the objects can be discerned, as in natural vision, by the radiation which they reflect or transmit and which originates from one or several sources illuminating the scene.
as follows. The minimum temperature difference that can be detected between two black bodies near a temperature $T$ by a camera using opto-mechanical scanning and a point detector is proportional to the product:

$$\frac{\sqrt{\Delta f}}{A} \frac{T}{\Omega \tau_1} \frac{1}{4\tau_2 D_\delta^*} \int \frac{dL}{d\lambda} \frac{d\lambda}{T}$$

(1)

The first factor $\alpha$ characterizes the camera: $A$ is the sensitive area of the detector, $\Omega$ the aperture angle of the camera with detector $D$, rotating prism $P$ and rocking mirror $F$. The relatively slow discontinuous motion of $F$ is achieved by means of a cam $C$ and only involves equipment which is relatively light and of small dimensions.

This system led to the use of a relatively large line-deflection prism, but this enabled us to place the drive motor inside the prism. The engineering of this element, achieved by mechanical milling of optical quality [10], is all the more remarkable in view of its size. The inclination of the “line” scanning prism indicated in fig. 2 is necessary to ensure that the angular vertical field scanned is divided into two equal parts by the horizontal plane. With this arrangement there is no occultation of the field of view by any fixed or mobile mechanical part and, therefore, no spurious modulation of the incoming radiation. The scanning distortion connected with this inclination is acceptable.

3) Optical focusing system.

The choice of the optical focusing system is partly determined by the following considerations.

The low temperatures required for the operation of the infra-red detectors for medical cameras are generally obtained by means of liquefied gases. Indeed, for these applications present cooling systems, however simple, are still too cumbersome (Joule-Thomson expansion [11] requires high-pressure compressed gas of high purity, and Stirling-cycle cryogenerators [12] are not entirely free of noise and vibration, while both systems require a certain amount of maintenance). Thus, the detector has to be placed in a cryostat. The dimensions of detector cryostats of sufficient capacity to ensure several hours of independent operation are generally

---

**Table I. Data for the principal available detectors.** The materials are used as photoconductors when not stated otherwise. The thermistor is listed solely for the sake of comparison since its time constant ($\sim 1$ ms) is unsuitable for the applications envisaged. Maximum values of $D^*$ for a field of view greater than 120° are given; $D^*$ may be increased for certain detectors by limiting the field of view by means of a cooled diaphragm (see P. W. Kruse, L. D. McGlauchlin and R. B. McQuistan, Elements of infrared technology; generation, transmission and detection, Wiley, New York 1963).

<table>
<thead>
<tr>
<th>Detector</th>
<th>Operating temperature in °K</th>
<th>Specific detectivity $D^*(500 , ^{\circ}K)$ in m W$^{-1}$ Hz$^{1/2}$</th>
<th>Limits of “effective” spectral band $\lambda_1$ in $\mu$m</th>
<th>Limits of “effective” spectral band $\lambda_2$ in $\mu$m</th>
<th>Factor $\beta$ in (1) for $T = 300 , ^{\circ}K$ in m$^{-1}$ Hz$^{-1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>InSb (photovoltaic cell)</td>
<td>77</td>
<td>$13 \times 10^7$</td>
<td>3.85</td>
<td>5.45</td>
<td>$1.48 \times 10^{-8}$</td>
</tr>
<tr>
<td>InSb</td>
<td>77</td>
<td>$3 \times 10^7$</td>
<td>5</td>
<td>8.6</td>
<td>$2.98 \times 10^{-8}$</td>
</tr>
<tr>
<td>Ge(Au)</td>
<td>65</td>
<td>$7 \times 10^7$</td>
<td>5</td>
<td>8.6</td>
<td>$1.27 \times 10^{-8}$</td>
</tr>
<tr>
<td>Cd(Hg)Te</td>
<td>77</td>
<td>$3 \times 10^7$</td>
<td>8.24</td>
<td>13</td>
<td>$1.57 \times 10^{-8}$</td>
</tr>
<tr>
<td>Ge(Hg)</td>
<td>$\leq 30$</td>
<td>$9 \times 10^7$</td>
<td>8.1</td>
<td>14</td>
<td>$0.6 \times 10^{-8}$</td>
</tr>
<tr>
<td>Ge(Cu)</td>
<td>4.2</td>
<td>$9 \times 10^7$</td>
<td>7.8</td>
<td>23</td>
<td>$0.4 \times 10^{-8}$</td>
</tr>
<tr>
<td>Thermistor</td>
<td>ambient</td>
<td>$1.5 \times 10^7$</td>
<td>0</td>
<td>$\infty$</td>
<td>$3.4 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

---

2) Opto-mechanical scanning.

The scanning of the scene in two orthogonal directions is achieved, on one hand, by means of a rocking mirror (period 0.5 s) and, on the other hand, by means of an octagonal prism with plane reflecting surfaces rotating at constant speed (1500 rev/min). The rapid line scanning (the image being swept past the stationary point detector) is thus obtained from a uniform rotary motion. **Fig. 2** is a schematic diagram of the diaphragm-detector system, $\Delta f$ the bandwidth of the amplifier and $\tau_1$ the transmission factor of the internal optical path of the camera. The second factor $\beta$, whose value for $T = 300 \, ^{\circ}K$ is given in the Table, characterizes the spectral sensitivity range. Here $\tau_2$ is the transmission factor in the space between black body and camera, $D_\delta^*$ the “effective” specific detectivity (defined from $D^*(500 \, ^{\circ}K)$ taking account of the effective spectral response of the detector for a 300 °K black body) and $dL/d\lambda$ the monochromatic luminance of the black body.
incompatible with the use of centred mirror systems with wide apertures, unless high light losses are accepted. Preference has therefore been given to an “off axis” telescope comprising a parabolic mirror \( O \) in fig. 2 which, by sliding along its optical axis, permits focusing at different distances; the cryostat \( Cr \) of the detector, a Mullard Ge(Hg) cell, is in a fixed vertical position.

Since the opto-mechanical scanning is performed before the infra-red beam is focused, the system always operates on the optical axis of the telescope whose parameters are determined in such a way that the dimensions of the circle of confusion remain below those of the sensitive area of the detector even at the minimum focusing distance (0.8 m).

4) Synchronizing the scanning signals.

The synchronization of the line scanning signals applied to the image-display tube is provided by pulses supplied from an optical reader head \( H \) consisting of a collimated light source and a photoelectric cell placed respectively on the outside and inside of a ring \( R \) which is mechanically linked to the prism and provided with slits.

The rocking motion of the frame scanning mirror is followed by a high-precision potentiometer \( Pot \) with a plastic track.

A complete view of the camera arrangement is given in fig. 3.

![Fig. 2. Schematic diagram showing the principle of the experimental LEP camera for thermography. The line scanning prism \( P \) (eight plane reflecting faces), made to rotate by motor \( M_1 \), and the frame scanning mirror \( F \), given a rocking motion by cam \( C \) and motor \( M_2 \), sweep an image of the scene \( Sc \) past the detector \( D \), which is housed in a cryostat \( Cr \). The infra-red image is focused on to \( D \) by the parabolic mirror \( O \). The infra-red image conveyed by the detector signal \( d \) is displayed on the screen of a cathode-ray tube, whose time-base is synchronized by signals \( l \) and \( f \) from the optical reading head \( H \) with rotating slit ring \( R \) and from the potentiometer \( Pot \).](image)

The image-display device

The image-display device mainly consists of an oscilloscope of classical type (fig. 4) equipped with a cathode-ray tube with a large flat screen (diameter 180 mm). A mobile track has been designed to carry the

---


scanning signal generator and amplification circuits, the video amplifier, the d.c. power supplies and a monitoring oscilloscope. The isothermal-plotting device described in the following paragraph is located almost completely inside the camera.

\( T + \Delta T \) undergo a high, perfectly linear amplification (of the order of 10^7 times). The average level \( S_T + \frac{1}{2} \Delta S \) can be freely chosen between the extreme levels. To preserve the accuracy of the isothermal zones which, at their limit, occupy the entire field being scanned, very low frequency signals must be amplified without distortion. The upper limit has been chosen equal to the maximum frequency used in television broadcasting. For the device connected to the camera the values obtained are \( f_{\text{min}} = 0.18 \text{ Hz} \) (which led us to use an electronic chain with direct coupling) and \( f_{\text{max}} = 38 \text{ kHz} \).

The amplitude \( \Delta S \) is finally selected at the output \( S \)

---

 Isothermal-zone plotting device

The principle of the isothermal-plotting device developed at LEP is as follows [9]. The signal supplied by the detector is progressively amplified, then amplitude-limited throughout the electronic chain (fig. 5) so that only the amplitude variations ranging between levels \( S_T \) and \( S_T + \Delta S \) (corresponding to \( T \) and

---

Fig. 3. Camera equipped with a Ge(Hg) detector cooled to the temperature of liquid helium in a double-walled cryostat.
Fig. 4. Overall view of the experimental LEP thermography equipment. The camera is mounted on a mobile tripod with cradle head for easy manoeuvring without sacrificing stability. The image-display device, mounted on a mobile trolley, is shown on the left.

Fig. 5. Block diagram of the isothermal-zone plotting device.

of the electronic chain, whose gain can be adjusted by means of an attenuator \( \text{Att} \). Each amplifier \( A_2 \ldots A_n \) is protected from saturation effects by a limiter \( L_1 \ldots L_{n-1} \) and the gain of the preamplifier \( A_1 \) is determined such that it will not be saturated by the maximum signal corresponding to the extreme temperatures chosen (0-60 °C). In order to obtain an image which represents only the isothermal zones, every signal whose level reaches at least the upper threshold of selection is fed back to the black level by an inversion signal originating from the selection circuit \( S-E \) and amplifier \( A_e \). The output amplifier \( A_f \) applies the resulting signal to the grid of the cathode-ray tube.

The reference level maintained throughout the amplifier chain corresponds to the optimum bias of the detector. (This is obtained either by means of a compensating circuit when photoconductors are used or directly in the case of photovoltaic detectors.) The different levels are scanned by continuously "shifting" the signals supplied by the detector \( D \) along the entire scale. This is done by means of circuit \( Sh \) in fig. 5 which varies the resistance of the bias circuit or the bias voltage.
Technical characteristics

The main technical characteristics of the LEP equipment are listed in Table II. The isothermal-plotting device offers the facilities described below and illustrated by some results obtained in the spectral range around 10 μm.

a) Accurate examination of the content of the infra-red images. The isothermal zones can be plotted at any temperature between 0 °C and 60 °C, regardless of the extent of these zones (although of course limited to the element resolved or the scanned field) to a maximum precision of 0.1 °C using a 4 μm detector and better than 0.05 °C using a 10 μm detector. This allows a detailed examination of the images to be made: differences in radiated energy equal to the minimum detectable difference are clearly brought up; precise geometrical location of the thermal details is obtained (fig. 6a, b, c).

b) Thermal mapping by superimposing isotherms obtained at different levels on one photographic film or on the screen of a storage tube (fig. 7).

c) Continuous variation from 0.05 °C to 60 °C of the temperature range corresponding to the range of luminances presented by the picture. This variation allows the accuracy to which the isotherms are plotted to be freely chosen (fig. 6a, c). Moreover, the contrast of the displayed images can be improved by adjusting the width of the amplitude range selected as a function of the extreme temperatures of the scene, having regard to the properties of the phosphor of the cathode-ray tube screen (or the photographic film). This is demonstrated by fig. 8a, b.

d) Superimposition of the isothermal zones on a normally contrasted image (fig. 8b).

e) Rapid discrimination of regions higher in temperature than the isotherm displayed. This possibility is useful when, during the examination, the isotherm delimits several dark zones each of which may be warmer or colder (fig. 9).

f) Possibility of differential and absolute temperature measurements by comparison with reference sources. With a Ge(Hg) detector the maximum precision of the comparisons made directly on the image corresponds to a temperature difference between two “black” sources of less than 0.05 °C.

Table II. Technical characteristics of the LEP thermography equipment.

<table>
<thead>
<tr>
<th>Repetition rate</th>
<th>2 frames per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>100 lines per frame</td>
</tr>
<tr>
<td>Angular field scanned</td>
<td>135 picture elements per line</td>
</tr>
<tr>
<td>Angular resolution</td>
<td>4 milliradians</td>
</tr>
<tr>
<td>Focusing distance</td>
<td>from 0.8 m to infinity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Operation at 10 μm (detector Ge(Hg) at 4 °K)</th>
<th>Operation at 4 μm (detector InSb at 77 °K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal resolution around 300 °K</td>
<td>≈ 0.1 °C</td>
</tr>
<tr>
<td>Width of isothermal zones plotted</td>
<td>from 0.05 °C to 60 °C</td>
</tr>
<tr>
<td>Temperature range of isothermal-zone plotting</td>
<td>0 to 60 °C</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Conclusions derived from medical experiments using the equipment

Since the end of 1967 the LEP equipment has been used experimentally in France at the Central Radiology Service (Director: Professor Gros) of the Hospices Civils de Strasbourg where a team of doctors and physicists are studying the fundamental problems of medical thermography. Several thousand examinations have been performed by this team with a Barnes thermograph in various clinical services and various types of equipment have been tried out. Every examination is performed in a thermography room kept at a constant temperature (21 ± 1 °C) approximately 15 minutes after the patient has been prepared.

An examination made with the LEP equipment consists in photographing an image with the best possible contrast and then plotting a series of four to six isotherms. These plots are made for the temperature levels considered to be of interest during a previous analysis made by direct observation of the screen of the display.
Fig. 6. Image of isothermal regions of the breasts. Isotherms are plotted with different temperature resolutions $\Delta T$ and for different temperatures. a) $\Delta T < 0.05$ °C at a certain temperature $T_1$. b) $\Delta T < 0.05$ °C at a temperature $T_2 < T_1$. c) $\Delta T \approx 0.2$ °C at $T_3 \approx T_1$.

Fig. 7. Thermal map of a leaf of Ficus elastica. Width of the isotherms less than 0.05 °C, temperature difference between isotherms $\approx 0.1$ °C, total temperature range $\approx 1.2$ °C. The temperature increases from the edge of the leaf to the circular region at the left.

Fig. 8. Infra-red images of a face. a) Demonstration of luminance contrasts in the hair. b) Demonstration of contrasts in the temperature of the skin. The contour of the face and one isotherm are superimposed on this image. It would not be possible to observe the contrasts reproduced in (a) and (b) in a single picture.
Fig. 9. Infra-red images of a face as recorded by the isothermal plotter. a) Isotherms for $T = 34^\circ \text{C}$. b) Temperature regions above $34^\circ \text{C}$.

The outline of the face was recorded by the same equipment but at a different adjustment.

tube (thermoscopy). Figs. 10 and 11, which have kindly been provided by the Strasbourg Radiology Service, show the results of examinations made with the LEP equipment operating in the 10 $\mu$m region.

Usefulness and problems of medical thermography

Thermography is considered by medical experts [13][14] to be an investigation technique complementary to the more conventional scientific methods (radiology, scintigraphy, histology, etc.). It is attractive not only because of the originality of the type of information provided but also because it is harmless both to the patient and the practitioner. The main special problems to which it seems thermography can contribute effectively are, in particular, mammography (the detection and location of breast cancer), the study of vascular diseases, rheumatology, placentography, laryngology, the study of the effects of drugs and vaccines, the study of the development of skin grafts, etc.

Nevertheless, even today it seems that the development of medical thermography is linked up with the study of the fundamental problems posed by the exact interpretation of the images from the physical and medical points of view [16].

In particular, these problems relate to the determination of differential and absolute temperatures from the infra-red radiation, the knowledge of the thermo-stabilization mechanisms which result in a variation of skin temperatures with time, the understanding of the processes by which internal pathological phenomena can "project" themselves so as to be revealed by thermal anomalies, and the improvement of thermographic equipment for a better adaptation to medical applications.

A number of detailed results

1) Thermography corroborates the radiological and clinical examinations in approximately 80% of cases of breast cancer.

2) The plotting of precise isotherms permits better location of pathological sites than on a normal image. This should lead to a closer correlation between the thermographic and the radiographic examinations.

3) As a result of its high temperature resolution and the possibilities offered by the isothermal-plotting device, the LEP equipment has enabled some 20% more pathological cases to be detected than when a thermograph using a bolometric detector was used. It appears, however, that the sensitivity of the equipment would be sufficient even if the minimum detectable temperature difference is as large as 0.1 $^\circ \text{C}$ [17][18] and corresponds to the minimum width of the isotherms.

4) After a short period of adaptation, the user is not troubled by the low frame rate for direct observation of the images. This direct observation permits the study of dynamic thermal phenomena such as the natural and artificial cooling of the skin surface and the effect of drugs and vaccines.


Fig. 10. Infra-red images of female thorax showing an encysted abscess in the left breast. At the top an image with normal contrast. 1-5: five recordings of isothermal zones with temperatures increasing from 1 to 5. The isothermal zones are superimposed on the trace representing the outline of the body.

Fig. 11. Infra-red images of female thorax with epithelioma, left breast ulcerated. At the top an image with normal contrast. 1-4: four recordings of isothermal zones with temperatures increasing from 1 to 4. 5: image of entire region with temperatures above that represented by the isotherms in 4. The isothermal zones are superimposed on the trace representing the outline of the body.
In some cases, the thermal contrasts can be improved by artificial cooling of the body region studied; this is due to the fact that regions of healthy skin have a different cooling rate from pathological areas [18].

5) With regard to the spectral range, the comparison of images of normal contrast obtained simultaneously from one subject with LEP equipment operating in the 10 µm range (Ge(Hg) detector) and with the Barnes thermograph tends to confirm the remarks concerning the spectral emissivity of the skin (see p. 278). The infra-red radiant power emitted by healthy and pathological areas as compared with that emitted by the black body, when viewed at different angles of incidence, wavelengths, and temperatures, has still to be investigated.

6) In view of the variations in skin temperature as a function of time [18] the duration of observation of the body region concerned must be sufficiently short to ensure that errors due to such variations are smaller than the minimum temperature difference which can be detected by the equipment. This duration depends particularly on the body region concerned, the efficiency of the artificial cooling or, if the cooling is natural, the adaptation time of the patient, and the ambient temperature (fig. 12). The recording of a certain number of preselected isotherms must be done in a time which is, at most, equal to this period of observation. This limits the duration of image formation. For example, for a patient-adaptation time reduced to five minutes and an examination which consists of recording ten isotherms (precision 0.1 °C) the duration of image formation should not exceed 4 seconds.

7) It is convenient to record isotherms of different levels in different colours on the same photograph for an easier interpretation of the results.

8) The dimensions of the element resolved on a breast may be a few millimetres at a working distance of 1.5 to 2 metres; this value is the result of a compromise between the ideal conditions of observation and the technical requirements.

Improvements in thermography equipment

The present conclusions of the medical profession, and the technical suggestions resulting from the development and practical use of the experimental equipment described, have enabled us to define the principal characteristics of a more suitable thermography equipment for medical applications.

Returning now to the design requirements formulated on the basis of the different objectives established by ourselves, particularly with respect to the method of image display on a cathode-ray tube screen, it is possible to define the technical characteristics of a new equipment in which the angular resolution would be increased with respect to the previous version (1.5 milliradians) and the scanned field would be adapted to the medical "scenes" (about 210 x 280 milliradians, i.e. 12 x 16 degrees), as would the thermal resolution (0.1 °C). The 10 µm spectral range would be preferred (using Ge(Hg) point detectors or, in the near future, CdHgTe detectors cooled to the temperature of liquid nitrogen). The possibilities offered by the isothermal-plotting device would be retained and even increased by semi-automatic recording, recording in colour, and the superimposition of a normally contrasted picture.

A different arrangement of the opto-mechanical scanning systems (pyramidal "line" analysing prism) would permit the development of a more compact camera than the one used in the experimental equipment.

It is possible that the introduction of picture tubes employing an electro-optical effect and eliminating all flicker (such as TITUS, developed at LEP [20]) will soon lead to the development of a new class of thermography equipment. Up to now the duration of a frame has been limited by the phosphor time constant, but

Fig. 12. Experimental curves (solid lines) and theoretical curves (dashed lines) of the variation of the skin temperature of various parts of the body as a function of the time t. These curves depend on the ambient temperature $T_a$. (Taken from Ch. Gros, M. Gautherie, P. Bourjat and C. Vrousos [18].) 1 forearm, $T_a = 23.5 ^\circ C$. 2 abdomen, $T_a = 22.1 ^\circ C$. 3 hand, $T_a = 21.2 ^\circ C$. 4 foot, $T_a = 21.8 ^\circ C$. The precise initial temperatures are indicated for each case.


these new tubes will remove this restriction — the only restriction that will remain being due to the phenomenon studied. Among other things, this will permit high-definition images to be obtained without reducing the temperature resolving power.

**Extending the applications of thermography**

Thermography may also have numerous applications in the scientific and industrial fields. Many phenomena are, in fact, closely related to thermal dynamics, and the knowledge of surface temperatures can, for example, permit the location of internal heat sites or the conditions of heat exchange with the environment.

The qualities required for the equipment will vary according to each field of application. The following are the most important characteristics: a high geometrical resolving power for the inspection of miniaturized or integrated electronic circuits, rapid analysis for dynamic thermal phenomena on models for supersonic wind-tunnels, a high sensitivity for the fields of plant and animal biology, a high observation distance for meteorology and aerial thermal mapping (where problems will be caused by the transmission of the atmosphere). Insofar as the range of temperatures is close to the ambient, the fundamental problems of thermography will, however, be similar to those mentioned above with regard to medical applications.

For this reason the equipment described should, in our opinion, be suitable in many cases for studying and determining the experimental conditions particular to one application or another and can thus contribute to defining the required technical characteristics of more sophisticated equipment.

**Summary.** LEP have developed a thermography equipment whose thermal resolution is better than 0.05 °C at 300 °K and which can operate in different spectral ranges (particularly 4 and 10 microns). It includes a special device for plotting isotherms to an accuracy better than 0.05 °C. The author first outlines the chief technical objectives which were used to determine the main requirements for the equipment design. He then describes the camera, which is equipped with a single-cell quantum detector (InSb for 4 μm, Ge(Hg) for 10 μm) and an opto-mechanical scanning system. The electronic device which allows the isothermal zones of the surfaces examined to be viewed directly on the screen of the display tube is briefly outlined. The possibilities which this method of representation opens up are discussed and illustrated with a few examples. The last part of the article is devoted to applications of thermography, particularly in the medical field. The results of numerous examinations carried out by the Hospices Civils de Strasbourg with a LEP thermography equipment allow a number of conclusions to be drawn. On the basis of this experience and the technical improvements that can still be made in the present camera, it is possible to draw up a specification for an improved version of the equipment.
Objective lenses for infra-red image formation

C. Hily

The objective lenses that have been developed at LEP are intended to be used for forming infra-red images on photosensitive surfaces. In this application the spectral region in which the optical system has to operate is determined by the wavelength regions for which the atmosphere is transparent, and by the threshold wavelength of the detector in use. Consequently, three spectral bands have to be considered:

1) Wavelengths from 1.2 to 2.8 μm. The detectors that can be used in this band are germanium detectors (threshold wavelength 1.8 μm), lead sulphide detectors (threshold wavelength 2.7 μm), indium arsenide detectors (threshold wavelength 3.4 μm) and a vidicon-type television camera tube.[1]

2) Wavelengths from 3.3 to 5.5 μm. Many semiconductors, such as InSb, PbTe or PbSe, can be used in this band.

3) Wavelengths above 8 μm. Here thermal detectors like the bolometer can be used, or photodetectors (mercury-doped germanium, or mixed tellurides of cadmium with mercury, lead or tin).

The selection of the spectral region determines the choice of material for the objectives.

Generally speaking, there are very few materials which are transparent to infra-red and also suitable for use in optical systems; their chief characteristics have been given by Billard and Cornillault.[2] Conventional types of optical glass, all based on silica, are transparent up to 2.8 μm. Only glasses which have a high lead content and a very low silica content and whose chief vitrifying constituent is germanium oxide (e.g. the SOVIREL glasses G0018 and VIR3) are transparent beyond 4.5 μm. Calcium aluminate glasses are transparent up to 6 μm, glasses based on arsenic trisulphide up to 11 or 12 μm, and the sintered glasses Irtran 1 and Irtran 2 (Kodak) are transparent up to 8.5 and 14 μm.

Crystals are also used. These include MgO, CaF₂, Si and Ge, whose transparency limits are 8.5, 12, 15 and 23 μm respectively.

1.2-2.8 μm band

The objective for the 1.2-2.8 μm band was designed for use with a vidicon-type television camera tube[1] and the image of the field considered has to cover the photosensitive surface. The optical system must therefore have an image field with a diameter of 25 mm and a fairly high resolution, of the order of 600 points per line, in television terms.

For the intended application (focal length 50 mm), the angular field had to be wide, and in addition to spherical aberration and coma, astigmatism and field curvature also had to be corrected. The objective therefore had to be composed from several elements. The solution found at LEP is based on Taylor’s triplet: its two outer elements are convergent and the one between is divergent; in fact there are five lenses in the objective. The front element is made up of two lenses, one of VIR3 and the other of MgO; the middle element is formed by two fused silica lenses and the final element is a single lens made of a very dense flint glass. A photograph of the objective is shown in fig. 1, a diagram

Fig. 1. Anastigmat consisting of five lenses, for the 1.2-2.8 μm band.

in fig. 2. The curve representing the contrast transfer factor $M$ as a function of the spatial frequency $v$ measured in the focal plane at the image side is given in figs. 3a and b.

3.3-5.5 μm band

The detector used for the 3.3-5.5 μm band is a linear array of cells of low resolving power; each cell has a width of 200 to 500 μm.

This arrangement makes the problem much easier: a cementless Si-Ge doublet is adequate, and any curvature of the field can be corrected by a negative lens placed in the image plane.

A lens of this type has been developed at LEP; it has a focal length of 100 mm and an image-field diameter of 20 mm. The lenses are made from single crystals of Si and Ge and have a diameter of 75 mm.

Fig. 2. Diagram showing the arrangement of the objective for 1.2-2.8 μm.

3.3-5.5 μm band

The detector used for the 3.3-5.5 μm band is a linear array of cells of low resolving power; each cell has a width of 200 to 500 μm.

This arrangement makes the problem much easier: a cementless Si-Ge doublet is adequate, and any curvature of the field can be corrected by a negative lens placed in the image plane.

A lens of this type has been developed at LEP; it has a focal length of 100 mm and an image-field diameter of 20 mm. The lenses are made from single crystals of Si and Ge and have a diameter of 75 mm.

Fig. 3. Contrast transfer factor $M$ of the objective as a function of the spatial frequency $v$ in the image plane, with focusing in the plane giving the highest value of $M$ on the axis at $v = 25$ mm$^{-1}$.

a) with the lines in the test picture perpendicular to the plane containing the optical axis and the central ray, for fields of view of 0°, 5° and 10°.

b) with the lines in the test picture parallel to the plane containing the optical axis and the central ray (field of view 5° and 10°).

LEP are at present developing refractive, reflective and mixed systems for the 14-16 μm band for incorporation in horizon sensors or infra-red simulators.

At present only germanium appears to be suitable for refractive and mixed optical systems in this band. Various types of optical systems are being made, such as Mangin eccentric mirrors, and collimators with lenses, made of single-crystal or polycrystalline germanium (some of these combinations have aperture diameters as large as 200 mm). Nevertheless, the performances of these optical systems are not so high as those of systems operating in the visible spectrum because high-quality correction of the various aberrations in the infra-red beyond 14 μm would require a combination of various materials which are not at present available.

Summary. The choice of materials for various infra-red radiation bands is examined, and the limitations imposed by the detectors with which the optical systems will be used are considered. Some examples of actual solutions are given: a five-lens anastigmat based on Taylor's triplet for the 1.2-2.8 μm band, a cementless doublet lens made from single crystals of germanium and silicon for the 3.3-5.5 μm band, and refractive and mixed (refractive-reflective) combinations using germanium lenses for the 14-16 μm band.
The only solutions at present offered for the problem of reproducing television pictures in dimensions comparable with those of the cinema screen — all of them involving projection — are complicated and often very costly.

In the first part of this article, we shall examine a number of solutions proposed or already in use. In the second part, a real-time system will be described which is based on a new type of optical relay using an electro-optic effect. Its chief advantages are ease of operation and absence of flicker in the reproduced images.

Comparison between some existing projection systems

In this section we shall examine the following television picture projection systems, stating their performances and comparing their efficiencies:

1) The optical relay, which does not operate in real time, the images being recorded on film and then projected.
2) Projection from cathode-ray tubes.
3) Optical relays operating in real time and in which scanning is achieved either by a moving light beam (laser system) or by an electron beam (Eidophor).

Cinema-type projection

Projection of a television picture via a recording on film offers the advantage of a high efficiency which makes it possible to use very large screens (e.g. 150 m²). This, however, is a costly solution because it employs special film material which cannot be erased and because the exposed film, generally speaking, will never be used again; moreover, it inevitably involves a time delay between the moment of transmission of the picture and the moment at which that picture is projected.

This second disadvantage can be overcome and the time delay reduced to less than a minute by using films, either of the conventional type (e.g. Kelvin-Hughes [1]) or of the vesicular type (e.g. Kalvar [2]), which can be developed rapidly. The cost of these films does not normally allow them to be used except in the case of short sequences. However, they are often used for the reproduction of slow-scan pictures, such as those obtained with radar.

In order to compare the performance of the various projection systems, we shall calculate the electrical power per unit of screen surface area necessary to obtain a maximum luminance of 28 cd/m², the average maximum value found in cinemas. If we assume that the screen reflects light in accordance with Lambert’s law and with an efficiency of 80%, the necessary illumination is then 110 lux. The light source generally used is a high-pressure xenon lamp whose luminous efficiency can be as much as 33 lumens per watt. Since the individual efficiencies can be evaluated as 50% for the light-collection system, 66% for the maximum transparency of the film and the objective and 50% for the relative projection time, we obtain a consumption of 20 W/m² (Table I).

Projection by cathode-ray tube

Cathode-ray-tube projection was the first high-resolution system for the projection of television pictures [3]. The performance of this system, however, is limited by the maximum permissible dissipation on the tube screen. In one of the most highly developed solutions [4], a tube is used which can dissipate a mean electrical power of 25 W. The fluorescent screen of the tube radiates in accordance with Lambert’s law, with a luminous efficiency close to 8 lm/W. The projection system, which uses large-aperture optics (Schmidt system), has an overall efficiency of the order of 25%. Taking into account the fact that the power consumption is proportional only to the mean luminance of the picture, which is generally about a third of the maximum luminance, we can assign a value of 3 to the “modulation efficiency” (Table I). From this, we deduce a consumption of 18 W/m² for a screen luminance of 28 cd/m². As the power which the tube can dissipate is limited (25 W in the example quoted), images can be projected only on screens with a surface area of a few square metres. With an arrangement comprising three tubes and three optical projection systems and using a directional screen giving a gain of approximately 3, it has been possible to project pictures in colour having a luminance of 20 cd/m² on a surface area of 7 m² [4]; however, it should be pointed out that the use of a directional screen obviously limits the useful field of observation and hence the number of viewers.
Optical relay using a laser beam

Optical relays have been developed in the earliest days of television; a light beam from a source was amplitude-modulated with the aid of a Kerr cell, then deflected by a rotating mirror before reaching the screen. With an arrangement of this type, however, it was not possible to reproduce high-resolution and large-dimensional images because the light modulators and light deflectors could only accept beams of limited solid angle and cross-section.

The recent advent of lasers concentrating the entire radiation in a beam of very small solid angle and cross-section (e.g. diameter 1 mm, divergence $10^{-3}$ rad) now makes it possible to reconsider the use of such a device to obtain high-resolution pictures. Modulation can be achieved without difficulty by means of a Kerr or Pockels cell and, so far as the problem of deflection is concerned, it can be solved either by digital deflection or by continuous scanning using ultrasonic waves or rotating or vibrating mirrors [3].

Let us compute the efficiency of the system, choosing as a source the continuous-wave laser operating in the visible region for which the efficiency and the power output are the highest, i.e. the ionized-argon laser. When a strong magnetic field, greater than 0.1 tesla (1000 gauss), is applied to its plasma, the efficiency $\eta$ can reach a value of $10^{-3}$ [6]. We list below the values of $\eta$ and the relative eye sensitivity factor $\bar{y}$ as a function of the wavelength of the emitted spectral lines:

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>$\eta$</th>
<th>$\bar{y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>488</td>
<td>$5.5 \times 10^{-4}$</td>
<td>0.18</td>
</tr>
<tr>
<td>514.5</td>
<td>3 $\times 10^{-4}$</td>
<td>0.60</td>
</tr>
<tr>
<td>498.7</td>
<td>0.8 $\times 10^{-4}$</td>
<td>0.28</td>
</tr>
<tr>
<td>476.5</td>
<td>0.7 $\times 10^{-4}$</td>
<td>0.12</td>
</tr>
</tbody>
</table>

As the value $\bar{y} = 1$ corresponds to a luminous efficiency of 680 lm/W, the sum of the light energies of the various emission lines gives an overall luminous efficiency of 0.20 lm/W. Furthermore, we must take into account the efficiency of the modulator, which is about 75%, and also the relative projection time — 0.8 times 0.92 (20% loss due to line flyback and 8% loss due to frame flyback) — with the 625-line standard. The consumption necessary to obtain a luminance of 28 cd/m² then becomes 1000 W/m² (Table I).

The efficiency of this system is therefore much too low to permit projection on large screens. In the case of reproduction of colour pictures, one might consider the use of the ionized-argon laser for the green primary (emission line 514.5 nm) and the blue primary (line 476.5 nm and, though less suitable, 488 nm) and the He-Ne laser for the red primary (line 632.8 nm, efficiency $3 \times 10^{-4}$ approximately); it will then be seen that the consumption is about 2000 W/m², i.e. 100 times higher than that for cinematographic projection.

**Table I. Power requirements of different projection systems for a maximum screen luminance of 28 cd/m² (illumination 110 lux).**

<table>
<thead>
<tr>
<th>Light efficiency of source in lm/W</th>
<th>Efficiency</th>
<th>Consumption in W/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>of optics</td>
<td>of modulation</td>
<td>of scanning</td>
</tr>
<tr>
<td>Cathode-ray tubes</td>
<td>8</td>
<td>0.25</td>
</tr>
<tr>
<td>Cinema (with xenon lamp)</td>
<td>33</td>
<td>0.5</td>
</tr>
<tr>
<td>Eidophor (with xenon lamp)</td>
<td>33</td>
<td>0.5</td>
</tr>
<tr>
<td>Lasers (ionized argon)</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>TITUS (with xenon lamp)</td>
<td>33</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**Optical relay with electron-beam scanning (Eidophor):**

The operating principles of the Eidophor were proposed by F. Fischer as early as 1939. The first practical experiments were performed in 1944 and development...
of the system was completed in about 1950 [7][8].

Its operating principle is shown in fig. 1. The light from a cinema-type projection lamp $A$ is directed to a concave mirror $C$ coated with a film of oil $D$, after reflection on a mirror $B$ made up from strips and placed at the centre of curvature of the concave mirror (Schlieren optics). When the film of oil is perfectly uniform, the concave mirror gives an image of the strip mirror which is practically superimposed on itself. All the light which reaches the film of oil is then reflected towards the source. When the oil film is distorted, however, part of the light is transmitted through the strip mirror towards the objective and the projection screen. The distortion of the oil film is induced by electric charges distributed with spatially variable density and deposited on the film by an electron beam whose density is modulated at a relatively high frequency (e.g. of the order of 10 MHz). One can thus project a television picture, using the video signal to control the modulation depth of the electron beam. Erasure is achieved automatically with a suitable time constant by choosing a good compromise between the conductivity and the viscosity of the oil film, which has to be kept at a well defined temperature. This device shows the same flicker effect as conventional cathode-ray tubes and the laser projection system. To avoid permanent deformations, it is necessary to rotate the concave mirror slowly and to smooth the surface of the film with a knife-edge ($G$ in fig. 1).

To calculate the consumption of the system, we may assume that the same light source and the same optical collection system are used as in the case of cinematographic projection. We must then take into account the fact that only 50% of the light from the lamp is usefully reflected by the strip mirror $B$ towards the oil film [9] and that, in the return direction, this mirror transmits at most 50% of the light diffused by the oil film; besides, we may assume that the relative projection time is approximately 50% because of the exponential decay of the deformations of the film, this decay being necessary to reproduce movement. The consumption necessary to obtain a luminance of 28 cd/m² is then 53 W/m² (Table I).

In order to project colour-television pictures, a triple projector has been constructed by adding to the device shown in fig. 1 two more electron guns and placing dichroic mirrors between the strip mirror and the concave mirror; the dichroic mirrors split the incident luminous beam into three primary components, red, green and blue, which are directed towards three different zones of the concave mirror; these mirrors reconstitute the beam from the three reflected light components. In practice, the power consumption of this arrangement is about 1.5 to 2 times larger than that of the black-and-white system (Table I).

The Eidophor is the only real-time optical relay at present in use which is able to project television pictures on to a screen with an area of several tens of square metres. Pictures exhibit a flicker effect that becomes increasingly disturbing as the picture area is increased. It has the further disadvantage of being expensive, bulky and not easy to operate. In fact, it usually has to be demountable to permit replacement of the cathodes, whose life-time is limited by the presence of a residual oil-vapour pressure, and it incorporates a pumping system; it also includes rotating and cooling elements in vacuum. Attempts are at present being made to build a sealed-off model. Nevertheless, the bulkiness and complexity of the system remain and this is why a number of laboratories have tried to develop devices of smaller size based on other physical phenomena, in particular on electro-optic effects.
Relay using the Pockels effect

Operating principle

In the optical relay, which will now be described, modulation of the beam is performed by using the Pockels longitudinal electro-optic effect exhibited by a monocrystalline plate belonging to the potassium dihydrogen-phosphate family. It should be noted that the idea of utilizing the Pockels effect for the projection of television pictures is not new, having been put forward as long ago as 1936 by L. S. Kaysie [10], M. von Ardenne [11] and V. A. Babits [12]. An attempt at the realization of such a device was described in 1960 by S. Rissmann and H. Vosahlo [13] and we know that work along these lines is at present in progress in several American laboratories. To our knowledge, this work uses crystals operating at ambient temperature and it seems at the present time not to have resulted in the development of an optical relay capable of projecting high-definition images.

It is known that when a crystal of KH2PO4 is placed in an electric field \( E \) parallel to its optical axis \( c \), a difference \( \Delta n \) in refractive index occurs for light components whose directions of polarization are at right angles to each other. These components, initially in phase, show a phase shift \( \varphi \) upon leaving the crystal of thickness \( l \). Since the effect is linear, \( \Delta n \) is proportional to the field \( E \) and \( \varphi \) is proportional to the product \( El \), i.e. to the potential difference \( V \) between the input and output faces of the crystal. When the crystal is placed between two crossed polarizers, the resulting transmission is equal to:

\[
T = \sin^2 \frac{1}{2} \varphi = \sin^2 kV;
\]

in this expression the parameter \( k \) does not depend on the thickness of the plate. As long as \( T \) remains below 75\%, the characteristic is practically quadratic and similar to that of conventional picture tubes.

The sensitivity of a crystal can be characterized by the voltage \( V_{\varphi/2} \) for which the phase shift is 180° and therefore the transmission is maximum. This voltage reaches approximately 8 kV in the case of ordinary potassium dihydrogen phosphate and about 3.5 kV in the case of the deuterated crystal (KD2PO4). If light goes through the crystal twice and if transmission is limited to 75\%, in order to remain within the quadratic region of the characteristic, the maximum voltage which is necessary for KD2PO4 is reduced to 1.2 kV.

If the dimensions of the crystal plate are of the order of 30 x 40 mm and if one wants to obtain a resolution of 600 lines with 800 elements per line, two points which are 50 \( \mu \)m apart must be able to hold potentials which differ by approximately 1 kV. It seems that this result has not as yet been reached, either because of the occurrence of leakage currents at the surface of the crystal or because of the effect of these potential differences on the trajectories of the electrons, even in the presence of high acceleration voltages (e.g. 20 kV).

The TITUS tube

A special tube based on the Pockels effect, called TITUS ("Tube Image à Transparence Variable Spatiodéfinitié"), has been developed at LEP. The operating principle has been defined in cooperation with Y. Angel, professor at the Conservatoire National des Arts et Métiers in Paris, and R. Genève at LEP, and already described in a previous article [14].

When the variations with temperature of the Pockels effect in a ferroelectric crystal are examined, it is observed that the induced birefringence is not proportional to the electric field but to the electric polarization, i.e. to the product \( eE \) when the crystal is operated above the Curie point. As the crystals of the KD2PO4 family are ferroelectric, we overcame the previous difficulties by operating the crystal at a temperature near its Curie point \( t_c \). Fig. 2 shows the variation with temperature of the dielectric constant of KD2PO4.
for a field in a direction perpendicular to the optical axis ($e_0$) and in a direction parallel to the optical axis; in the latter case it is shown both for a free crystal ($e_0$) and for a clamped crystal ($e'_c$). In fact, since the Pockels effect in a free crystal is accompanied by a piezoelectric effect which might cause coupling between the different points of the picture, it is necessary to clamp the crystal plate, e.g. by gluing it; one then observes that the constant $e'_c$ reaches a maximum of approximately 650 at a temperature near $t_c$ and that no domains occur in the crystal for temperatures below $t_c$. The operating conditions may therefore extend from $t_c - 4 \, ^\circ C$ to $t_c + 2 \, ^\circ C$, approximately, which makes temperature stabilization relatively easy. The maximum potential difference required for modulation of the light beam is now reduced to 80 V for double-transit operation [15]. It is also found that $e_c$ is about 10 times lower than $e'_c$, which makes it possible to choose a target thickness exceeding the distance separating two elements in the picture, without loss of resolution.

The choice of the operating temperature not only modifies the sensitivity of the Pockels effect but also makes it possible to give the optical relay an important additional feature: it can reproduce television pictures without flicker, however low the scanning speed. Indeed, the discharge time constant of the crystal (equal to the product of the dielectric constant and the resistivity) becomes about 1 hour at $-60 \, ^\circ C$, whereas it is about 0.1 second at ambient temperature. In our case, this phenomenon raises the problem of removal of the charges deposited by the electronic beam, while erasure can be considered to be automatic in the case of operation at ambient temperature. For the removal of the charges we have made use of secondary emission from the target by employing an arrangement already used in a few storage tubes. This arrangement is shown in fig. 3, which also illustrates the principle of double-transit operation with the aid of a multilayer dielectric mirror $M$. The target is bombarded by an electron beam whose acceleration potential is of the order of 500 to 1000 V, so that the secondary-emission yield at saturation of the bombarded face is greater than 1; a grid $G$ is placed in front of the target, a short distance away from it — about 50 $\mu m$. It can be shown that, under these conditions, the equilibrium potential reached by the point of impact of the electron beam is a few volts higher than the potential of the grid; the electron beam, which has a constant intensity, then works practically as a "flying" short-circuit between the grid and the point of impact on the target. It is therefore sufficient to apply the video signal between the grid $G$ and the transparent conducting layer $E$ to ensure that the various points on the target get charged to the corresponding video voltage when they are hit by the beam. The erasure and writing functions are therefore combined and the result is an entirely flicker-free operation; indeed, the charge at each point remains constant between two successive scans of the electron beam as well as during these scans, for points which have not moved on the image.

**Power requirements of the projection system**

The KD$_2$PO$_4$ crystals belong to the tetragonal system and have an optical axis; therefore, when they are placed between crossed polarizers, one can obtain a total extinction of the transmitted light only for beams parallel to the optical axis. Operation with a light beam that has a certain amount of divergence introduces a level of unwanted light which limits the contrast. It has been calculated that, with a crystal plate having a thickness of 0.2 $mm$ and operating in a double-transit system, it is possible to obtain a contrast of 50 for a beam whose aperture angle is about $10^\circ$. The solid angle of the light beam which can be used is therefore more limited here than in the case of cinematographic projec-

![Fig. 3. Basic structure of the TITUS tube. C monocrystalline plate of KD$_2$PO$_4$ exhibiting Pockels effect. M multi-layer dielectric mirror. G ground-potential collector grid placed a short distance away from the crystal. E transparent conducting electrode receiving the video signal. K cathode at a potential between $-500$ and $-1000$ V, which delivers an electron beam of constant intensity. For practical purposes the electron beam can be regarded as a flying short-circuit between the grid and the target. Also shown in the figure: external light source L and crossed polarizers $P_1$ and $P_2$; the light is projected on to the screen S.](image-url)

For a xenon-arc type of light source, whose efficiency is 33 lm/W, and a target area of $30 \times 40 \, mm^2$, the efficiency of the collecting system is thus reduced to about 25%. One must also take into account:

a) the fact that we are working with polarized light, introducing a 50% loss of light (when polarizing prisms, without dissipation, are used);

b) the maximum transmission of 75% if it is desired to keep within the quadratic region of the modulation characteristic;

c) the transmission coefficient of about 80% of the transparent conducting layer, crossed twice by the beam.

---

[15] This value does not include the potential-dividing effect introduced by the presence of dielectric coatings deposited on the faces of the crystal.
For an illumination of 110 lux of the screen (Table I), we thus obtain a consumption of 55 W/m², a value very close to that found in the case of the Eidophor. As in that case, the consumption is increased by a factor of 1.5 to 2 when colour pictures are projected, which can be done very simply using three relay tubes and two dichroic mirrors (as shown by the dashed portions in fig. 5).

First experimental results

The experimental realization of the optical-relay tube gave rise to many technological problems, related in particular to operation with polarized light and the need to cool the target uniformly to a temperature close to −60 °C. These problems were solved in cooperation with J. Donjon and R. Le Pape at LEP. Fig. 4 shows a tube having the dimensions of a 3-inch image orthicon in order to enable conventional deflection and focusing coils to be used; cooling of the target is achieved with two stages of Peltier cells incorporated into the tube.

The experimental arrangement is shown in fig. 5. The light from the xenon lamp is condensed by means of a concave mirror on to a polarizing calcite prism of the Glazebrook type which transmits to the tube only the light component whose electric vector is parallel to the plane of the figure. The projection lens is placed between this prism and the tube so that the luminous beam incident on the target has a mean direction which is normal to the latter; when the light beam is reflected and passes through the lens and the prism again, only the light component with its electric vector perpendicular to the plane of the figure is transmitted to the screen.

The first laboratory experiments consisted in pro-
jecting a picture on to a screen with a surface area of approximately one square metre; the resolution (750 elements per line) and the contrast obtained are satisfactory, as can be seen from the photograph in fig. 6.

Advantages and applications

The optical relay we have just described is a simple sealed-off tube of relatively small dimensions. Compared with existing systems of the Eidophor type, it has the advantage of being very easy to operate. Moreover, the pictures do not flicker, which is particularly important in the case of large-screen projection and which might result, for professional applications, in a reduction by almost a half of the passband needed for a television channel.

The applications of this optical relay are not restricted to conventional television. Indeed, the absence of flicker makes it particularly well suited to the reproduction of slow-scan images such as those obtained in infra-red television with mechanical scanning (one image per second approximately) or in the case of radar pictures (a few pictures per minute). Finally, it should be noted that the memory features of the tube (storage time of the order of one hour) and the feasibility of simultaneous writing and erasing — localized if needed at precise points of the image — will also make it suitable for application as a computer peripheral unit.

Summary. After recalling the problems involved in the projection of television pictures on large screens the author describes the solutions known at present: recording on film and projection, projection from cathode-ray tubes, use of lasers, and the Eidophor. The latter is the only real-time optical-relay system at present in use, although it has some drawbacks due to its bulkiness and complexity. Simpler solutions are possible by using a new type of optical relay based on the Pockels effect in a KD2PO4 crystal. Different varieties are under study in Europe and the United States. The characteristics of a relay tube made at LEP and known as TITUS are examined in greater detail. In this tube the crystal is brought to its Curie temperature (−60 °C) and one of its most important features is that it provides a flicker-free picture. First results show that satisfactory resolution and contrast can be obtained.
Transparent windows for a wide spectral range

R. Legoux

Modern photodetector elements of both the photovoltaic and photoemissive types are often used in evacuated tubes, and for their efficient use in the detection of electromagnetic radiations it is often necessary to have windows whose optical transmission extends considerably on both sides of the visible spectrum.

Although glass, which is inexpensive and easy to use, is employed on a large scale in the manufacture of electronic tubes, it has a rather limited transparency region. It is therefore replaced by materials, generally refractory, which are transparent in the spectral range to be transmitted.

These materials, usually single crystals, are chosen from natural or synthetic crystals such as corundum, quartz, fluoride, lithium fluoride, periclase, etc., or even from substances with a simpler crystalline structure such as germanium and silicon. However, special techniques have to be used if these materials are to be used for vacuum-tight windows in enclosures where the residual pressure has to be maintained at $10^{-10}$ torr or less for periods that may extend to several years.

In fact, unlike glass, most of these materials cannot be directly sealed to the glass or metal walls of enclosures. The techniques that have to be employed for sealing such windows are very much like those employed in modern industry for brazing metals or ceramics. The same rules and requirements apply, and we can quote some of them:

a) The solders must not contain metals with high vapour pressures such as cadmium, zinc, manganese, and lead. This is because the soldered parts will be in a vacuum and will be subjected to thermal processes at relatively high temperatures after sealing.

b) For the same reasons, etchant fluxes which are usually soluble in the solder and improve the wetting of the workpieces cannot be used. The soldering procedure must therefore be carried out either in a controlled (neutral or reducing) atmosphere, or in a vacuum. Soldering in a vacuum has the advantage that the pieces to be joined are degassed to a certain extent and therefore certain undesirable reactions between the workpieces and the gas (or impurities in it) are minimized.

In practice, the window to be soldered in is mounted flat on its support or, more generally, located in a recess machined in the support and which it fits exactly without any play (fig. 1).

For a given type of window the material and exact shape of the support are determined by technological considerations based on some of the physical properties of the pieces to be assembled, in particular the coefficient of expansion, the modulus of elasticity, and the thermal conductivity. Other factors that are important are the brittleness of the window material and the metallurgical compatibility of the solder with the window and its support.

The coefficients of expansion are usually matched as closely as possible because this gives seals which are more reliable, free from stress and easier to make. In cases where it is impossible to match the coefficients of expansion it is often advisable to use a support with an expansion coefficient which is slightly higher than that of the window and to effect the seal by means of a machined recess. The resulting compression seal is vacuum-tight but has the disadvantage that the window is under permanent mechanical stress. Apart from making the soldered parts more liable to shatter, this stress can introduce undesirable polarization in radiation transmitted through the window.

In these extreme cases the designer is obliged to make use of the elasticity of the support, which is given a suitable shape, e.g. a feathered wall, to make it sufficiently flexible to remain within the allowable tolerance.

Finally an important point for obtaining a good seal is the choice of the solders, which are either simple metals or alloys. The choice is determined by the various physical and chemical properties of the solders and the materials to be joined; by the various metallurgical reactions which develop between the solder in the liquid state and the materials (such as solubility of the materials in the solder, diffusion of the solder into these materials and formation of intermetallic com-
Fig. 2. Sealed-in windows of different materials. From left to right: sapphire, CaF₂, MgO, SiO₂.

pounds); and by the operating conditions of the windows: temperature, atmosphere, etc.

A consideration of all these factors gives two main rules which the solder should satisfy. First, its mechanical properties should be at least as good as those of the parts to be joined. Secondly, the wetting of these parts should be adequate: this is a very important factor which mainly depends on the choice of solders and on the physical-chemical state of the parts to be joined.

Sealing processes have been developed at LEP for windows for a very wide range of applications. Fig. 2 shows some windows that have been made with various kinds of the more commonly employed materials. These seals have good mechanical characteristics and can readily withstand the heat treatments normally applied in making vacuum devices. The seals can be fitted to the devices or equipments for which they are intended by hard or soft soldering.

Summary. The transmission of electromagnetic radiation often necessitates the use of transparent windows with an extensive transmission range on either side of the visible spectrum. The optical transmission of glass is limited, and it has to be replaced by materials such as corundum, quartz, fluorite, silicon, germanium, etc. LEP have developed sealing processes for such windows. These seals, with matched coefficients of expansion, have considerable mechanical strength and can readily withstand the heat treatments used in making vacuum devices.

An outside-broadcast equipment with mobile television cameras

J. Cayzac

Introduction

In 1960 the Laboratoires d'Electronique et de Physique Appliquée, in close cooperation with the technical department of the French Television and Radio Broadcasting Organization O.R.T.F., developed a prototype portable equipment comprising a light-weight television camera and a completely self-contained UHF transmitter.
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Operation of this equipment by O.R.T.F. provided the knowledge and experience on which to base the design of a second and more highly developed system. This consists of a number of identical independent mobile units linked with a fixed unit installed in an outside-broadcast van. This system, with the exception of the aerial control unit, is produced by T.R.T. (Télécommunications Radioélectriques et Téléphoniques). The principal differences between the first and second equipments are as follows:

1) For a considerable part of the operating time the camera will be used alone, connected by coaxial cable to a video tape recorder or to an outside-broadcast van. The new camera has therefore been designed as a completely self-contained unit incorporating its own power supply. This simplification created one difficulty, that of increased weight. This has been overcome by making almost exclusive use of integrated circuits; the new camera weighs 7 kg.

2) Because it is necessary to take simultaneous shots of the same event from different positions, several mobile units must be in use simultaneously, and it must be possible to superimpose pictures on each other. These requirements make it necessary to synchronize the time-bases of the mobile units. A special device for this function has been developed which synchronizes the time-base generators of the various mobile units with that of the central relay station.

3) Distortion of the signal is introduced by the UHF links between the mobile units and the relay station and this must be corrected. The distortions are most noticeable when a mobile unit changes its position. An improvement in performance is obtained by using automatically trained directional aerials.

The UHF link transmitting the vision signal produced by a mobile unit to the outside-broadcast van operates in the 1500 MHz band. The fixed unit installed aboard the van receives the vision signals and generates the error signals required for synchronization of the various mobile units. A multichannel control link operating at 32 MHz is used to transmit the signal for automatic training of the aerials and synchronization signals from the van to the mobile units.

The new equipment comprises three mobile units and a three-channel unit, installed in the outside-broadcast van, which synchronizes the mobile units.

Each mobile unit is made up of the following four self-contained units: the camera, the 1500 MHz transmitter, the “intersynchronization” unit, the aerial control unit surmounted by the automatically aimed directional aerial. The last three units can be fitted in a harness worn on the back, while the camera, which is linked to the equipment in the harness by a cable, is held on the operator’s shoulder (fig. 1).
The fixed equipment installed aboard the outside-broadcast van comprises three vision receivers, a three-channel comparator, a three-channel signal encoder, the multichannel 32 MHz transmitter for the return link with the mobile units and a three-channel aerial control unit.

Overall design

We shall now examine the operation of the system with reference to the block diagram in fig. 2.

Each mobile unit has its own time-base generator and produces a complete television signal. When the camera is used without the "intersynchronization"

device, the time-base is derived from an internal crystal-controlled circuit. When the "intersynchronization" device is in operation, the time-base is driven by an external signal controlled in frequency and phase, the line and frame phases being locked to those of the signals from the external time-base generator. The output signal from the camera is at the standard level (1 volt into 75 ohms) and is used to frequency-modulate the UHF transmitter which operates in the 1500 MHz band. The maximum frequency deviation is 8 MHz peak-to-peak and the output power is 1 watt.

The video signals are received in the outside-broadcast van on three receivers. The line and frame phases are compared with those of a reference signal (synchr. ref. in fig. 2). The comparison process results in the generation of error voltages which are then encoded. The resultant digital signals are mixed with the return signals, including the three aerial-control signals. The 32 MHz control link transmits the following signals to the mobile units:

1) The four line and frame-phase correction signals together with an aerial-connection signal for switching an indicator lamp ("tally light", individual to each mobile unit).
2) Instructions to the cameramen on an audio channel (common to the three mobile units).
3) The aerial control signal (individual to each mobile unit).

Since the mobile section of the system is made up of four completely self-contained units, it may be adapted to suit various operational modes other than that shown in fig. 2. The most important ways in which the equipment can be used are as follows. The camera can be used alone, the video signal provided by the camera for example being recorded on video tape. The synchronized mobile equipments can be used with a coaxial-cable link; for this purpose a device is incorporated which conveys the video signals in one direction and the intersynchronization signals in the reverse direction on the same coaxial cable. Finally, the intersynchronization device can be used alone to synchronize the time-base generator in the outside-broadcast van with that of a central relay station.

Operating principle of the intersynchronization device

The equipment for synchronizing the signals from the various mobile units must meet the following specification.

a) The line and frame signals must be locked in frequency and phase at the point where comparison with the reference signal takes place.
The line intersynchronization signal for one camera must not exceed 100 ns

b) The line locking has to be controlled accurately to within ±200 ns under the most exacting operating conditions.
c) The pass-band necessary for the transmission of the intersynchronization signal for one camera must not exceed a few kilohertz.

The solutions adopted are now briefly described.

**Line Intersynchronization**

In the solution chosen to achieve line intersynchronization, the initial frequency difference is corrected relatively slowly. Small line-phase fluctuations occurring in the course of operation are corrected by a high-speed digital control. Correction increments or decrements of 100 ns are made with a maximum frequency of 50 per second.

This device is controlled by means of three signals: "advance", "retard" or "stop". These are transmitted over the return link in the form of bursts of two subcarriers, each of which can assume the "0" or "1" state, at a rate of 50 per second. These same signals are used to keep the frequency control in its balanced position. To begin with, before frequency synchronization has been achieved, an inhibiting device makes it possible to lock the system on the "advance" or "retard" signal, depending on the sign of the frequency error, until the error has been sufficiently reduced to be corrected by the high-speed system.

We will assume that the oscillator of the mobile unit is in synchronism with the central reference oscillator (synchr. ref. in fig. 2) but that the phase is not correct. If $T_1$ represents the line cycle, it is possible to correct the phase by introducing an extra delay $t$ such that the total delay is a multiple of $T_1$. The extra delay required will change when the mobile unit changes position. Thus, if $\tau_1, \ldots, \tau_n$ are the fixed delays in the system, $t$ must be adjusted so that $NT_1 = \tau_1 + \ldots + \tau_n + t$, where $N$ is an integer, and when the mobile unit is moving, $t$ must be continually adjusted to keep $N$ integral. To be able to adjust the value of $t$ at any moment the system uses a digital phase shifter with a permanent memory which can vary $t$ in steps of (approximately) 100 ns (corresponding to one picture element in the television picture). This device retains the previously chosen value of $t$ indefinitely when the phase comparator in the outside-broadcast van transmits the stop signal or if the link is cut. The error is measured every 20 milliseconds (frame cycle $T_1$) in this comparator. If it is less than 100 ns, no correction is applied; if it exceeds 100 ns, a correction signal is sent to the mobile unit and $t$ is changed 100 ns in the appropriate sense. Since this correction occurs every 20 milliseconds, any error in the total delay $\tau$ equal to or greater than 100 ns is corrected within a time $(\tau/100) \times T_1$. To avoid over-correction the threshold of sensitivity of the system has been adjusted to a value slightly above 100 ns.

This method of correction is stable provided the UHF link is not too long and the velocity of the mobile unit is not too high. In fact the time for propagating the correction signal must not exceed 15 milliseconds, which is equivalent to a UHF link more than 2000 km long; and the value of 100 ns chosen for the correction increment or decrement makes it theoretically possible to counteract the phase variation due to the Doppler effect for velocities of the mobile unit up to 5400 km/h; in practice, owing to frequency jitter of the oscillators, this value is reduced to about 2500 km/h.

In the event of momentary failure of the 32 MHz link, the phase shifter interprets the absence of a signal as a "stop" order. The controlled oscillator has a very long response time and it retains an acceptable phase error for 10 to 20 seconds.

The permanent-memory phase shifter operates in the following way (fig. 3). A series of phase-shifting networks giving increasing phase shifts $\phi_0, \phi_1, \phi_2, \ldots, \phi_n$ are incorporated in the output circuit of the reference oscillator of a time-base generator whose frequency — as usual in television transmission — is double the line frequency ($2F_1$). These circuits are connected to an electronic commutator whose direction of rotation can be reversed. Each phase step corresponds to (approximately) 100 ns. When the switch has completed a whole cycle, it returns to $\phi_0$, having effected an advance or retarding of the time-base frequency in each mobile unit. The electronic switch driving the "wheel" advances at the rate of 1 step per 20 ms. Instructions from the intersynchronization system cause the phase wheel to turn in the required direction. Phase correction of the frequency of the time-base reference oscillator at a rate of (approximately) 100 ns per 20 ms is thus achieved.

For the usual reference frequency $f = 2F_1 = 32$ kHz a number of 320 phase-shifting networks would be required to produce the 100-ns phase steps. The number is reduced to 3 networks by using a reference frequency $f$ about 100 times higher as explained in the text.
retardation of 2\pi. If it goes on turning continuously, it thus modifies the frequency of the control oscillator continuously.

If this "phase wheel" system really operated at a reference-oscillator frequency of 2F1 as mentioned above, with a 32 \mu s cycle time, as many as 32/0.10 = 320 phase-shifting networks and a 320 position commutator would be necessary to cover all possible retardations with an accuracy of 100 ns. This would be very impractical. However, since the system merely checks the phase error every 20 ms and provides 100-ns steps of retardation or advance at this rate, the oscillator frequency can be chosen anywhere within a certain range. It was therefore decided to multiply this frequency by a factor k. This factor divides the number of networks which are necessary to define a cycle and multiplies the number of rotations which the reversible commutator must make in order to correct a given transit-time variation. The maximum value of k is that which gives only three networks, with a 120° phase difference relative to each other (for two networks the direction of rotation would be ambiguous).

This phase-correction device is capable of correcting frequency differences but an automatic frequency pre-correction system has to be combined with it because the phase correction which is limited to about 100 ns every 20 milliseconds is insufficient to correct the local-oscillator drift. (This could be improved by increasing the sampling frequency to give more rapid correction, but the allowable propagation time would be reduced in the same ratio.) Moreover, to correct a frequency error permanently, the reversible switch has to turn continuously, which introduces an annoying 100 ns jitter. Owing to the precorrection system a 100 ns jump needs to take place only every 20 or 30 seconds, which is not very noticeable.

It should be noted that incorporation of the frequency precorrection system also increases the drift speed limit tolerated by the high-speed corrector. This changes from about 2500 km/h to 12 000 km/h, a velocity which is only likely to be of interest in very exceptional cases.

**Frame control**

Since the frame-recurrence signals are obtained by division of a frequency which is double the line frequency F1, a device has been designed which corrects the shift of the frame-recurrence signals, at the rate of two lines per frame, by appropriately changing the factor by which the counter divides. The counter control data are obtained with the aid of a comparator which provides two binary signals \( X \) and \( Y \) for each intersynchronization channel as a result of the comparison with the reference signal (synchr. ref. in fig. 2). The combination of these two binary signals determines the factor by which the counter should divide in accordance with the following code (\( Tm = \) frame-recurrence signals of the mobile camera, \( Tr = \) frame-recurrence signals of the reference source):

<table>
<thead>
<tr>
<th>( X )</th>
<th>( Y )</th>
<th>( \text{counter divides by} )</th>
<th>( \text{direction of shift of} \ Tm )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>625</td>
<td>in coincidence</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>625</td>
<td>in coincidence</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>623</td>
<td>( Tm ) lagging ( Tr )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>627</td>
<td>( Tm ) leading ( Tr )</td>
</tr>
</tbody>
</table>

The stop condition for frame synchronization is defined by the states (0,0) and (1,1). The difference between these two states is used to transmit the "aerial connection" signal from the fixed to the mobile unit. Thus in state (0,0) the system divides by 625 and a "tally light" is switched on to indicate that the signal is going out on the aerial, while in state (1,1) the system again divides by 625 but the tally light is extinguished and the signal is not applied to the aerial. For any other combination the tally light is extinguished because the equipment is unable to transmit synchronized pictures.

**Principle of aerial training device**

It has been mentioned above that the transmitting aerial is trained automatically in order to reduce the reflected signals. This is achieved in the following way. Imagine a directional transmitting aerial which may be turned so that the lobe of the radiation pattern may point in two different directions \( A \) or \( B \), as shown in fig. 4a. Consider a receiver sited successively at \( R_1, R_2 \), and \( R_3 \)
The received signal at $R_1$ is stronger when the beam is in position $B$. At $R_3$ reception is stronger in position $A$. Finally, at $R_3$, since the receiver is on the axis of symmetry of the figure, the received signal is the same for beam direction $A$ and beam direction $B$. Let us now suppose that the beam is switched at some low frequency between directions $A$ and $B$. The strength of the signal received at the three receiver positions is shown as a function of time in the diagram in fig. 4b. It will be seen that the received field strength is constant if the receiver is on the axis of the figure formed by the two beams, but undergoes amplitude modulation if the transmitter is aimed so that the receiver is not on this axis. Moreover, the phase shift of this amplitude modulation in relation to the beam switching signal differs by 180° depending on the direction of misalignment.

When the received signal is detected in the outside-broadcast van, we therefore obtain an alternating signal which disappears when the aerial is correctly aimed and whose phase is reversed when it passes through zero. The training signals to the transmitting aerial are derived from this signal and transmitted over the 32 MHz circuit. A synchronous demodulator incorporated in the mobile unit provides the correction voltage required to drive the motor which adjusts the position of the aerial. To provide the two alternating beams the aerial consists of two radiators, one above the other, fitted with deflectors orientated along different axes. A switching diode allows each radiator to be excited in turn.

A final important point in the design of this system is the method by which the most favourable direction is found when the link is first set up. To select the most suitable path the control system causes the aerial to rotate through an angle of 360°; during this rotation it analyses the amplitude characteristics of the received signals and registers the angle at which the best reception is obtained. On the next rotation it causes the servomechanism to lock the aerial to the direction selected.

Final remarks

The usefulness of these self-contained units, whose standardized outputs enable them to be connected to a wide range of equipments, has been clearly demonstrated in the course of the first few months of operation by O.R.T.F. By using integrated circuits and micro-miniature techniques a system has been designed which is much more versatile than the first-generation equipment and is no larger or heavier. For example, the time-base generator of the original equipment occupied a volume of 1000 cm³, whereas the new generator only occupies 170 cm³. An additional feature of this equipment is that some of its units (the transmitter, the receiver and the "intersynchronization" device) can be used in a colour-television link.

Summary. A new self-contained television outside-broadcast equipment is described, with particular emphasis on the novel features of operation. The equipment consists of one or more mobile camera units which are linked to the outside-broadcast van by a 1500 MHz transmitter. The system employs portable self-contained cameras; an entirely digitalized intersynchronization device for locking the time-bases; an automatic system for training the aerials which virtually eliminates the effect of reflections; and a transmitter operating in the 32 MHz band with a number of channels for transmitting control signals from the van to the mobile units.
Bowl cutter machine

The cutting of brittle materials like semiconductors sometimes presents problems if the loss of material has to be kept to a minimum and the crystal lattice has to be disturbed as little as possible. To meet these requirements, A. Charles-Georges and A. Salmon of LEP have perfected a bowl cutter machine [1].

An annular metal blade (see diagram) is clamped by a number of screws to a “bowl” support. The blade can then be stretched and made warp-free by means of adjustment screws. This process allows the blade to be set exactly perpendicular to its axis of rotation; the maximum error measured near the cutting edge can be made less than 5 μm. The cutter carries either a fixed abrasive or a suspension of abrasive in oil.

The material to be cut is clamped to the end of a pivoting arm supported by two slide systems, one moving parallel to the axis of rotation and the other at right angles to it. At the other end of the arm a system of adjustable counterweights allows the cutting pressure to be adjusted. By using a low speed of rotation (cutting speed between 0.25 and 0.40 m/s) and a very constant cutting pressure (it can be kept constant within less than 2 grammes by the counterweight system), and by the use of a free abrasive the bowl cutter machine can cut thin specimens with faces parallel within very small tolerances. For example, a germanium slice 80 mm in diameter and 0.5 mm thick can be made with its faces parallel to within 20 μm.

A set of cutters with different internal diameters allows larger pieces of material to be cut, e.g. rectangular wafers of germanium 150 × 45 mm and 1 mm thick, with faces parallel to within 30 μm.

A method for small-diameter core drilling

Existing methods for abrasive machining of brittle materials have recently been supplemented by a new core drilling method, developed at LEP [1] by A. Charles-Georges and A. Salmon.

The chief problem in core drilling is that of ensuring a continuous flow of fresh abrasive slurry to the cutting face during machining. This becomes more difficult when the hole to be bored has a small diameter (about 2 mm in certain cases of interest to us) compared with its length (80 to 100 mm).

The difficulty is overcome by providing the drilling bit with two sets of channels, one set for the supply of fresh slurry, the other for the removal of the dirty slurry.

A bit in the form of a tube of polygonal cross-section will automatically create such channels as it penetrates into the material. The rotating bit cuts into the material to form a circular “ditch”; the outer diameter of the ditch
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corresponds to the circumscribed circle of the polygon and the inner diameter to its inscribed circle. As the ditch becomes deeper a cylindrical hole is bored through the material, while a cylindrical solid core remains at the centre of the hole. With this special configuration one set of channels is formed between the polygonal bit and the wall of the hole, and another set between the bit and the core.

The holes drilled in this way are accurately straight, and since the abrasive is free there is very little disturbance of the crystal lattice. This new method has been used for drilling holes 30 mm deep with a diameter of 0.9 mm, and also for drilling holes 150 mm deep with a diameter of 5 mm. Since the core can easily be retrieved from the hole, the method is also useful for producing very thin cylindrical rods.
"The larger grows our sphere of knowledge, the larger becomes its contact with the unknown". Although many will feel that this quotation, which was originally coined for science in general, seems a particularly apt description of the situation in the field of high-energy physics, the search for ever new facts and data in this field continues, as does the effort to devise ever more powerful machines for making this search. The proton synchrotron is the acme of the development of such machines, and Philips — while not exactly involved in building them — are gratified to have made an important technical contribution to their design. This contribution is the theme of an article published in this issue: it deals with the ferrite materials developed for five major proton synchrotrons. The unique interest of these machines prompted us to commission another article which takes a closer look at all five of them. This article was written for us by Dr. Gouiran of CERN, Geneva. An introduction to both articles, by Professor Casimir, gives some thought to the historical background of their subject and to the role industrial activities can play in this field.

Valuable cooperation has been given by members of the different proton-synchrotron laboratories in providing us with data and illustrations and in checking the parts of the articles about their machines. On behalf of the authors, we wish especially to acknowledge the help of Mr. M. Plotkin of the Brookhaven National Laboratory; Dr. C. Bovet, Dr. H. Fischer, Mr. W. Pirkl and Mr. P. H. Standley of CERN; Dr. J. H. Martin and Dr. T. de Parry of the Argonne National Laboratory; Mr. D. A. Gray, Mr. T. Hyman and Dr. D. J. Thomson of the Rutherford High Energy Laboratory at Chilton; and Mr. J. L. Kirchgessner of the Princeton-Pennsylvania accelerator at Princeton.

Electrostatic machines, particle accelerators and industry

H. B. G. Casimir

Electrical discharge phenomena at high voltages have been known to man since ancient times: thunder and lightning filled him with wonder and awe. Centuries went by before modest sparks could be produced with the Leyden jar and a piece of catskin. Soon after that, it was realized that these sparks were essentially manifestations of the same effect or, from the opposite point of view, that the atmosphere is a great electrostatic machine. Benjamin Franklin (1706-1790) supplied the proof of this by flying a kite. This was at once an important piece of physics and a striking example of a rational explanation of a phenomenon hitherto feared as a capricious demonstration of supernatural power.

But the physicists did not rest content with little sparks. The great frictional electrostatic machine of Van Marum (1750-1837), which can still be admired in Teyler's Museum in Haarlem, is an impressive apparatus. Many more electrostatic machines based on friction and electrostatic induction were built in the course of the nineteenth century.

After Franklin the electricity in the atmosphere was hardly used at all as an aid in performing systematic laboratory experiments, although an attempt was made in this direction as late as 1930 on the Monte Generoso with cables suspended along the mountainsides. On the other hand the Van de Graaff generator, a well engineered form of the electrostatic machine, continues to be an important tool in modern physics.

Discharges in rarefied gases were widely and systematically investigated towards the end of the nineteenth century. The discovery of the electron and X-rays — or as we might say today, of two elementary particles — was a direct result. The theoretical investigation of the electromagnetic field of a moving electron led to the conclusion that its mass is not independent of its velocity (Abraham, Lorentz), a conclusion which has also been confirmed by observation. The special theory of relativity gave a simple, general formulation of this relation between mass and velocity. The mass $m$ of the
moving electron (charge $e$) is given by the relation:

$$me^2 = eV + moc^2$$

and the velocity $v$ by:

$$m^2c^2 = m^2v^2 - m_0^2c^2.$$  

Here $m_0$ is the rest mass of the electron, $c$ the velocity of light and $V$ the voltage accelerating the electron. The magnitude of $moc^2$ is roughly 500 000 electron volts. It is thus only at voltages of half a million volts and more that the "relativistic effects" are very considerable. Such voltages were not yet available when the theory of relativity was established.

Much greater particle energies, of several million electron volts, had already been found in nature, in particles in the radiation emitted by radioactive nuclei. These high-energy particles were the first tools of nuclear physics. In 1919, Rutherford and his co-workers found a first indication that alpha-particles emitted by "radium C" and having a range of 7 cm in air (corresponding to an energy of 7.7 MeV) can cause a nitrogen nucleus to disintegrate. If it were possible to generate beams of particles with comparable energy but of greater intensity, the way would be open for an entirely new attack on the nucleus of the atom. Georg Gamow, a physicist of Russian descent, who died in America on 20 August 1968 — more widely known for his witty writings on modern physics and its history — pointed out that energies of less than a million electron volts could also be adequate to produce nuclear reactions. Particles with such energies — too low for them to be able to get over the potential barrier around the nucleus — would be able to tunnel through this barrier and, once they reached the interior of the atom, would cause disintegration. ("Ein Teilchen in Kern eindringt und ausrufet Zertrümmerung", he would say in his not entirely faultless German.) This was confirmed in 1932 by Cockcroft and Walton, who bombarded lithium with protons and found that the protons could react with a lithium nucleus even at energies lower than 100 keV. On the other hand, when the energy of the bombarding particles is increased, new reactions, new excited states, new phenomena are found each time. Although voltages of 5 MV and higher were later successfully achieved by using Van de Graaff machines, it was at first difficult to exceed 1 MV either with Van de Graaff or with Cockcroft-Walton generators. Then physicists struck upon the idea of accelerating particles not by passing them once through a very high voltage, but by subjecting them to repeated kicks obtained with a.c. voltages. This is done both in the linear accelerator and in the cyclotron. Both principles have been described in this journal on previous occasions [2]. I do not intend here to dwell on the amazing, and sometimes bewildering, expansion which nuclear physics has subsequently undergone.

Side by side with nuclear physics and partially utilizing similar methods of observation (ionization chambers, Wilson chambers and Geiger counters) there went another branch of research — that of cosmic rays. Fast electrons and other forms of radiation reach the earth from space. In these rays, there are particles with energies very much higher than those known from radio-active processes or than could be produced with accelerators at that time. It was to some extent the same situation as with the thunderstorm in the days of Franklin, but now the source of power was not the atmosphere but space. A surprising discovery made during this investigation was that of the positron (or positive electron) by Anderson in 1932, although, in a certain sense, this had already been predicted by Dirac's theory. It was found that in the vicinity of a nucleus a gamma quantum of at least twice half a million electron volts can be transformed into an electron-positron pair. It is
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difficult for us to realize today that when Anderson made his discovery technology was not yet far enough advanced to generate X-rays of the required energy. However, pair formation was not the end. Great "showers" of positrons and electrons can occur in cosmic rays, requiring many millions of electron volts. Shortly afterwards, artificial radioactivity was discovered and it was then found that an artificial radioactive nucleus which has an excess of protons emits positrons. Just as important was the discovery of the "heavy electrons" or mesons, which was largely due to the work of Powell, Occhialini and their co-workers in the forties; their technique was to observe particle traces in photographic emulsion. These particles had also been predicted: Yukawa had postulated them in 1935 to account for the short range of the specific nuclear forces which keep the protons and neutrons together in the nucleus. The fact that the inspired but certainly qualitative theory of Yukawa was so strikingly confirmed by experiment still remains for me one of the most remarkable events in modern physics. Incidentally, work in the field of cosmic rays was particularly attractive to physicists with an inclination for globe trotting and mountaineering, for the properties of these rays depend to a significant extent both on the degree of latitude on earth and on altitude.

The intensity of the cosmic rays is, however, slight. If one wished to make a proper investigation of the new particles and the completely new phenomena which emerged on their appearance, it would be necessary to generate them artificially. Similarly, nuclear physics only advanced successfully when the investigator was no longer solely dependent on radioactive elements. In order to generate the simplest of the "heavy electrons" an energy of no less than 500 MeV is required. And just as in nuclear physics new excited states and new nuclear reactions were constantly being found when the energy increased, so in this domain of typical high energy physics each gain in energy leads to new particles or new reactions. Every advance in accelerator technology has so far been of interest for fundamental physics. Thus the negative protons were promptly discovered as soon as an energy of more than $2m_pc^2$ was available (here $m_p$ is the mass of the proton; $m_pc^2$ is roughly 1000 MeV).

In an after-dinner speech at the conclusion of a CERN conference I once pointed out that the physics of the higher energies could be regarded as the highest form of science since one not only evolves one's own experiments, but even creates one's own particles. What then must be the attitude of an industrial laboratory towards this field which, in its fundamental aspects, is so fascinating? As yet, no technical application is in sight. No new energy sources are emerging, nor are new means of communication or very special effects on living matter, although therapy by means of "pions" has been considered. This does not mean that applications will never be found, nor do I wish to belittle the intrinsic philosophical value of this research work. The industrial laboratory, however, cannot as yet afford to enter this domain independently.

Unfortunately, this is also true of the construction of accelerators. We could build Cockcroft-Walton generators, synchrocyclotrons and isochronous cyclotrons with our own resources, and have done so on our own account. With the big accelerators this is no longer possible. The project is too complicated, the market too small, the investments are too great. Thus the role of industry is restricted to supplying components for large projects which are outside our sphere of influence both in design and in purpose. For a laboratory such as ours, which, from time to time, has been accustomed to making a modest but independent contribution to the development of instrumentation on the frontiers of physics, it is to some extent disappointing to have to recognize that it is no longer in a position to do this. It is all the more gratifying that materials developed by us for completely different purposes play a useful and even almost essential part in such projects, as the articles contained in this issue will demonstrate.

Summary. As introduction to the following articles about five major proton synchrotrons a historical sketch is given of the efforts to apply ever higher voltages and ever higher energies to the investigation of elementary particles. A few steps in the related growth of our knowledge of these particles are indicated.
Ferroxcube for proton synchrotrons

F. G. Brockman, H. van der Heide and M. W. Louwerse

The core of the accelerating station of the Brookhaven Cosmotron — the first proton synchrotron to be completed (1952), accelerating protons to 3 GeV — consisted largely of ferrite material provided by Philips (ferroxcube) [1]. Since that time Philips have provided similar materials for the construction of five other proton synchrotrons: the 28 GeV machine for CERN at Geneva (Switzerland), which was put into operation in 1959, the 33 GeV machine at Brookhaven, Upton, N.Y., U.S.A. (1960), the 12.5 GeV machine at Argonne near Chicago, Ill., U.S.A. (1963), the 7 GeV machine at Chilton, England (1963), and the 3 GeV machine at Princeton, N.J., U.S.A. (1963).

This article is intended to explain how ferroxcube is used in these machines and to discuss the characteristics of the required material. In the treatment that we shall give here the principles of a proton synchrotron will be briefly recapitulated, the properties of ferroxcube that are of interest will be reviewed, and it will be shown that for each of the five machines it was possible to manufacture a grade of ferroxcube that was matched to the specific requirements.

As we shall often refer to these machines individually, it will be convenient to make use of the abbreviations that are commonly used. Abbreviations and full titles are as follows:
1) CPS: the CERN Proton Synchrotron at Geneva.
2) AGS: the Alternating Gradient Synchrotron at Brookhaven.
3) ZGS: the Zero Gradient Synchrotron at Argonne.
4) Nimrod, the 7 GeV Proton Synchrotron at Chilton.

The ferroxcubes treated in this article were developed when these accelerators were designed and built. It should perhaps be noted here that since then new developments in ferrite technology have taken place at Philips that are of great importance for the modernization of the synchrotrons. In fact, completely new accelerating stations incorporating the newly developed ferrites have been designed for the CPS and the AGS. Up to the present there have been 15 accelerating stations in the CPS and 12 in the AGS, but now the higher quality of the new materials makes the new stations so much more effective that fewer of them are required, leaving more valuable space for experiments.

The principles of the proton synchrotron

In a proton synchrotron (see figs. 1 and 2) the protons are injected into an annular vacuum chamber, and are kept in a given closed orbit in this chamber by a guiding magnetic field which must increase during the acceleration. At one or more positions around the ring the particles are accelerated by an electric field. When the particles have reached their maximum energy, they are ejected from the ring or made to strike an internal target, the magnetic field is brought down to a low value again, and a new cycle begins.

The trajectory of a particle of charge \( e \) moving with momentum \( p \) perpendicularly to a magnetic field of flux density \( B \) will be curved, and it will be shown that for each of the five machines it was possible to manufacture a grade of ferroxcube that was matched to the specific requirements.

As we shall often refer to these machines individually, it will be convenient to make use of the abbreviations that are commonly used. Abbreviations and full titles are as follows:
1) CPS: the CERN Proton Synchrotron at Geneva.
2) AGS: the Alternating Gradient Synchrotron at Brookhaven.
3) ZGS: the Zero Gradient Synchrotron at Argonne.
4) Nimrod, the 7 GeV Proton Synchrotron at Chilton.

The ferroxcubes treated in this article were developed when these accelerators were designed and built. It should perhaps be noted here that since then new developments in ferrite technology have taken place at Philips that are of great importance for the modernization of the synchrotrons. In fact, completely new accelerating stations incorporating the newly developed ferrites have been designed for the CPS and the AGS. Up to the present there have been 15 accelerating stations in
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this issue \cite{3}, eq. (1) relates the size and the final energy
of the accelerator. In fact, since the maximum value of
$B$ is limited by saturation of the magnet steel, and the
final energy is (in the relativistic limit) proportional to
$p$, eq. (1) indicates that the final energy is proportional
to the radius. Thus, for the AGS the final energy
(33 GeV) and the radius (128.5 m) are both about ten
times as large as the corresponding values for the PPA
(3 GeV, 12.5 m).

\[ \text{Fig. 2. An interior view of the 33 GeV Alternating Gradient Synchrotron (AGS) at Brookhaven, at the junction of the injection line and the main synchrotron ring.} \]

The particles are accelerated by giving them repeated
kicks by means of oscillating electric fields that appear
across insulating sections in the metal vacuum-chamber
wall. An essential characteristic of a synchrotron is the
synchronization of these oscillating fields to the particle
motion: this ensures that the particle is always exposed
to a field of favorable phase when it passes the gap.
Consequently, the particles are accelerated in bunches,
the positions in between corresponding to unfavorable
phases of the field. As the particle is accelerated, its
velocity and therefore its orbital frequency increases
steadily, and the frequency of the r.f. voltage across the
gap must be made to follow the variation exactly.

The orbital frequency is the velocity of the particle
divided by the circumference. In the Cosmotron, for
instance, the orbital frequency came out to be 0.36 MHz
at injection increasing to 4.2 MHz at ejection. In the
higher-energy accelerators the radius is larger and there-

\[ \text{(11) F. G. Brockman and M. W. Louwerse, The ferroxcube transformer core used in the Brookhaven Cosmotron, Philips tech. Rev. 15, 73-83, 1953/54.} \]

\[ \text{(12) The formulas in this article are adapted to the use of SI units.} \]

\[ \text{(13) R. Gouiran, Five major proton synchrotrons, p. 330-365 of this issue.} \]
r.f. voltage is (for reasons to be discussed in [3]) not equal to the orbital frequency but an integral multiple of it. In the AGS this multiple is 12, and the final r.f. frequency is 4.45 MHz; at injection the velocity is such that the r.f. frequency comes out to be 1.4 MHz. We note that the ratio of the two frequencies in the AGS, 4.45/1.4 = 3.2, is smaller than with the Cosmotron: 4.2/0.36 = 11.7; this is due to the injection energy at the AGS being higher, the injection velocity thus being closer to c.

It is in the accelerating stations in which the accelerating fields are produced that the ferroxcube materials are used in large quantities. (Lesser quantities are used in other components, such as coupling transformers, etc.) An accelerating station for the CPS is shown in fig. 3, and one for the AGS in fig. 4.

**The accelerating unit and the function of the ferroxcube**

An accelerating station is shown schematically in fig. 5. It is a shielded structure, cylindrical around the proton beam, allowing high r.f. electric fields to be produced across the accelerating gap without introducing any other effects on the beam, or elsewhere. It can be considered as a single-turn inductor. An r.f. current fed into the inductor (i.e. into the wall of the structure) produces an r.f. magnetic flux in the inductor around the axis, which in turn induces an r.f. voltage across the ends of the inductor, i.e. across the gap. The amplitude \( \hat{V}_\perp \) of the gap voltage \( V_\perp \) is related to the amplitude \( B_\perp \) of the r.f. flux density \( B_\perp \) by:

\[
\hat{V}_\perp = \omega A B_\perp, \quad (2)
\]

where \( \omega \) is the r.f. angular frequency and \( A \) is the area of the inductor that is traversed by the flux.

To give the particles the required acceleration, \( \hat{V}_\perp \) must have a value of thousands of volts. On the other hand, the current feeding the inductor is limited, since it is derived from vacuum tubes in the r.f. power supply which have a limited power dissipation. In order to minimize the current required for the given gap voltage, the impedance of the inductor should be as large as possible.

The impedance can be made large in two steps. In the first place the inductor can be loaded by a ferromagnetic...
core. If the relative permeability of the core is \( \mu_r \), then, for given linear dimensions of the inductor, its impedance is increased by a factor \( \mu_r \). Or, putting it the other way round, a given required impedance can be obtained with smaller linear dimensions of the inductor if it is loaded with a ferromagnetic core. The core should not introduce undue losses and, at the frequencies involved, the only ferromagnetic materials that can function effectively are the ferrites.

Secondly, by making the inductor part of a resonant LC circuit tuned to the operating frequency, the impedance is still further increased. This is accomplished by connecting a suitable capacitance across the terminals (cf. fig. 5). The impedance \( Z \) in the two cases is:

non-resonant case: \( Z \approx \omega L \), \hspace{1cm} (3a)
resonant case: \( Z \approx \omega Q_e L \), \hspace{1cm} (3b)

\( L \) is the inductance and \( Q_e \) the quality or \( Q \) factor characterizing the losses of the circuit. The equations (3a) and (3b) are only valid if \( Q_e \) is sufficiently larger than 1. The magnitude of the impedance \( Z \) is \( Q_e \) times as large in the resonant case as it is in the non-resonant case.

Eq. (3a) and (3b) are easily derived from the equivalent circuits for both cases (fig. 6a and b). \( R \) is the equivalent series loss resistance of the inductor \( L \). The \( Q \) factor is \( Q_e = \omega L / R \) and the angular frequency at resonance \( \omega_0 \) is given by \( \omega_0^2 = 1 / LC \). Case (a) is a special case of case (b) with \( C = 0 \) (\( \omega_0 = \infty \)). The impedance \( Z \) is given by:

\[ \frac{1}{Z} = j \omega C + \frac{1}{(R + j \omega L)}. \]  
\[ (4) \]

Introducing \( \omega_0 \) and \( Q_e \) instead of \( C \) and \( R \), then approximately, for \( Q_e \gg 1 \):

\[ \frac{1}{Z} \approx \frac{1}{(1/j \omega L)(1 - \omega^2 / \omega_0^2 - 1/j Q_e)}. \]  
\[ (5) \]

For \( \omega_0 \to \infty \) and neglecting \( 1/jQ_e \) compared to 1, we obtain eq. (3a); for \( \omega = \omega_0 \) eq. (3b) is obtained.

It may be noted that the power dissipated in the circuit, which for a given voltage is proportional to the real part of \( 1/Z \), is in both cases given by \( 1/\omega Q_e L \) (see eq. 5). Thus, for a given inductor, this power is the same whether the inductor is resonated or not.

Fig. 4. An accelerating station of the AGS in Brookhaven.

Fig. 5. An accelerating cavity (schematic). The protons move along the axis of the cylindrical structure in a beam \( p \). The cavity can be considered as a single-turn inductor. An r.f. current \( I \) fed into the cavity wall produces an r.f. magnetic field in the cavity around the axis, and the corresponding r.f. flux (of density \( B_e \)) induces an r.f. voltage \( V \) across the gap. An external capacitor \( C \) may be used to obtain an LC circuit resonant to the operating frequency.

Fig. 6. The equivalent circuits of a non-resonant cavity (a) and of a cavity resonated with an external capacitor \( C \) (b).
Fig. 7. An accelerating cavity of each synchrotron, in longitudinal section. a) AGS (Brookhaven), b) CPS (Geneva), c) ZGS (Argonne), d) Nimrod (Chilton), e) PPA (Princeton). The ferrite cores (hatched) are drawn to scale; cavity walls (heavy lines) and wiring (thin lines) are schematic. In comparing sizes it should be noted that the cavities of the AGS (a), the CPS (b) and the PPA (e) are circular in cross-section, whereas those of the ZGS (c) and of Nimrod (d) are rectangular, with the long side perpendicular to the plane of the drawing. (Cross-sections of the cores are compared in fig. 20.) In the first four cavities the pattern of fig. 5 is easily recognized. If more than one gap is required, foreshortened \( \frac{1}{4} \lambda \) sections can be introduced between the foreshortened \( \frac{1}{2} \lambda \) end-sections. The r.f. source is connected to "r.f.", the polarizing current source to "d.c.". For (b) flux lines of the r.f. field and of the polarizing field are shown in the cross-section \((\beta_1\) and \(\beta_2\) respectively).

In the PPA (e) the acceleration is in two steps. In the first part of the cycle the particles are accelerated with the aid of a drift tube. In the inset of (e) the drift-tube principle is indicated: the section between the two gaps changes the sign of its voltage in the time that the particle travels through this section, so that the particle is accelerated at both ends. In the PPA accelerating station the inner part acts as the drift tube. The r.f. voltage is applied to the three sections in parallel and the accelerating field appears at the gaps A and D only. During the second part of the cycle the protons are accelerated by the cavity surrounding the drift tube, and the accelerating field appears at the gaps B and C. The drift tube is resonated with an external inductor, and the resonant system is again tuned to the changing frequency by polarizing a ferrite in the inductor. It may be noted that in a multiple-gap cavity the voltages across the gaps are in phase; a particle sees virtually the same phase when passing these gaps as the time of passage between the gaps is small compared to an r.f. period. In a drift tube, on the contrary, the change of phase during passage is essential.

Resonant circuits, often in the form of cavity resonators, have been widely applied to solve similar problems, in electron synchrotrons for instance and also in many other high-frequency devices, klystrons, magnetrons, linear accelerators, etc. In these applications the frequency is constant. In a proton synchrotron, however, the frequency is changing rapidly, and therefore a choice has to be made between: a) a non-resonant system, in which the advantages of resonance are lost and an inductance is incorporated that is sufficiently large; and b) a resonant system that, at any moment, is tuned to the rapidly varying orbital frequency of the particles. In the first case the demands on the r.f. source will be relatively high, in the second case special provisions must be made for tuning the system. The solution (a) was used in the Cosmotron \textsuperscript{42}. In the five accelerators discussed in this issue, on the other hand, a resonant system has been chosen. In

\textsuperscript{42} Whereas the accelerating station of the Cosmotron was essentially untuned, resonances due to distributed capacities did occur and had to be dealt with. See J. P. Blewett, M. Plotkin and E. J. Rogers, Rev. sci. Instr. 24, 795-800, 1953, in particular pp. 798 and 799.

\textsuperscript{43} In practice, the gap-voltage amplitude is often varied over wide ranges, to improve particle capture, acceleration efficiency, etc.
these five accelerators the ferrite is also used for tuning the system. The resonant frequency of the system, \( \omega_0 = \sqrt{\frac{L}{C}} \), is varied by varying the inductance \( L \). This is achieved by applying a variable d.c. magnetic bias field to the ferrite. This field polarizes the ferrite, thereby reducing its permeability for oscillating fields of relatively small amplitude; as saturation is approached the relative permeability approaches unity. The resonant frequency could, in principle, also be varied by mechanically varying the capacitance \( C \) in Fig. 5, but the former method is more amenable to feed-back control, since it is non-mechanical.

The accelerating unit of Fig. 5 has a close resemblance to a resonant cavity consisting of two \( \frac{1}{4} \lambda \) coaxial resonators connected “face-to-face” and resonating in push-pull. A cavity of this type can also be tuned by means of a ferrite. The resemblance, however, is not complete since in the five synchrotrons the cavity sections are much shorter than \( \frac{1}{4} \lambda \), to ensure a relatively uniform flux distribution in the axial direction, and the cavity is not resonant by itself, but is resonated by an external capacitor. The two halves of the accelerating unit may be referred to as foreshortened \( \frac{1}{2} \lambda \) coaxial resonators.

The function of the ferrite, then, may be summarized as follows:

a) It enables a sufficiently high impedance to be obtained with an accelerating unit that is small enough for practical use.

b) It provides a convenient method for tuning the acceleration station to the varying operating frequency.

To fulfill these functions properly, the ferrite must meet the following requirements:

1) Its permeability must be sufficiently high.

2) The magnetic losses under r.f. excitation must be sufficiently low, i.e. its \( Q \) factor must be sufficiently high.

3) A sufficient reduction of its permeability for r.f. fields must be obtainable with a bias field of practical magnitude.

It can be seen from eq. (3b) that the first two requirements can be combined in the one that the instantaneous value of \( \mu_e \omega_0 \) should be sufficiently high under all operating conditions.

From the expression for the resonant frequency of the system, \( \omega_0 = \sqrt{\frac{L}{C}} \), it follows that the bias has to be capable of reducing the permeability by a factor of

\[
\frac{\mu_{\text{max}}}{\mu_{\text{min}}} = \left( \frac{f_1}{f_i} \right)^2, \quad (6)
\]

where \( f_i \) and \( f_1 \) are the initial and the final orbital frequency respectively (any corrections for filling factors, etc. are neglected here).

Assuming the gap voltage amplitude \( \bar{V} \) to be kept constant during the acceleration \([5]\), it follows from eq. (2) that the amplitude of the r.f. flux density varies inversely with the frequency:

\[
f_i \left( \bar{B}_m \right)_i = f_i \left( \bar{B}_m \right)_i \quad \cdots \quad (7)
\]

The cavities used in practice

Before discussing the properties of ferrites we shall turn briefly to the accelerating cavities actually used in the five synchrotrons. These are shown in longitudinal section in Fig. 7, all drawn to the same scale. The basic pattern of Fig. 5 is easily recognized in the first four cases. If more than one gap is required, foreshortened \( \frac{1}{4} \lambda \) sections can be introduced between the foreshortened \( \frac{1}{2} \lambda \) end-sections. The largest type of cavity used is that of Nimrod at Chilton; this is shown in Fig. 8. In the PPA at Princeton the acceleration is obtained in two steps: a “drift tube” (explained in the caption of Fig. 7) is used in the first part of the cycle, and a cavity in the second part; the reason is that the required frequency swing is too large to be obtained in one step by ferrite tuning. Fig. 9 shows a PPA accelerating station under construction.

Fig. 7 shows how the bias field is applied to the ferrite. In the AGS, the ZGS, Nimrod and the PPA this is done by means of one or more turns (which may be formed by the cavity wall itself) around the ferrite. In these cases only a limited number of turns are used to prevent interference with the r.f. system; this leads to large polarizing currents (of the order of 1000 A). In the CPS the ferrite is polarized by an external iron-cored yoke magnet; the number of turns on this magnet is relatively large and only a few amperes are necessary for polarization (see Table I). An important consideration is that the d.c. and the r.f. circuits should be decoupled; the decoupling is obtained by arranging the winding or the geometry in such a way that at any instant the r.f. field and the polarizing field

<p>| Table I. Maximum ferrite polarizing field and current (per cavity). |</p>
<table>
<thead>
<tr>
<th>max. current in A</th>
<th>number of turns</th>
<th>( H_{\text{D, max}} ) in A/mm</th>
<th>( \mu_{\text{max}} )</th>
<th>( \mu_{\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGS</td>
<td>850</td>
<td>1</td>
<td>1.0</td>
<td>400</td>
</tr>
<tr>
<td>CPS</td>
<td>1</td>
<td>2200 x 2(*)</td>
<td>0.8</td>
<td>250</td>
</tr>
<tr>
<td>ZGS</td>
<td>650</td>
<td>20</td>
<td>4.2</td>
<td>176</td>
</tr>
<tr>
<td>Nimrod</td>
<td>800</td>
<td>10</td>
<td>1.2</td>
<td>557</td>
</tr>
<tr>
<td>PPA</td>
<td>14 000</td>
<td>1</td>
<td>10.8</td>
<td>150</td>
</tr>
<tr>
<td>drift -tube inductor</td>
<td>6</td>
<td>1000</td>
<td>4.8</td>
<td>150</td>
</tr>
</tbody>
</table>

\(*\) In each cavity there are 2 parallel sections of 2200 turns with 1 A maximum current; each section is applied to one of the two ferrite cores in the cavity.
The outstanding feature of ferrites, as magnetic materials, is their high resistivity, which is at least $10^6$ (and in some ferrites as much as $10^{16}$) times the resistivity of iron and the magnetic alloys. This makes the ferrites particularly suited for applications at high frequencies, the high resistivity usually precluding eddy currents. The usual methods of dealing with the eddy-current losses in metallic magnetic materials (lamination or powdering) are insufficient to render these materials useful in this application: the permissible thickness of the lamination becomes impracticably small; the
achievable permeability is too small in the case of powder cores [6].

The ferrite industry was established about 20 years ago following the now classical investigations of J. L. Snoek [7]. He showed that useful materials can be obtained by preparing mixed crystals of known magnetic ferrites and a non-magnetic ferrite such as zinc ferrite. Over the years two systems have emerged as the most useful. These are the manganese-zinc-ferrites (ferroxcube 3) and the nickel-zinc-ferrites (ferroxcube 4). It will be seen below that varieties of ferroxcube 3, although exhibiting some very good magnetic properties, cannot be used for the present application.

Varieties of ferroxcube 4 have been chosen for the five accelerators.

Preparing a ferrite for a highly specialized application like the one under discussion involves a separate development of the material. The design of an accelerating station — only one of the many interrelated elements in the highly complex problem of designing a proton synchrotron — is based on the properties of ferrites, and the designers are initially guided by the specifications of marketed materials. However, the manufacturers of ferrites have carried out continuous research and development on their products to improve them. Whereas the specifications that are finally drawn up by the synchrotron builders are usually the outcome of an interplay of ideas on what is needed and on what is possible, it is not unusual for a specification to be included that constitutes a real challenge to the manufacturer. In this article it will be shown how Philips, the pioneer ferrite manufacturer, who are well equipped with means for research, development and manufacture of these materials, have succeeded in meeting such challenges.

In what follows we shall distinguish between two guiding principles when trying to meet a certain set of specifications. In the first place, the properties of the ferroxcube varieties depend essentially on their nominal chemical composition, and investigation is required to choose the variety best suited to the purpose. Secondly, even the best variety will have some bad characteristics if it is not prepared very carefully and it is a matter of technology to prepare a product that is sufficiently homogeneous, stoichiometric, mechanically strong, etc.

---

Dependence of properties on chemical composition

Electrical properties

Whereas the manganese-zinc-ferrites (ferroxcube 3 varieties) have some very desirable magnetic properties: high relative permeabilities (1000 and over) and low hysteresis losses, they had to be rejected for the present purpose, mainly because of two undesirable electrical properties: a resistivity \( \rho \) that is relatively low (around 1 \( \Omega \)m) and a relative dielectric constant \( \varepsilon_r \) that is very high (several tens of thousands). The first gives rise to eddy-current losses, the latter, coupled with a high \( \mu_r \), to a resonance phenomenon called "dimensional resonance" [8] that also leads to unacceptable losses.

To ensure that such undesirable effects are avoided, specifications may be drawn up for \( \varepsilon_r \) and \( \mu_r \). Closely related to a relatively low resistance is the existence of relatively high dielectric losses, and to avoid these a minimum dielectric Q factor \( Q_e \) may be specified. Typical electrical specifications are shown in Table II.

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_r )</td>
<td>&lt; 20 (at 1.5 MHz)</td>
<td>&lt; 12 (at 2 MHz)</td>
<td>&lt; 20 (at 14 MHz)</td>
<td>&lt; 20, ( Q_e &gt; 5, \rho &gt; 0.2 \times 10^4 \Omega \text{m} ) (at 1.2-8.1 MHz)</td>
<td></td>
</tr>
<tr>
<td>( \mu_r )</td>
<td>&lt; 12, ( Q_e &gt; 25 ) (at 30 MHz and 1 kV/cm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If prepared with sufficient care, these specifications are easily met by ferroxcube 4, which has a high resistivity and a low dielectric constant. Varieties of this material are used in the accelerators and the further discussion will be restricted to ferroxcube 4.

A rough estimate of the importance of eddy-current losses can be obtained by comparing the theoretical skin depth \( d = \sqrt{\frac{2\omega}{\rho \mu_0}} \) with the thickness \( D \) of the slabs. For eddy currents to be negligible we must have \( d \gg D \). In our case \( D \) is around 1 or 2 cm (cf. fig. 20). For ferroxcube 3 with \( \rho = 1 \Omega \text{m} \), \( \mu_r = 10^3 \) we obtain at \( \omega = 2 \pi f = 2 \pi \times 10^5 \text{s}^{-1} \) : \( d = 1.7 \text{ cm} \). For ferroxcube 4, on the other hand, with \( \rho = 4 \times 10^4 \Omega \text{m} \), \( \mu_r = 100 \) we find, at the same frequency, \( d = 10 \text{ m} \). Thus in ferroxcube 3 the eddy current losses cannot be neglected, but in ferroxcube 4 they present no problem.

"Dimensional resonance" is the occurrence of standing-wave effects that become apparent when the wavelength of electromagnetic waves in the material becomes so small (owing to very large values of \( \varepsilon_r \) and \( \mu_r \)) that a half-wavelength fits into the smaller dimension of the core perpendicular to the magnetic flux. For \( \varepsilon_r = 50000, \mu_r = 1000, f = 10^9 \text{ Hz} \) the wavelength is \( \lambda = c/f \varepsilon_0 \mu_0 \mu_r \approx 4 \text{ cm} \), so that in ferroxcube 3 the condition for dimensional resonance, \( D \approx \lambda/2 \), is easily approached. This effect includes a decrease in the apparent permeability and a decrease in the apparent \( Q \). For ferroxcube 4, where typical values are \( \varepsilon_r = 10, \mu_r = 100 \), we have \( \lambda = 10 \text{ m} \) at \( f = 10^9 \text{ Hz} \) and there is no danger of dimensional resonance.

Magnetic properties

The magnetic properties that are of practical interest for the present discussion — permeability, variability of permeability by a bias field, and magnetic losses — are closely interrelated, and are of course related to other magnetic properties such as magnetic anisotropy, coercivity and saturation magnetization. For a qualitative understanding of these interrelations we shall occasionally have to go into the microscopic phenomena underlying the magnetization processes involved.

a) Permeability

The permeability \( \mu_r \) used in the preceding sections is in fact the relative incremental permeability; it is the permeability for oscillating fields whose amplitude is small compared to the amplitude of the polarizing field. If the ferrite is polarized by a (quasistatic) bias field that cycles between a large positive and a large negative value, it describes a hysteresis loop in a \( B-H \) diagram (fig. 11). If in a certain state of polariza-

Fig. 11. The hysteresis loop traced by a ferromagnetic material when subjected to a field that varies between large positive and negative values (schematic). If in some state \( A \) an r.f. field of relatively small amplitude \( H_{\text{rem}} \) is applied, the substance traces a loop that is narrow when the losses are small. The incremental permeability \( \mu_r \) is the slope of this loop, \( \mu_r = \varepsilon_r \mu_0 \mu_r H_{\text{rem}} \). In the demagnetized state, for vanishing \( H_{\text{rem}} \), the initial permeability \( \mu_i \) is obtained. When the material is magnetized starting from the demagnetized state, it follows the "virginal curve" (dashed), the incremental permeability (not directly related to the slope of the curve) decreasing steadily. \( H_0 \) is the coercivity, \( B_{\text{rem}} \) the flux density at remanence.
tion (e.g. A in fig. 11), a small (parallel) oscillating field is superimposed on the bias field, the ferrite describes a minor loop, and the slope of this loop—which evidently depends on the polarization—is the relative incremental permeability \( \mu_r = \frac{\mathcal{B}}{\mu_0\mathcal{H}} \). A special case is the initial permeability \( \mu_i \), the \( \mu_r \) in the demagnetized state, for vanishing \( \mathcal{H} \). Fig. 11 may also serve to recall the notions of coercivity \( H_c \) and the flux density at remanence \( B_{rem} \).

Microscopically, the material is divided into many magnetic domains; each domain is magnetically saturated. Within each domain the magnetization has certain preferred directions, due to magnetic anisotropy of the material. In the demagnetized state the domain magnetizations are oriented randomly and the average magnetization is zero. Magnetization of the body as a whole proceeds by two processes: a) by rotation of the magnetization within each domain from the preferred direction; b) by motion of the walls between the domains; during the latter process a domain that is magnetized advantageously with respect to the field grows at the expense of adjacent domains. In very strong magnetic fields all the elementary magnetic moments are aligned and the material is saturated; the saturation magnetic polarization \( J_s \) is determined by magnitude and concentration of the elementary magnetic moments. Hysteresis occurs because some processes, e.g. the domain-wall motion, are not strictly reversible.

The magnetic anisotropy may be due to the anisotropy of the crystal structure (giving rise to the "magneto-crystalline anisotropy") as well as to internal stresses in the material. A local change in magnetization is "advantageous" if the local change in dimensions that accompanies it (because of the existence of magnetostriction), is such as to yield to the local stress. The total anisotropy is measured by the anisotropy constant \( K \), or by the anisotropy field \( H_A = 2K/J_s \). A local magnetic moment is bound to its preferred direction as if by a magnetic field \( H_A \) along this direction.

The varieties of ferroxcube 4 can be represented by the chemical formula \( \text{Ni}_{(1-x)} \text{Zn}_x \text{Fe}_2 \text{O}_4 \). When the synchrotrons were designed five varieties were readily available. In these varieties, indicated by 4A to 4E, \( x \) in the formula ranges from 0.64 to 0. (Many more commercial varieties are available today.) The change in properties that corresponds to a progress from the variety A via B, C and D towards E can qualitatively be described by saying that one progresses from the "softer" to the "harder" material. In the softer ferrite (A) the internal forces are relatively small, implying that the anisotropy is small and the domain walls are loosely bound. Thus the magnetic moments easily yield to the external field, giving a high permeability; see Table III. Also the coercivity

<table>
<thead>
<tr>
<th>Ferroxcube</th>
<th>4A</th>
<th>4B</th>
<th>4C</th>
<th>4D</th>
<th>4E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation magnetic polarization ( J_s ) (tesla)</td>
<td>0.3665</td>
<td>0.4170</td>
<td>0.4030</td>
<td>0.3550</td>
<td>0.2460</td>
</tr>
<tr>
<td>Initial (relative) permeability ( \mu_i )</td>
<td>650</td>
<td>230</td>
<td>90</td>
<td>45</td>
<td>17</td>
</tr>
<tr>
<td>tan ( \delta ) at 0.1 MHz (for ( \mathcal{H}_n ) small)</td>
<td>0.013</td>
<td>0.015</td>
<td>0.010</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>Frequency for which tan ( \delta ) = 0.1 (for ( \mathcal{H}_n ) small) (MHz)</td>
<td>1.5</td>
<td>5.5</td>
<td>16</td>
<td>29</td>
<td>60</td>
</tr>
<tr>
<td>Resistivity ( \rho ) (( \Omega \cdot \text{m} )) ( &gt; 4 \times 10^4 )</td>
<td>30 (0.4)</td>
<td>120 (1.5)</td>
<td>300 (4)</td>
<td>650 (8)</td>
<td>1100 (14)</td>
</tr>
<tr>
<td>Coercivity ( H_c ) (A/m) ( \text{Oe} )</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>High frequency (relative) dielectric constant ( \varepsilon_r )</td>
<td>140</td>
<td>265</td>
<td>385</td>
<td>465</td>
<td>585</td>
</tr>
<tr>
<td>Curie point ( ^\circ \text{C} )</td>
<td>110</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(* \) 1 tesla = 10^4 gauss.

---

1 The \( \mu_r \)'s in this article are relative permeabilities. This is indicated by the subscript \( r \), but the \( r \) is omitted when primes or further subscripts are added.

2 F. G. Brockman, P. H. Dowling and W. G. Steneck, Phys. Rev. 77, 85-93, 1950. See also reference \(^1\).


5 "Ferroxcube", issued by the Philips Industrial Components and Materials Division, pages 18, 20, 21.
is small and the Curie point is low. Hysteresis loops of the softest (A) and the hardest (E) variety are shown in fig. 12. Physically, the permeability is also determined by magnitude and concentration of the elementary magnetic moments, i.e. by the saturation polarization $J_s$. The dependence of $J_s$ upon composition, however, is not very pronounced, and the variation of $\mu_r$ with composition is largely a matter of the material being softer or harder.

For the present purpose, the permeability must be sufficiently high, in other words, the variety must be sufficiently soft.

For the present purpose, the permeability must be sufficiently high, in other words, the variety must be sufficiently soft.

---

**b) Variation in permeability by polarization**

The harder the ferrite, the larger the bias field that is needed to drive it into saturation (see fig. 12), and therefore the larger the bias field needed to obtain a given reduction factor in incremental permeability. This is found to be true experimentally for the five ferroxcube 4 varieties, as is shown in fig. 13. This is therefore another reason why the ferrite must be sufficiently soft.

The cycle of the bias field may be chosen in several ways. For convenience it may be cycled between zero and a positive value only, but much larger variations in $\mu$ can be obtained if the field is also reversed in the cycle. To illustrate this, the results obtained with various cycles for a sample of ferroxcube 4C are shown in fig. 14. In fig. 14a the field $H$ is cycled between large positive and negative values, and a peak value of $\mu_r$ is obtained that is somewhat smaller than the initial permeability $\mu_i$. In fig. 14b, after magnetization starting from the demagnetized state, $H$ is cycled between zero and positive values only, and the peak value of $\mu_r$ in the cycle is the permeability at remanence, $\mu_{rem}$, which is considerably smaller than the peak value in fig. 14a.

Finally, in fig. 14c, it is shown that a peak permeability very close to $\mu_i$ can be obtained if $H$ is cycled between a large positive and a small negative value (a little larger than the coercivity $H_c$). In all of the machines except the PPA the field is cycled between zero and a positive value only (as in fig. 14b, but for different grades of ferroxcube 4), and the peak permeability is $\mu_{rem}$. In fig. 13 $\mu_{rem}$ is also indicated for the ferroxcube 4 varieties. In the PPA, however, a cycle of the type of fig. 14c has been used, so that the largest value of $\mu_r$ that can be obtained is exploited. (The choice of this cycle was also prompted by other considerations.) The hysteresis loop that is actually traced at PPA is shown in fig. 15.

In the above it has been assumed that the bias and r.f. magnetic field are parallel. Other relative orientations might also be chosen, but the bias field is then less effective in producing a $\mu_r$ variation. In the CPS the fields are not parallel in all parts of the ferrite (see fig. 7b), in the other machines they are.

**c) Magnetic losses**

Formally, the losses in a magnetic material under r.f. excitation can be described by the $Q$ factor or by the loss angle $\delta$ of the material. A complex permeability $\mu = \mu' - j\mu''$ is often introduced as well, $\mu'' \neq 0$ then implies a phase lag of $B_\gamma$ with respect to $H_{\gamma}$, and $\mu''$ is a measure of the losses. By definition $Q, \delta, \mu'$

---

**Fig. 12. The hysteresis loops of ferroxcube 4A and 4E.**

**Fig. 13. The incremental permeability $\mu_r$ as a function of a polarizing d.c. field $H_p$ for five grades of ferroxcube 4. Each measurement started from the demagnetized state. The remanence values $\mu_{rem}$ of $\mu_r$ are indicated by the arrows by the vertical axis pointing to the left. In a soft ferrite ($\mu_i$ large) a large reduction of $\mu_r$ can be obtained with a relatively small polarizing field.**
and $\mu''$ are interrelated by:

$$\frac{1}{Q} = \tan \delta = \mu''/\mu'. \ldots \ldots (8)$$

The power loss per unit volume $P$ is given by [8]:

$$P = \frac{\omega B_{\infty} H_{\infty}}{2Q} = \frac{1}{2} \mu'' \mu_0 H^2 = \frac{\pi f B^2}{\mu \mu_0 Q}. \ldots \ldots (9)$$

(where it is assumed that $\mu''/\mu' = 1/Q \ll 1$).

It should be noted from the outset that in the materials of interest here $Q$, $\delta$ and $\mu''$ (and, to a lesser degree, $\mu'$) are affected by the amplitudes of the r.f. magnetic field and flux density: they are not "material constants" in the proper sense of the word.

To evaluate the losses (and also the permeability) of a ferromagnetic substance, a copper-wire winding can be applied to a toroidal core of the material, and the circuit can be represented by an equivalent circuit of an inductance $L$ and a resistance $R$ in series. Neglecting ohmic losses in the wire, $R$ then represents the losses in the material. The $Q$ factor is then related to $R$ and $L$ by $Q = \omega L/R$.

The physical causes of the r.f. losses in ferromagnetic materials constitute a problem that for many substances is still an object of research. Traditionally one distinguishes hysteresis loss (related for instance to irreversible domain-wall motions), eddy-current loss (related to induced currents that occur when the material is conducting) and residual loss. This distinction can be established experimentally because of the differences in dependence upon $f$ and $B_\infty$. If $B_\infty$ is sufficiently small, one then writes [12]:

$$2\pi \mu_0 Q = a B_{\infty} + ef + c, \ldots \ldots (10)$$

the three terms representing the three kinds of losses. This kind of analysis has been successful in magnetic metals and also in some ferrites at the lower frequencies, but it loses its point when the "constants" $a$, $e$ and $c$ turn out to depend upon $f$ and $B_{\infty}$, as is the case with ferrites at high frequencies. In this case a more fruitful line of attack is to study the losses as a function of the frequency at low amplitudes of the r.f. magnetic field and flux density, leading to well-defined $Q$ values. As mentioned, the $Q$ factor will usually depend upon the amplitude at larger amplitudes. Most of the experimen-

---

Fig. 14. The variation in $\mu_1$ obtained with different cycles. $a)$ $H$ is cycled between large positive and negative values. The peak value of $\mu_1$ is somewhat below $\mu$. $b)$ If $H$ is cycled between zero and positive values only, the peak value of $\mu_1$ in the cycle is $\mu_{\text{rem}}$, considerably smaller than $\mu_1$. $c)$ If $H$ is cycled between a large positive value and a small negative value (a little larger than $H_0$), a peak value close to $\mu_1$ is obtained. The curves are the results of measurements on samples of ferroxcube 4C.

Fig. 15. The $B$-$H$ curve that is traced by ferroxcube 4C in the PPA. The upper and the lower part each correspond to a complete period of acceleration, so that the period of the bias field is twice as long as the main synchrotron period. A high peak value of $\mu_1$ is (among other things) obtained by the introduction of the small loops near $B = 0, H = 0$ in the cycle.

---

This point of view, the harder material is to be preferred.

The $Q$ factor generally decreases for increasing $\vec{B}_r$. This fact is very important when choosing a ferrite. Many materials with extremely high $Q$ at low r.f. flux densities become very lossy as the r.f. flux density increases. Therefore, in the specifications for the ferrite, it is often the value of $Q$ (or $\mu_r Q$ or $\mu_r Q_{\omega}$) at a given value of $\vec{B}_r$ that is specified, and this may very well be the most difficult specification to satisfy.

If the loss of quality due to the fact that $\vec{B}_r$ is large is prohibitive, the required $B_r$ may in principle be reduced by increasing the cross-sectional area $A$ of the cavity (implying the use of more ferrite), because it is in fact a given amplitude $V_\omega$ of the gap voltage that is required (cf. eq. 2).

d) The value of $\mu_r Q_{\omega}$

As we have seen before it is the value of $\mu_r Q_{\omega}$ that is required to be large. This value is shown in fig. 17.
as a function of frequency for ordinary samples of ferroxcube 4A, B, C, D, and E, in the unpolarized state, for vanishing values of $\mathbf{B}_0$. The rise at the lower frequencies is due to the factor $\omega$, since $\mu_r$ and $Q$ are roughly constant; the leveling off and decrease at the higher frequencies is due to the approach of ferromagnetic resonance. For comparison, $\mu_r Q \omega$ curves of ferroxcube 4H, a variety that will be discussed below, and of some materials that have been developed more recently (4L2 and 4C4) are also shown in fig. 17.

When a ferrite sample is polarized, the $\mu_r Q \omega$ curve shifts downwards and to the right. This is shown in fig. 18 for ferroxcube 4H. A downward shift would be expected because of the decrease in $\mu$. The shift to the right may be explained by the increase of the total effective local field $H_{\text{eff}}$, implying an increase of the ferromagnetic resonance frequency $\omega_r = \gamma H_{\text{eff}}$.

The curves of figs. 17 and 18 were obtained using low values of $\mathbf{B}_0$. During operation in the accelerator, however, the values of $\mathbf{B}_0$ are not very low, and $\mu_r Q \omega$ will be smaller than figs. 17 and 18 indicate (see the preceding section). This effect will be larger at injection (unpolarized ferrite, upper left-hand curve of fig. 18) than at the end of the cycle (polarized ferrite, lower right-hand curve of fig. 18) because, by eq. (7), $\mathbf{B}_0$ is larger at injection than at the end of the cycle. Thus the difference in the $\mu_r Q \omega$ peak values of the two curves in fig. 18 will be compensated to some extent. As a matter of fact, it has been observed experimentally that, under the conditions (6) and (7), the quantity $\mu_r Q \omega$ remains essentially constant.

### Table IV. Approximate composition of commercial and synchrotron varieties of ferroxcube 4.

<table>
<thead>
<tr>
<th>Ferroxcube</th>
<th>4K1</th>
<th>4A</th>
<th>4H</th>
<th>4L1</th>
<th>4B</th>
<th>4C</th>
<th>4D</th>
<th>4E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main components (mol %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NiO</td>
<td>15</td>
<td>18</td>
<td>21.5</td>
<td>23.9</td>
<td>25</td>
<td>32</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>ZnO</td>
<td>32.5</td>
<td>32</td>
<td>28.5</td>
<td>25.9</td>
<td>25</td>
<td>18</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>49</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Additions (mol %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MnO</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn$_2$O$_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CuO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used in</td>
<td>Nimrod</td>
<td>AGS</td>
<td>ZGS</td>
<td>PPA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table V. The synchrotron frequency range (31) and the required variation in $\mu$.

| | AGS | CPS | ZGS | Nimrod | PPA |
| | | | | | |
| Frequency at injection $f_i$ in MHz | 1.4 | 2.9 | 4.4 | 1.4 | 2.7 | 6 |
| Final frequency $f_f$ in MHz | 4.45 | 9.5 | 14 | 8.0 | 6.5 | 30 |
| Frequency ratio $f_f/f_i$ | 3.2 | 3.2 | 3.2 | 5.6 | 5 | |
| $(f_f/f_i)^2$ | 10.2 | 10.2 | 10.2 | 31 | |
| Specified $\mu_{\text{max}}/\mu_{\text{min}}$ | 10 | 25 | 12 | 45 |
| Specified upper limit for $H_{p_{\text{max}}}$ (in A/mm) | 1.2 | 2.0 | 2.8 | 1.5 |
| (in Oe) | (15) | (25) | (35) | (19) |

fig. 18 for ferroxcube 4H. A downward shift would be expected because of the decrease in $\mu$. The shift to the right may be explained by the increase of the total effective local field $H_{\text{eff}}$, implying an increase of the ferromagnetic resonance frequency $\omega_r = \gamma H_{\text{eff}}$.

The curves of figs. 17 and 18 were obtained using low values of $\mathbf{B}_0$. During operation in the accelerator, however, the values of $\mathbf{B}_0$ are not very low, and $\mu_r Q \omega$ will be smaller than figs. 17 and 18 indicate (see the preceding section). This effect will be larger at injection (unpolarized ferrite, upper left-hand curve of fig. 18) than at the end of the cycle (polarized ferrite, lower right-hand curve of fig. 18) because, by eq. (7), $\mathbf{B}_0$ of these materials, together with those of the commercial varieties 4A-4E, are shown in Table IV. In Table V the frequency range and the frequency swing of each synchrotron are shown. From the latter, using eq. (6), a specification for a minimum permeability swing is derived. The specified test value of $\mu_{\text{max}}/\mu_{\text{min}}$ is often larger than the $(f_f/f_i)^2$ value of the machine, to allow

---


a margin for incomplete filling of the inductor with ferrite, for differences between test and actual operating conditions, and to leave some scope for altering the operating conditions, etc. The largest \( \mu \) variation required is at Nimrod, the machine with the largest frequency swing achieved by ferrite tuning in one step.

Thousands of amperes may be required to tune the ferrite (see Table I), and a limit is usually specified for the field that will be necessary to obtain the tuning (6th row of Table V). In Fig. 19 these specifications have been combined with the \( \mu - H_p \) curves of Fig. 13, taking into account that the reduction in \( \mu \) is usually to be obtained starting from \( \mu_{\text{rem}} \).

The maximum of \( \mu Q \omega \) of the unpolarized ferrite should preferably occur at the lowest operating frequency of the machine. Thus, comparing Table V with Fig. 17, for AGS and CPS a grade is indicated between A and B. In Fig. 19 it is seen that in such a grade the required \( \mu \) variation could be obtained with a polarizing field not exceeding the specified upper limit. For AGS and CPS a ferrite between A and B, ferroxcube 4H, has been developed (see Table IV). Fig. 18 shows that it is very well adapted especially to CPS, as in the polarized state \( \mu Q \omega \) has again its maximum near the operating frequency (10 MHz).

For Nimrod the lowest frequency also pointed towards a ferrite between A and B. The \( \mu \) variation of none, however, was large enough (Fig. 19): a grade 

"before A" was required. The ferrite that has been developed for Nimrod (4K1) can indeed be considered as such (Table IV). The reason for the addition of other components will be indicated below.

For ZGS the lowest frequency indicated ferroxcube 4B (Fig. 17), and this gave a sufficient \( \mu \) variation too (Fig. 19). The ferrite for ZGS, 4L1, is indeed quite near B (Table IV).

At PPA the cavity must cover the second part (6-30 MHz) of the frequency range of the machine. The lowest frequency of this part, 6 MHz, suggests ferroxcube 4C for the cavity ferrite. As a maximum value for \( H_p \) is not prescribed, this grade could be and is indeed used. However, a special, rather complicated, cycle of polarization is used, as mentioned earlier (Fig. 15); this avoids the necessity of too large \( H_p \) values for the required \( \mu \) variation.

**Technology**

The relevant properties of the material, permeability and \( Q \) factor, are determined not only by the chemical composition but to a high degree by the gross structure. If, for instance, the body is porous, or has non-magnetic inclusions, the permeability may be affected in two ways. a) Internal demagnetization will occur at the pores so that the field in the material proper is smaller than the externally applied field. b) Domain walls tend to be fixed at inclusions so that the contribution to the permeability from domain-wall motion is diminished. If domain-wall motion were eliminated completely, the permeability would be due to rotation only.

The gross structure is largely a matter of preparing the material. The ferrites are made by ceramic techniques and it is in the control of the sintered structure that experience is a major factor. Generally speaking, homogeneity, both in chemical composition and in microstructure, is extremely important. The quality also appears to be very sensitive to the degree of stoichiometry [15]. The more care paid to factors of this kind, the better the material. This is illustrated by comparing the \( \mu Q \omega \) values of ferroxcube 4H, which was especially developed for the AGS and the CPS, with those of the ordinary ferroxcube 4 varieties (Fig. 17).

The large dimensions (Fig. 20) of these ferrite parts presented the ferrite factory with unusual problems. The PPA ring — the basic element of the PPA core — is the largest single-piece ferrite made anywhere. The pressing
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of such a ring prior to firing requires a hydraulic press rated at 300 tons. Firing is especially difficult for such large parts; the furnace must have a very uniform temperature over the volume of the furnace and the rate of heating must be such that the parts shrink uniformly to prevent cracking. It may be recalled that firing may involve a decrease in the linear dimensions of as much as 25%. Firing cycles of as long as five days were required for some parts.

Several details of the technology are aimed at reducing the losses that are due to the presence of ferrous ions. If a considerable concentration of these are present along with the ferric ions, the electrons appear to jump rather easily between the two kinds of iron ions in the lattice. This mobility of charges gives rise to extra magnetic losses. For large concentrations it is equivalent to a low value of \( g \) as well as a high value of \( \varepsilon_r \). This explains why ferroxcube 4 (high \( g \), low \( \varepsilon_r \)) is more suitable than ferroxcube 3: in ferroxcube 3 ferrous ions do belong to the composition nominally, in ferroxcube 4 they do not.

The sintering process is carried out at high temperatures (roughly 1200 °C). A high sintering temperature will lead to a dense product and to a high value of \( \mu_t \). At these temperatures there is a tendency to lose oxygen, leading to the formation of ferrous ions and thus to a decrease of the \( Q \) factor. To counteract the loss of oxygen the firing is carried out in an oxygen atmosphere but to stop the reaction completely an impractically high oxygen pressure would be required. A lower pressure is therefore applied and one must rely on reoxidation during the cooling-down period for compensation of the oxygen loss. If, however, the product has become too dense because the sintering temperature was chosen too high, the oxygen may not be able to penetrate sufficiently, resulting in incomplete reoxidation and degradation of the \( Q \) factor.

There are other means to counteract the formation of ferrous ions. In the first place the firing temperature leading to a sufficiently dense product may be lowered by the addition of small amounts of a "densifying agent"; copper oxide (used in 4K1, see Table IV) appears to act as such. Secondly, a small amount of manganese oxide may be added \(^{14}\). Iron is more readily oxidized than manganese so that Fe\(^{2+}\) ions in the presence of Mn\(^{3+}\) will be reoxidized by the reaction: Fe\(^{2+}\) + Mn\(^{3+}\) \(\rightarrow\) Mn\(^{2+}\) + Fe\(^{3+}\). This method was applied when 4K1 and 4L1 were prepared (Table IV).

The final cores

In fig. 20 the blocks, frames and rings that were manufactured for the five synchrotrons are drawn to scale. The total amount of ferrite for the cavities of each synchrotron, and the way it is distributed in and among the cavities is shown in Table VI.

For the CPS the rings were cemented together to

<table>
<thead>
<tr>
<th>Table VI. Distribution of the ferrite in the synchrotrons.</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of cavities</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>AGS</td>
</tr>
<tr>
<td>CPS</td>
</tr>
<tr>
<td>ZGS</td>
</tr>
<tr>
<td>Nimrod</td>
</tr>
<tr>
<td>PPA</td>
</tr>
</tbody>
</table>

\(\ast\) 40 rings in the cavity proper, 4 in the drift-tube inductor.
form a complete core as shown in fig. 21. After cementing, flat faces that serve to fit the core into the bias-field external magnet (see fig. 7b) were ground on the core. For the AGS copper cooling plates were mounted between the rings (fig. 22). In the PPA the rings were mounted separately in the cavities, as were the frames for the ZGS and Nimrod (see figs. 8 and 10). The frames for the ZGS were assembled from large blocks cemented together. (The frames for the Cosmotron were also made in this fashion.) For Nimrod this procedure was also applied (fig. 23), but as cementing led to some disappointments in the earlier stages, blocks have also been clamped into position in later procedures rather than cemented.

In manufacturing the blocks, rings, frames and complete cores, strict dimensional tolerances had to be kept. This was accomplished by surface grinding using diamond tools. One important purpose of dimensional accuracy is to minimize gaps in the bias and r.f. magnetic circuits, as any gap in the magnetic circuit reduces the apparent permeability of the assembly.

The r.f. input power of a synchrotron is many kilowatts (see Table XII in the following article), and a considerable part of this power is dissipated in the ferrite; therefore the cores must be cooled. As the ferrites are poor heat conductors, all parts must be brought into contact with the cooling water (or oil) as intimately as is feasible. In Nimrod and in the PPA the ferrite frames or rings are mounted with spaces in between (see fig. 8), and every frame or ring is immersed
in cooling oil. In the AGS the ferrite rings are cooled by the copper plates mentioned earlier (fig. 22). In the ZGS very flat copper channels, mounted between the frames, carry the cooling water (fig. 10). In the CPS cooling tubes are mounted on a copper cover (which is the cavity wall) on the outside of the core (fig. 24). In some cases the dimensional accuracy mentioned above is also of importance for the thermal contact between the core and the cooling structure.

Correlated to the development of heat and the cooling are a few requirements to be met by the ferrite. To prevent "hot spots" in the center the slabs must be sufficiently thin and the thermal conductivity sufficiently large. A typical specification for the latter is $> 3 \text{ W/m}^\circ \text{C}$. The temperature differences that can build up in the material (e.g. $60^\circ \text{C}$ between the inside and the outside of the CPS core) will have an effect on $\mu$ and $Q$; therefore the temperature coefficient of these quantities is sometimes specified (e.g. $< 0.5\%$ per $^\circ \text{C}$). Also, the material must be able to stand thermal (and other) stresses; a required tensile strength of $2000 \text{ N/cm}^2$ is typical. To meet such specifications is largely a matter of technology rather than of chemical composition.

Magnetic testing of the large pieces of ferrite at the specified frequency and flux density requires a high-power r.f. test installation. During the earlier stages of selection and development of the materials, a pulse-test method was used at the Philips laboratories in Eindhoven, in order to avoid the need for a high-power r.f. test installation at that stage. In this method the test piece is subjected to short pulses of r.f. power. The instantaneous power can then have the required level whereas the average power remains low. The test piece is made the core of an inductor of an LC circuit, tuned to the required frequency. The free oscillation of this circuit excited by the pulse is displayed on an oscilloscope. From the frequency and the value of the capacitance $C$ in the circuit the permeability is found, and the $Q$ factor is derived from the damping of the oscillations. Later however, a special high-power test equip-

Fig. 24. CPS ferrite cores with water-cooling tubes. The tubes are mounted on a copper cover, which is also the cavity wall.

ment was built at the factory. With this equipment the rings, the blocks, and the assembled frames could be tested in the polarized state, at the specified frequency and flux density, before they were delivered.

Summary. Philips have supplied the cores of ferrite material for the accelerating stations of five proton synchrotrons, which are among the largest accelerators in the world. These machines, the AGS at Brookhaven, the CPS at Geneva, the ZGS at Argonne, Nimrod at Chilton and the PPA at Princeton are more fully discussed elsewhere in this issue. The pieces of ferrite are quite large, e.g. rings of 50 cm diameter or blocks (to be assembled into frames) 25 cm long, and considerable quantities are needed: from 1760 kg at ZGS to 8400 kg at CPS. An accelerating station can be considered as a single-turn inductor with the accelerating voltage across its ends. The ferroxcube serves not only as the core material but also as the means of tuning the inductor to the rapidly changing orbital frequency of the protons. The tuning is effected by controlling the incremental permeability $\mu_r$ of the ferroxcube by a magnetic biasing field. For this kind of application it is desirable to have a wide range of variation for $\mu_r$ and a high value of $\mu_rQo$. The most suitable ferrites then readily available were the nickel-zinc ferrites (a continuous series of compositions, five of which were marketed: the ferroxcubes 4A, 4B, 4C, 4D and 4E). The softest variety (A) has the advantage of a high permeability and a good range of variation, whereas the hardest variety (E) would be more suitable if it is important to avoid ferromagnetic resonance. The optimum composition is different for each synchrotron: between A and B for the AGS and the CPS, softer than A for Nimrod, close to B for the ZGS, and C for the PPA. The material is a ceramic product; the mixing, pressing and firing must be performed very carefully to achieve sufficient homogeneity in gross structure and composition in such large components. To avoid extra losses the formation of ferrous ions is counteracted by firing in an oxygen atmosphere and in some cases by adding chemical densifying or oxidizing agents.

Five major proton synchrotrons
R. Gouiran

Introduction

The preceding article [1], concerned with the ferrites used in large quantities in five of the world's largest particle accelerators, touched only briefly on the accelerators themselves. However, to do justice to the remarkable physical and engineering aspects of these five machines, and to profit from the unique opportunity for a combined description, it seemed desirable to present a more detailed account of the machines here. This presentation, with its opportunity for comparisons, may help to give some idea of the philosophy behind the choice of certain design parameters.

The machines are listed here again for reference:
1) The Alternating Gradient Synchrotron at Brookhaven near New York.
2) The CERN Proton Synchrotron at Geneva.
3) The Zero Gradient Synchrotron at Argonne near Chicago.
4) The "Nimrod" at Chilton near Harwell in England.

The abbreviations AGS, CPS, ZGS, Nimrod and PPA will again be used in this article.

These five accelerators are proton synchrotrons and thus of the same basic design as outlined in the preceding article; the principal elements being an annular vacuum chamber in a circular array of guiding magnets and, between the magnets, provision for accelerating the protons. In appearance and in detail of the design, however, there is a remarkable variety. The difference in size of the ring, for instance, is illustrated in figs. 1, 2 and 3, showing the smallest machine, the PPA (fig. 2), the ring of concrete being made to house the largest machine, the AGS (fig. 3), and the "middle-sized" ZGS (fig. 1). Another contrast is that between the magnet units of the CPS and those of Nimrod; in the CPS there is an alignment of many relatively small magnet units (fig. 4), designed for a narrow vacuum chamber, whereas Nimrod has a massive magnet enclosing a huge vacuum chamber (fig. 5).


Fig. 1. General view of the building complex for the Zero Gradient Synchrotron at Argonne near Chicago. The accelerator proper is surrounded by a mound of earth.
Fig. 2. The Princeton-Pennsylvania Accelerator at Princeton, New Jersey. The upper photograph gives a general view of the building complex. A bank of capacitors forming a resonant system with the synchrotron magnets can be seen on top of the building housing the accelerator. The lower photograph shows the ring of magnets under construction.
Fig. 3. Two photographs of the ring of concrete to house the Alternating Gradient Synchrotron at Brookhaven near New York.
Fig. 4. A number of magnet units of the CERN Proton Synchrotron at Geneva in 1959 just after commissioning.

Fig. 5. Section of the double-walled vacuum chamber in the gap of the magnet of Nimrod at Chilton near Harwell, England. The chamber is shown under construction: the inner chamber on the left still has to be moved into the outer chamber.
Fig. 6. The arrangement of the magnets in the five accelerators, drawn to scale.
fig. 6 the arrangement of the magnets is drawn on the same scale for all of the machines, and in fig. 7 the vacuum-chamber cross-sections are all shown on the same scale. Finally, the values of a few characteristic quantities are given in Table I.

These considerable differences in design can ultimately be related to considerable differences in the final energy and the intensity of the beam of particles for which each machine is designed. The maximum field of a conventional bending electromagnet is mainly determined by saturation of the magnet steel, and usually corresponds to less than 2.0 teslas (20 kilogauss), which, together with the final energy, defines the length of the ring (excluding the straight sections). The intensity is mainly determined by the "brightness" of the source and by the "acceptance" of the accelerator — concepts to be dealt with later; as the acceptance depends upon the aperture of the vacuum chamber, a requirement concerning the intensity defines the cross-section of the magnet yoke. From the accelerator diameter and the magnet cross-section the overall cost — much of which is determined by the amount of magnet steel required — can be estimated.

Before reviewing the five synchrotrons in detail (p. 351 et seq.), we shall try to set the background by giving a fairly extensive discussion of the general principles of a proton synchrotron. Only the production of the beam of protons will be discussed. One should keep in mind, however, that the only true value of an accelerator comes from the experiments that can be done with it. For these experiments the beam of particles at the end of the acceleration cycle is put to use by means of various techniques (insertion of internal targets, beam ejection). We shall refrain from describing these, but they are nevertheless essential.

A few relativistic formulas

As after acceleration (and sometimes even before) the particles have velocities very close to the velocity of light, relativistic mechanics is needed for a proper description of the particle behaviour. The relativistic formulae that we shall use most frequently are now given.

If \( m \) is the particle rest mass, \( v \) its velocity and \( c \) the velocity of light \( (3 \times 10^8 \text{ m/s}) \), the particle has a momentum \( p \) given by:

\[
 p = \frac{mv}{\sqrt{1 - v^2/c^2}} = \beta mc,
\]

where \( \beta = v/c \) and \( \gamma = 1/\sqrt{1 - \beta^2} \).

The total energy \( E \) is:

\[
 E = \frac{mc^2}{\sqrt{1 - v^2/c^2}} = \gamma mc^2.
\]

The kinetic energy \( T \) is the difference between the total energy and the rest energy \( mc^2 \):

\[
 T = E - mc^2.
\]

Eliminating the velocity \( v \) from (1) and (2), the relation between the energy and the momentum is found to be:

\[
 E^2 = m^2c^4 + p^2c^2.
\]

I. General description of a proton synchrotron

Motion of a particle in a magnetic field

The most important relation determining the motion of the proton (of charge \( e \)) in the synchrotron is:

\[
 p = eB
\]
The final energy of the particle, as (4) and (5) show, is determined by $q$ and by the flux density $B_t$ of the final field, which in turn is determined by saturation of the magnet steel. In practice $B_t$ is usually around 1.4 teslas (14 kilogauss) \[^3\]. It then follows that the larger the final energy required, the larger the radius of curvature should be. For example, if we want an accelerator for protons ($m=0.938$ GeV) to give a final total energy of 30 GeV (which then is mainly kinetic, $E \gg mc^2$), we have $pc \approx E = 30$ GeV, and with the $B_t$ value mentioned above the radius is given by $q = p/eB \approx 3 \times 10^{10}/3 \times 10^8 \times 1.4 = 70$ m.

The mean radius $R_0$ of the accelerator is larger than the radius of curvature $\rho$, owing to the presence of straight field-free sections. $R_0$ is defined as $1/2\pi$ times the total circumference, measured along the nominal orbit of the particles.

**Fig. 8.** A particle of charge $e$, momentum $p$, in a homogeneous magnetic field of flux density $B$ describes a circular orbit. The change in momentum $dp$ in a time $dt$ is $dp = evBdt$ ($evB$ is the Lorentz force). Since $vdt = ds$ and $dp/p = ds/q$ (the momentum remains perpendicular to the radius vector), this immediately leads to eq. (5).

**Acceleration; magnetic field cycle and frequency swing**

The particles are accelerated by accelerating stations around the ring, which provide alternating electric fields. As the velocity and the momentum of the particles increase, both the magnetic field and the frequency of the accelerating electric field have to vary in a suitable way: the magnetic field must vary in accordance with eq. (5) to keep the particles in orbit, and the frequency of the electric field must vary in such a way that the field is always in the proper phase to accelerate the particles when they pass the accelerating station.

In practice, as the system providing the magnetic field is inherently a slow-acting one, and thus difficult to regulate, a programme is selected for the magnetic field, and the frequency of the electric field is adjusted to suit this. Fig. 9 shows a typical magnetic field cycle, with a linear rise during acceleration and a flat top for experimental use. (In the PPA the variation of the magnetic field with time is represented by a sine-wave superimposed on a constant bias.) The huge energy in the “top” magnetic field is stored in flywheels (or in the PPA in capacitors) during the low-field period. The particles must now be accelerated so that their velocity matches the magnetic field given by the programme. This requires, first, that the frequency of the electric field should be an exact harmonic of the orbital frequency $f$ of the particle,

$$f = v/2\pi R, \quad \quad (6)$$

where $2\pi R$ is the length of the particle orbit; $v$ is dictated by the magnetic field via eq. (1) and (5). Secondly, for the particles to obtain the proper acceleration, they must find a specific electric field value in the accelerating station when they go through it. This value is not obtained by precisely controlling the amplitude of the r.f. electric field, but, as will be seen later, by an adjustment of the relative phase of the r.f. field and the revolution of the particles.

As in all the accelerators under consideration the velocity of the particle is well into the relativistic range after acceleration, i.e. the final velocity is approximately equal to $c$, the frequency ratio $f/f_0$ to be covered by the accelerating field is approximately $c/v_0$ (where $f_0$ is the frequency after acceleration, and $f$ and $v$ are the frequency and the velocity at injection).

At this point it should be noted that in practice there is a lower limit to the flux density of the magnetic field
at injection, $B_1$: in the first place it cannot normally be lower than the remanence flux density of the magnet, and secondly, to be well defined, it should be large compared with the stray flux densities around the ring. For acceptable values of $B_1$ (about 10 milliteslas = 100 gauss at least) and for the larger machines, eq. (5) requires the particle to be injected near the relativistic (for $B = 10$ milliteslas, $v = 70$ m we obtain $\beta = v/c \approx 0.2$). Other considerations may require the injection field and energy to be still higher, as we shall see later. A convenient corollary of these requirements for the injection energy in the larger machines is that the frequency range to be covered is small, as $v_1$ is not very far from $c$. In the smaller machines, on the other hand, with injection in the pre-relativistic range, the required frequency swing is quite large.

From (1), (5) and (6) it is readily seen that the variation of the frequency with the magnetic field is given by:

$$f/f_c = \frac{B}{\sqrt{B^2 + B_0^2}}, \ldots \ldots \ldots (7)$$

where $f_c = c/2\pi R$ and $B_0 = mc/eq$. The quantity $f_c$ is the asymptotic value of the frequency when the velocity approaches $c$ ($f \approx f_c$).

The frequency of the accelerating field $f_a$ is chosen to be some integral multiple of the orbital frequency $f$:

$$f_a = hf_r. \ldots \ldots \ldots (8)$$

The choice of the “harmonic number” $h$ will be discussed later.

The actual devices which accelerate the protons are resonant cavities (in the PPA combined with a drift tube) in which the accelerating voltage appears across a gap in the metal of the vacuum-chamber wall. These cavities have been treated in some detail in the preceding article (see figs. 5 and 7 in that article), so that we can leave the subject here.

Usually a number of cavities ($M$) are distributed evenly around the ring. For a given energy gain of the particle per turn, the required voltage per cavity $V$ is proportional to $M^{-1}$. For a cavity of a given design the power dissipated is proportional to $V^2$ and thus to $M^{-2}$. The total power required is therefore proportional to $M^{-1}$, and the total power can be reduced by using more cavities.

Accelerator focusing characteristics and particle oscillations

If (7) were ideally satisfied, then the relations (5) and (6) would define an ideal particle moving in a nominal orbit with nominal momentum. However, the principles described above would be of no use at all in practice if it were not for the fact that particles deviating slightly from the ideal behaviour can also be accelerated. This is due to the “focusing” characteristics of the accelerator.

Two kinds of deviation from the ideal behaviour and two kinds of focusing can be distinguished. First, particles may have lateral deviations from the nominal orbit, and it is by “transverse” focusing that they are kept in the track. Such particles will perform “betatron oscillations” around an equilibrium orbit in the ring. Secondly, particles may have a longitudinal deviation (a deviation in azimuth) from the ideal particle passing the gap at the correct phase of the accelerating voltage. Such particles are kept in the acceleration cycle by “longitudinal” or “phase” focusing, and they will perform “synchrotron oscillations” around the ideal particle. A discussion of these focusing characteristics is simplified by the fact that the increase in particle energy per turn is small compared with the particle energy itself. Therefore, transverse focusing and betatron oscillations can be studied separately in the “adiabatic approximation” in which the acceleration is neglected. We shall first confine our attention to this case.

Transverse focusing and betatron oscillations

In relation to transverse focusing two kinds of machine can be distinguished. In the first, the combined-function machines, transverse focusing is obtained by the same magnetic field that establishes the curvature of the particle orbit around the ring. The focusing is a result of a carefully designed transverse gradient in the bending field. In a separated-function machine focusing and bending are separated, the bending being established by flat-pole magnets and the focusing by (for example) quadrupole magnets inserted between the bending magnets or (as in the ZGS) by specially shaped edges on the bending magnets. Of the five machines under discussion only the ZGS is of the separated-function type; the others are combined-function machines. Apart from the main bending and focusing elements a number of correcting magnetic elements, producing multipole (dipole, quadrupole, sextupole or octupole) magnetic fields, are generally installed in the straight sections for a fine adjustment of the bending and focusing characteristics of the ring.

Focusing by a transverse field gradient

As indicated, focusing can be obtained by introducing a transverse field gradient. This is achieved by using flared pole pieces. Consider for example a magnet of cross-section like that of fig. 10a, with the pole pieces’ flared outwards. The field lines are curved,

---

1. This saturation limitation may be removed in future accelerators by using magnet coils at very low temperatures.
Fig. 10. Profiles of focusing magnet sectors (not to scale). The centre O of the synchrotron is on the right. C is the nominal orbit. a) A D sector, in which a particle at A, with vertical deviation, is pushed back towards C, but a particle at C', with horizontal deviation, will move away from C (if n is large). This sector is vertically focusing but horizontally defocusing. b) An F sector, in which the situation is reversed.

fig 10a

bulging outwards, and the field decreases as r, the distance from the centre of the accelerator, increases. The field index n is defined by:

$$\frac{\partial B}{\partial r} = -n \frac{B_0}{\varrho_0}$$  \hspace{1cm} (9)

where $B_0$ and $\varrho_0$ are the flux density and the radius of curvature at the nominal equilibrium orbit C. In fig. 10a n is positive. As the Lorentz force is always perpendicular to the field, a particle in A, moving with nominal velocity, experiences a force with a component pushing it back to the median plane: the magnet gives vertical focusing. However, if n is large, the field at C' will be much smaller than at C, the curvature of the orbit of a particle moving with nominal velocity will be too slight and it will move away from C: the magnet is horizontally defocusing. The sector is called a D sector. The sector shown in fig. 10b is called an F sector; the field index is negative; this magnet focuses horizontally and defocuses vertically.

When the flux density is resolved into a vertical component $B_z$ and a horizontal component $B_r$, then:

$$B_z = B_0 + gdr,$$  \hspace{1cm} (10a)

$$B_r = gz,$$  \hspace{1cm} (10b)

where $\Delta r$ is the horizontal and $x$ the vertical distance from the nominal orbit, and $g$ is proportional to $n$ and to the particle momentum $p$. Comparing (10a) with (9) and using (5), we have $g = -mpeee0^2$. The coefficient in (10b) must also be $g$ to satisfy the equation curl $B = 0$. The field is a superposition of a homogeneous guiding field $B_0$ and a quadrupolar focusing field with components $gdr$ and $gz$. In a separated-function machine the only field inside the (flat-pole) magnets is a homogeneous guiding field $B_z = B_0$ and between the magnets the field only has quadrupolar components $B_z = gdr$, $B_r = gz$, which are produced by quadrupole lenses, or by shaping the magnet edges.

The rule that a focusing effect in the horizontal direction is accompanied by a defocusing effect in the vertical direction, and vice versa, is a direct consequence of the relation curl $B = 0$.

**Weak or constant-gradient focusing**

From the above one might be inclined to conclude that focusing in both directions, horizontally and vertically, at the same time is impossible. A closer look, however, shows that a D sector ($n > 0$) focuses vertically and horizontally if $n$ is restricted to sufficiently small values. Consider a particle at C' (fig. 11) with nominal velocity. We should now distinguish between the distance $r$ from the centre of the nominal orbit

$$r = OC' = \varrho_0 + \Delta r$$

and the instantaneous radius of curvature $\varrho' = O'C'$, determined by the local flux density $B_0 + \Delta B$ at C'. The deviation $\Delta B$ is given by (9):

$$\Delta B = (\partial B/\partial r) \Delta r = -n(\varrho_0/\varrho_0)\Delta r.$$  \hspace{1cm} (9)

The instantaneous radius of curvature is:

$$\varrho' = \varrho_0 + \Delta \varrho$$

where, as (5) shows,

$$\Delta \varrho/\varrho_0 = -\Delta B/B_0.$$  \hspace{1cm} (5)

Combining the equations we have:

$$\varrho' = \varrho_0 + n\Delta r.$$  \hspace{1cm} (5)

The particle at C' will move back towards the equilibrium orbit C if $O'$ is on the same side of O as C is of C', in other words, if $OO'$ and $CC' = \Delta r$ have the same sign. Now $OO' = OC + CC' - O'C' = \varrho_0 + \Delta r - (\varrho_0 + n\Delta r) = \Delta r(1 - n)$. Therefore, a D sector is horizontally focusing — although only weakly — if $n < 1$.

The type of accelerator that uses this principle is the
constant-gradient (CG) or weak-focusing accelerator. In this type of machine magnets of the D type only are used, with the same value of \( n \) all around the ring. The stability condition in a CG synchrotron is then:

\[
0 < n < 1. \quad \ldots \ldots \quad (11)
\]

**Betatron oscillations**

Owing to the magnetic restoring forces which draw the particles back towards the equilibrium orbit, the particles not in this particular orbit will oscillate about it, rather like a harmonic oscillator. These oscillations are called “betatron oscillations”; they were first discovered in the betatron [3].

In a combined-function machine the bending and the focusing fields, produced by the same magnets, increase at the same rate during acceleration and remain proportional to the particle momentum \( p \). Therefore, the local radius of curvature, determining the orbit geometry, is constant everywhere in the magnet gap. As a result, the parameter \( \nu \), defined as the number of betatron periods per turn (the number of betatron wavelengths around the ring) is constant during acceleration [4]. The betatron oscillation frequency is \( \nu f \), \( f \) being the orbital frequency (eq. 6). In particular, for a CG machine without straight field-free sections it can be shown that:

\[
\nu_H = \sqrt{1 - n}, \quad \nu_V = \sqrt{n} \quad \ldots \ldots \quad (12)
\]

where \( \nu_H \) and \( \nu_V \) are the number of betatron periods per turn in the horizontal plane and the vertical plane respectively.

The relations (12) are consistent with (11): an imaginary frequency implies exponential instead of oscillatory behaviour, i.e. instability. Under the stability condition (11) \( \nu_H \) and \( \nu_V \) are real. We note that both are smaller than 1, a fact that is typical for a weak-focusing machine.

The \( \nu \)'s can be adjusted by adding quadrupole lenses in straight sections (see p. 337). If this is done, \( \nu \) does not automatically remain constant during acceleration (unless these additional lenses are electrically in series with the bending magnets and have the same saturation curves). This is particularly so for a separated-function machine.

As the particle is accelerated, the betatron frequencies \( \nu_H f \) and \( \nu_V f \) increase, in proportion to the orbital frequency \( f \). This is accompanied by a decrease in the betatron amplitudes, so that beam shrinkage occurs: a wide beam becomes a narrow beam during the acceleration. This damping process corresponds to the decrease in amplitude of a conventional harmonic oscillator in which the mass and the restoring force are steadily increased. The betatron amplitudes in each plane of motion are proportional to \( B^{-1/2} (\alpha p^{1/2} \alpha(\beta p)^{-1/2}) \), which can be shown by applying Liouville’s theorem.

**Resonance**

In practice not all values of \( n \) which obey condition (11) are satisfactory; certain values — corresponding for example to \( \nu_H \) or \( \nu_V = \frac{1}{2} \) — have to be excluded to prevent resonance of the betatron oscillation with the revolution of the particle. If such a resonance occurs, any slight irregularity in the machine may cause a disturbance which will build up each time the particle passes through; the particle will then rapidly be lost. If resonance does not occur, such disturbances will average out. This consideration applies to all types of synchrotrons (including those in which the number of betatron periods \( \nu \) per turn is larger than 1, see below) and in principle, for any accelerator, one should avoid the values of \( \nu \) given by:

\[
h_{\nu H} + m\nu_V = k,
\]

where \( k, l, m = 0, \pm 1, \pm 2, \pm 3, \ldots \) (13).

It is not of course possible to avoid the relation (13) for every set of integers \( k, l, m \). In practice the “lower” resonances are the only ones that cause trouble.

**Momentum compaction**

Let us at this point introduce a concept which will be useful in the study of the injection procedure: the momentum-compaction factor \( \alpha \). For the nominal equilibrium orbit \( C \) the nominal values \( B_0, q_0 \) and \( p_0 \) for the flux density, the radius and the particle momentum are related by (5). A particle with a momentum \( p = p_0 + \Delta p \) can be accommodated in another equilibrium orbit, of radius \( q = q_0 + \Delta q \), if relation (5) between \( p, q \) and \( B \) at this new orbit is satisfied. The cross-section of the magnet defines a relation between \( B \) and \( q \), or between \( \Delta B \) and \( \Delta q \) (given by eq. 9). Therefore, for equilibrium orbits, \( \Delta p \) and \( \Delta q \) are directly related. For a given machine, \( \Delta p \) and \( \Delta R \) are then also directly related, and the momentum-compaction factor \( \alpha \) is defined by:

\[
\alpha = \frac{\Delta R/R_0}{\Delta p/p_0} \quad \ldots \ldots \quad (14)
\]

A small value of \( \alpha \) (“strong momentum compaction”) is favourable since particles of widely varying momentum can then be accommodated in a narrow range of radii (in a narrow vacuum chamber).

From eq. (5) we have \( \Delta p/p_0 = \Delta B/B_0 + \Delta q/q_0 \).


[4] This number is also often denoted in the literature by "\( Q \)."
and from eq. (9), if \( n \) is constant along the ring,
\[ \Delta B / B_0 = -n \Delta \phi / \phi_0, \]
so that for a CG accelerator
\[ \Delta p / p_0 = (1 - n) \Delta \phi / \phi_0, \]
and, if there are no straight sections \( (\phi_0 = \Phi_0) \):
\[ \alpha = 1 / (1 - n) = 1 / \nu_H^2. \] \hspace{1cm} (15)

It may be shown that for any synchrotron with straight sections that cover no more than 20\% of the circumference:
\[ \alpha \approx 1 / \nu_H^2. \] \hspace{1cm} (16)

Thus, in general, if the restoring forces in the horizontal plane are large, implying fast betatron oscillations \( (\nu_H \text{ large}) \), the momentum compaction is strong \((\alpha \text{ small})\).

**Strong or alternating-gradient focusing**

The alternating-gradient (AG) or strong focusing accelerators, instead of having only D sectors, have D and F sectors alternating around the ring. Generally these are of equal length, the field index \( n \) is alternatively positive and negative, its value is the same in the D and F sectors and it is very large (roughly 300).

In the CPS at Geneva the D and F sectors are combined into DF or FD units (a few of which can be seen in fig. 4). In the AGS at Brookhaven the D and F sectors are separate (for the AGS magnets see fig. 2 of the preceding article). Straight field-free sections \( (0) \) may be present between units. The whole ring then consists of a large number of identical "periods", each period consisting of an arrangement such as FDODFO (CPS) or FODODOFO (AGS).

It has been shown that an arrangement of this kind can have focusing characteristics, and that these can be much more effective than in CG machines \( [5] \). If the orbit of a proton moving in a sequence of D and F sections (of equal length and equal, large, values of \( n \)) is calculated, it is of course found that in the horizontal plane the orbit is locally sinusoidal (converging) in an F sector, and hyperbolical (diverging) in a D sector; in the vertical plane the situation is reversed. The calculation shows, however, that in both planes, up to large values of \( n \), the net effect, after a series of alternate F and D sectors, is that of a focusing force, and that the orbit is stable. If \( n \) exceeds a certain critical value (depending on the length of the sectors), the orbit becomes unstable \( [6] \). A stable orbit is shown in fig. 12a and an unstable one in fig. 12b. If straight sections are introduced similar results are obtained, and a stable orbit for such a case is shown in fig. 12c.

The focusing characteristics of a system of D and F sectors have an analogy in optics. In the first place we note that a convergent and a divergent lens of equal strength \( \pm 1/F \) separated by a distance \( L \) form a convergent optical system. More relevant to the present discussion, however, is the fact that a beam of light that has passed through a long sequence of well aligned lenses, alternately of strength \( +1/F \) and \( -1/F \), will remain restricted in width if \( L < 2F \) (\( L = \text{distance between lenses} \)).

In a stable orbit (fig. 12c) each proton performs large horizontal and vertical oscillatory motions around the nominal orbit, the betatron oscillation, on which is superimposed a small "wriggle" motion, corresponding to the passage through the individual D and F magnets. The transverse dimensions are greatly exaggerated in comparison with the longitudinal dimension. The double arrow in (c) indicates one period of the magnetic structure.

---


\( [6] \) Theoretically it is not necessary for the value of \( n \) in the D sectors \( (n_1) \) to be equal to that in the F sectors \( (n_2) \). In general stable orbits are obtained in well defined regions of the \((n_1,n_2)\)-plane.
The numbers of betatron periods per turn, $v_h$ in the horizontal plane and $v_v$ in the vertical plane, are now complicated functions of $n$.

The values of $n$ are further restricted by the condition that resonances should not occur. This leads to a great number of forbidden values, given by eq. (13).

Owing to the very high values of $n$, the average restoring force — though very much smaller than the restoring force in the horizontal plane of an individual F sector or in the vertical plane of a D sector — is much larger than in a CG machine. As a consequence the numbers of betatron periods per turn, $v_h$ and $v_v$, are much larger than in the CG case, and turn out to be larger than 1. In the CPS, for example, $n = 288$, $v_h = 6.25$. For a given angular deviation of the particles the betatron oscillation amplitude is inversely proportional to $v$, and any increase in $v$ will therefore allow the vacuum chamber and hence the magnet to be made smaller.

The large average restoring force is also expressed in a strong momentum compaction (see eq. 16). For a given range of momenta to be accommodated, this again allows the vacuum chamber to be smaller, although it creates difficulties at injection, as we shall see later.

Zero-gradient edge focusing

In the Zero Gradient Synchrotron (ZGS) in Argonne focusing is obtained in a completely different way. The pole pieces of the bending magnets are flat and parallel, giving a homogeneous field (the gradient is zero, $n = 0$). Focusing is obtained here by using magnets with edges that are not perpendicular to the nominal trajectory (see fig. 13). It can easily be shown that an arrangement like the one shown in fig. 13 (with $\psi < \theta/2$) will focus in the horizontal plane. The path in the magnet of a particle with the nominal velocity in a trajectory $C'$, outside the nominal trajectory $C$, is longer than that along $C$. It therefore experiences more bending and is thus forced back towards the nominal orbit.

The arrangement will also focus in the vertical plane: this can be seen as follows. Fig. 14a shows a cross-sectional vertical plane perpendicular to the edge, as seen from inside the ring. The fringe field is parallel to this plane. It has a horizontal component directed towards the edge above the median plane (see point $P$) and away from the edge below this plane (see $Q$). Now resolving the horizontal component (fig. 14b, the edge viewed from above) we see that at $P$ the component perpendicular to the particle velocity is directed towards the centre. This leads to a downward component of the Lorentz force. At $Q$ the situation is reversed and there is an upward Lorentz component. More generally, the vertical focusing can be related to that of the D magnet of fig. 10a, since, owing to the oblique edges, the total field averaged over an orbit decreases with increasing radius of the orbit. This corresponds to a negative horizontal gradient, as in fig. 10a.

As at all edges the forces on the protons are of the restoring kind (not being alternated with repelling forces), this machine must be considered as a weak-focusing machine, and it can be shown that the $v$'s are
again less than unity. As the bending and the focusing take place in different parts of the magnet field, this machine can in certain respects be considered as a separated-function machine. Bending and focusing characteristics of the ZGS ring can be corrected by means of four special magnets inserted between the main magnet octants (see figs. 6 and 31).

**Representation of the particle motion in transverse phase space; acceptance and emittance**

The betatron oscillation of the particle around the nominal position is conveniently represented in transverse phase space (fig. 15). This is defined as the plane in which the abscissa is the deviation $y$ from the nominal orbit $C$, and the ordinate is $y' = dy/ds$, where $s$ is the curvilinear coordinate along $C$; $y'$ is the angle between the real trajectory and $C$. Two such planes are used, one for the horizontal and one for the vertical motion.

In the sinusoidal approximation (the sinusoid of fig. 12c, neglecting the "wriggle" motion), the betatron motion of a particle in each plane is described by:

$$y = a\beta^{1/2} \cos (v\theta + \delta), \quad (17)$$

where $\theta$ is the azimuth angle around the ring ($\theta = s/R$) and $a$ and $\delta$ are constants. $\beta$ is a mean value of the "amplitude function" $\beta(\theta)$ [17]. The function $\beta(\theta)$ is, like the constant $v$, an important characteristic of the synchrotron. It is an oscillating function of $\theta$, varying from $\beta_{\text{max}}$ to $\beta_{\text{min}}$ and back in one period of the magnet structure, and it accounts for the wriggles of the particle trajectory (see fig. 12c). A "form factor" $F$ is defined by:

$$F = \frac{\beta_{\text{max}}}{\beta}. \quad (18)$$

$F$ usually has a value between 1 and 1.4. The mean value $\bar{\beta}$ of the amplitude function is given by:

$$\bar{\beta} = R_0/v. \quad (19)$$

It can be shown that for the sinusoidal approximation:

$$y' = -a\beta^{-1/2} \sin (v\theta + \delta). \quad (20)$$

Thus in transverse phase space the trajectory of the particle is an ellipse of axial ratio $\beta$ on which the wriggle motion is superimposed. One turn around the ellipse is a betatron oscillation and there are $v$ such turns for one revolution around the ring.

The area of that region of phase space that can be used for injection is called the admittance or acceptance $A$ of an accelerator: particles injected at phase-space coordinates within this area can be successfully accelerated to the end of the acceleration period, and the others are lost to the vacuum-chamber walls. The acceptance is a measure of how many particles can be accepted by the machine from the injector. The beam emittance is an area in phase space which contains all the states of the particles which form the beam. No particle is lost at injection if good matching brings the injected beam emittance completely inside the machine acceptance.

The area of the ellipse of fig. 15 is $\pi a^2$ (see eq. 17 and 20). If $a_H$ is the semi-aperture of the chamber in the horizontal plane, then, in the sinusoidal approximation, $a_H = \beta_{\text{H}}^{1/2}$ for the largest possible value of $a$. The acceptance in the horizontal plane, $A_H$, would therefore be $\pi a_H^2/\beta_{\text{H}}$. Taking the wriggle motion into account, we obtain:

$$A_H = \pi a_H^2/\beta_{\text{H}} \beta_{\text{max}} = \pi a_H^2 v_H/F R_0. \quad (21)$$

The acceptance is proportional to $v$. Thus AG machines can be expected to have larger acceptances than CG machines of the same radius and vacuum-chamber cross-section, because of the larger values of $v$. An expression similar to eq. (21) can be derived for $A_V$, the acceptance in the vertical plane. The "total acceptance" is the product $A_H A_V$. Although we usually have $v_H \approx v_V$ and $\beta_{\text{max}} \approx \beta_{\text{max}}$, this is not necessarily the case.

In the ideal case the beam emittance at injection is an ellipse just filling the machine acceptance. As noted earlier, the beam shrinks when accelerated. The betatron amplitudes decrease as $B^{-1/2}$, and the emittance therefore decreases as $B^{-1}$ or (see eq. 5 and 1) as $(\beta y)^{-1}$. This means that the product of $\beta y$ and the emittance is independent of the energy of the particles in the beam. This quantity is called the invariant emittance. Correspondingly the invariant acceptance can be defined, which is useful in comparing structures, as will be seen later.

Eq. (21) gives the acceptance in the horizontal plane for the ideal case of a monoenergetic beam in a perfectly rectangular chamber. In practice the acceptance is smaller because of energy spread in the injected
beam, synchrotron oscillations, magnet misalignment, chamber shape, etc. In particular, a deviation $\Delta p$ from the nominal momentum $p_0$ (related to the energy spread of the injected beam and the synchrotron oscillations) leads to a deviation $\Delta R$ from the radius $R_0$ of the equilibrium orbit (eq. 14), and thus to a reduction of the maximum betatron amplitude to $\beta_0 - \Delta R$. Also, their betatron frequency becomes slightly different: it is $\nu + \Delta \nu$ where $\Delta \nu / \nu \approx -\Delta p / p$.

**Phase focusing, synchrotron oscillations and transition energy**

Now that we have had a look at the particle motion in the guiding and focusing magnetic fields where the acceleration need not be taken into account, we turn to the phenomena directly associated with the acceleration.

Let us assume for the moment that the frequency of the accelerating voltage is ideally matched to the magnetic field (so that it satisfies equations 7 and 8). Then an ideal, "synchronous", particle can be imagined, i.e. a particle in the nominal orbit, with the nominal velocity, that always crosses an accelerating gap at the same phase of the accelerating voltage ($P_i, P_i, P_i', P_i', \ldots$ or $P_i', P_i', P_i', \ldots$ in fig. 16). If $M$ is the number of cavities, or the total number of gaps for multigap cavities, $V_m$ the amplitude of the voltage, and $\phi_i$ the phase when a particle passes the gap ($\phi = 0$ at the peak voltage), the increase in the particle energy per turn is $eMV_m \cos \phi$. This must be equal to the energy increase required to keep the particle in the nominal orbit in the increasing magnetic field. This increase is $E/2\pi R_0$,.. $\Delta R = E_i - E_0$, (22)

$$MV_m \cos \phi_0 = 2\pi R_0 B, \ldots \tag{22}$$

a relation giving the "synchronous phase" $\phi_0$ when $B$ and $V_m$ are known.

Now how does a particle deviating slightly in phase or energy from the synchronous particle behave? If a particle deviates in energy, the corresponding equilibrium-orbit radius and orbital frequency will also deviate from the synchronous values. For reference we note, by differentiating (1) and (2), and using (14), that $\Delta E$, $\Delta \nu$, $\Delta p$ and $\Delta R$ are related by:

$$\Delta E/E_0 = \beta_0^2 \Delta \nu / \nu_0 = \beta_0^2 \Delta p / p_0 = (\beta_0^2 / \alpha) \Delta R / R_0. \tag{23}$$

Differentiating (6), we obtain:

$$\Delta \nu / \nu_0 = \Delta \nu / \nu_0 = E_i - E_0 - \Delta R / R_0, \ldots \tag{24a}$$

or, combining the result with (23):

$$\Delta \nu / \nu_0 = (E_i^2 / E_0^2 - 1) (\alpha / \beta_0) \Delta E / E_0, \tag{24b}$$

where

$$E_i = mc^2 / \sqrt{\alpha} = \nu_i mc^2. \ldots \tag{25}$$

The kinetic energy corresponding to $E_i$ is:

$$T_i = (\nu_i - 1)mc^2. \ldots \tag{26}$$

From (26) it can be seen that for a CG accelerator $T_i < 0$ (since $\nu_i < 1$), so that $E_i$ and $T_i$ are of no physical significance. In an AG accelerator, however, $E_i$ and $T_i$ are critical quantities actually reached during acceleration; $E_i$ is called the total and $T_i$ the kinetic transition energy. As we shall now see, $E_i$ and $T_i$ are very important constants for AG accelerators.

In the first place it follows from eq. (24b) that $\Delta \nu / \Delta E$ changes its sign when $E_0$ becomes greater than $E_i$. A particle with more energy than the synchronous particle ($\Delta E > 0$) will describe its orbit faster than the synchronous particle ($\Delta E > 0$) below transition ($E_0 < E_i$), but more slowly ($\Delta E < 0$) above transition ($E_0 > E_i$).

We can look into this more closely by considering eq. (24a) and recalling that an excess of energy always implies a larger equilibrium orbit ($\Delta R / \Delta E > 0$, eq. 23).

If the energies are sufficiently small, the excess of momentum $\Delta p$ implies an excess velocity $\Delta v$ that will overcompensate the longer orbit the particle has to travel, resulting in a higher orbital frequency; at large energies, however, when the particle velocity is very close to the velocity of light, the excess of momentum no longer implies an excess of velocity: in eq. (1) it is the increase of $\gamma$, and not of $\beta$, that becomes the dominant effect, and the larger orbit will result in a lower orbital frequency.

Secondly, let us consider what happens if a particle deviates in phase from the synchronous particle. Let us first examine the case $E_0 < E_i$, $\Delta \nu / \Delta E > 0$. Consider[1]

---

[1] The now conventional symbols $\beta$, $\beta(\theta)$, $\beta_{\text{max}}$ and $\beta_{\text{min}}$ will be used in this article. Confusion with the quantity $\beta = \nu/c$ is not very likely as $\beta$ is used only in the ways indicated above when referring to the amplitude function.
a particle, corresponding to \( Q \) near \( P_1 \) in fig. 16, in the nominal orbit with nominal energy, but arriving at the gap late. Beyond the gap \( \Delta E \) will be positive (as \( V_Q > V_p \)) and thus \( \Delta f \) will be positive: the particle will be not quite so late at the next gap. After a number of gaps have been passed it will arrive on time. Meanwhile it has gathered an excess of energy, and \( \Delta f \) is still positive. It therefore will arrive earlier and earlier, but, since the voltage is from now on smaller than \( V_p \), our particle acquires less energy than the nominal particle; its excess of energy is used up, until, at \( Q' \) say, its energy, radius and frequency are nominal again. As the particle is now early, the process will repeat itself in the reverse direction. The particles are thus seen to perform oscillations (syncrotrons oscillations) in phase, energy and radius about the synchronous nominal values. The deviations in energy and radius, \( \Delta E \) and \( \Delta R \), are 90° out of phase with \( \Delta \phi \) and therefore in phase with \( \partial \Delta \phi / \partial t \). It follows that, if \( E_0 < E_t \), a range of stable phases has its centre on the rising slope. Particles inside this range are said to be phase-focused; all particles outside this range are ultimately lost to the vacuum-chamber walls. If, on the contrary, \( E_0 > E_t \), the centre of the stable range is on the descending slope.

In a weak-focusing accelerator, \( \alpha > 1 \) and \( E_t > mc^2 \), so that \( E_0 > E_t \) for all \( E_0 \). Thus, in the whole range of energies during acceleration, particles can be stably accelerated in a phase range on the rising slope.

In a strong-focusing accelerator, \( \alpha < 1 \) and \( E_t > mc^2 \). We now must distinguish between the energy region before transition and the region after transition. Stable acceleration is only possible in a phase range on the rising slope before transition and on the descending slope after transition. Therefore, when the transition energy is reached, the accelerating voltage has to be forced into a phase jump of \( 2\gamma_0 \) (fig. 17). The accelerated particles, before transition on the rising slope, will find themselves on the descending slope after this phase jump, and can be further accelerated to energies above \( E_t \).

The first AG synchrotron builders were very anxious to know whether the transition-energy barrier really could be broken. They found that it could, on the 24th of November 1959, when the protons in the CERN machine went through transition for the first time, much to the relief of workers on both sides of the Atlantic.

In general, the transition phenomenon requiring a phase jump of the voltage during acceleration occurs only if \( mc^2 < E_t < E_t \), i.e. if

\[
1 < \gamma < \gamma_t, \quad \ldots \quad \ldots \quad (27)
\]

where \( \gamma_t \) is the \( \gamma \) value of the particles at the end of the acceleration.

In the CPS the transition energy \( E_t \) is \( 6.25 \times 0.938 \approx 5.8 \) GeV \( (T_t \approx 4.9 \) GeV). The rate of increase of the field flux density, \( \beta \), is usually constant, and \( V_m \) is generally given such a value as to make \( \phi_0 \) approximately equal to \( \pm \pi/3 \) (see eq. 22).

If particles are to perform synchrotron oscillations, extra horizontal space will be required because of the variations in equilibrium-orbit radius. This space is additional to that required by betatron oscillations. For the CPS, for instance, a theoretical estimate shows that, somewhere in the middle of the cycle, away from transition, \( \Delta E/E \approx 10^{-3} \) and \( 2\Delta R \approx 6 \) mm.

**Frequency and variation in amplitude of the synchrotron oscillations**

In a "linear" approximation, i.e. for small amplitudes, the frequency \( f_0 \) of the synchrotron oscillations can be shown to be:

\[
f_0 = f \pm \frac{\hbar}{2\pi} \frac{\tan \phi_0 \left( \frac{1}{2\gamma^2} - \frac{1}{2\gamma_0^2} \right)}{B/B_f} \quad \ldots \quad (28)
\]

(for \( f \) and \( \hbar \), see eq. 7 and 8). The need for a phase jump in the accelerating voltage at the transition energy can be seen from eq. (28): when \( 1/\gamma^2 - 1/\gamma_0^2 \) changes sign, \( \tan \phi_0 \) has to change sign too, to keep the frequency real, i.e. the acceleration stable.

In eq. (28), \( B/B_f \) is the relative increase of the flux density per turn of the particle, which is \( \ll 1 \). In order of magnitude (somewhere in the middle of the cycle): \( B/B_f \approx 1 \) s\(^{-1} \), \( f \approx c/(2\pi R) \approx 3 \times 10^9/2\pi \times 100 \approx 10^8 \) s\(^{-1} \), so that \( B/B_f \approx 10^{-8} \). As \( h/2\pi \) and \( \tan \phi_0 \) are of the order of 1, and away from transition \((1/\gamma^2 - 1/\gamma_0^2)\) is about 1 (before transition) or \(1/\gamma^2\) (after transition) we have \( f_0 \Delta f \approx 10^{-9} \) or \( 10^{-8} \) s\(^{-1} \). Thus the frequency of the synchrotron oscillations is much smaller than the orbital frequency \( f \) (and, both for AG and CG accelerators, also much smaller than the betatron frequency \( f_0 \)). It is seen that \( f_0 \) lies in the kHz range (away from injection or transition).

As with the betatron oscillations, the frequency of the synchrotron oscillations varies during acceleration, and the amplitude of \( \Delta \phi \), \( \Delta R \), \( \Delta E \) and \( \Delta f \) will also vary. It is now extremely important whether the amplitudes, in particular those of \( \Delta \phi \) and \( \Delta R \), will increase or decrease. In the linear approximation it can be shown that, if \( \beta \) is taken to be constant and the required phase jump is instantaneously made at transition, the amplitudes will vary as follows:

![Fig. 17. In a strong-focusing accelerator the accelerating voltage is forced into a phase jump of 2\gamma_0 at the transition energy. The solid curve applies before transition, the dashed curve after transition.](image-url)
Fig. 18. The variation with energy of the amplitudes \( \Delta \varphi \), \( \Delta E \), and \( \Delta R \) of the synchrotron oscillations, as given by the linear approximation. \( E_t \) transition energy.

\[
\begin{align*}
\Delta \varphi &= \left( \frac{1}{\nu_0^2} - 1 \right)^{1/4} \beta \gamma^3, \\
\Delta E &= \left( \frac{1}{\nu_0^2} - 1 \right)^{1/4} \beta \gamma^3, \\
\Delta R &= \left( \frac{\beta_0 \gamma^3}{1/2 - 1/\nu_0^2} \right)^{1/4}.
\end{align*}
\]

These variations of the amplitudes as functions of the energy are shown schematically in fig. 18. It can be seen that the variation of \( \Delta \varphi \) is satisfactory: \( \Delta \varphi \) tends to zero for \( E \to E_t \), and then, after an initial rise, tends to zero again for \( E \to \infty \). The variation of \( \Delta R \) shown appears to be much less satisfactory, indeed even catastrophic, since after an initial decrease \( \Delta R \) tends to infinity for \( E \to E_t \). This would mean that near transition all the particles would be lost to the vacuum-chamber walls. Fortunately, eqs. (29) do not hold near transition, since the linear approximation cannot be used here; furthermore this effect is slow because the synchrotron frequency tends to zero at transition. Experience has shown that, if there is a good phase jump at transition, the amplitude of \( \Delta R \) stays within a reasonable range.

The synchrotron oscillations in longitudinal phase space; r.f. buckets

As with the betatron oscillations in transverse phase space, the synchrotron oscillations can conveniently be represented in longitudinal phase space (fig. 19a), in which the abscissa is the phase \( \varphi \), and the ordinate is the deviation \( \Delta E \) from the synchronous particle energy. (We could also use \( t \) or \( s \) for the abscissa; these are proportional to \( \varphi \) apart from a slow variation of the constants. Similarly, for the ordinate we may also use the deviation \( \Delta R \) from the synchronous orbit radius, or \( d\varphi/dt \).) For small deviations from the synchronous position a particle behaves like a harmonic oscillator, and in longitudinal phase space its trajectory is an ellipse. If, however, the deviations are not very small, the trajectories are no longer elliptical. Fig. 19a shows

Fig. 19. a) Trajectories in longitudinal phase space. Only particles inside the "r.f. bucket," i.e. the hatched area inside the "separatrix" \( S \), are stable. \( 2\Delta \varphi_m \) bucket length, \( 2\Delta E_m \) bucket height. The diagram refers to the case where \( -\varphi_0 \) is the stable and \( +\varphi_0 \) the unstable synchronous phase (i.e. to strong focusing before transition, \( E_0 < E_t \)). b) Gap voltage \( V \) as a function of phase \( \varphi \). The r.f. bucket length \( 2\Delta \varphi_m \) is \( \varphi(P') - \varphi(Q) \). \( Q \) is such that a particle starting at \( Q \) with nominal energy will arrive at \( P' \) with nominal energy. If \( P'P = 0 \) (\( \varphi_0 = 0 \)) then \( 2\Delta \varphi_m = 0 \). c) If \( \varphi_0 = \pi/2 \), \( 2\Delta \varphi_m = 2\pi \) (but the acceleration is zero).
Fig. 20. Gap voltage $V$ and r.f. buckets at two values of the harmonic number $h = \frac{f_0}{f}$, schematic. In (b) $h$ is twice as large as it is in (a). The values of $\varphi = 2\pi h t + \text{const.}$ are indicated below the graphs for both cases.

A particle with nominal energy just to the right of $Q$ will oscillate around $P$; one just to the left of $Q$ will shoot past $P'$ and be lost. It is now clear that if $\varphi_0 = 0$ (i.e. if $P'$ coincides with $P$) then $2\Delta \varphi_m = 0$, and, for reasons of symmetry (see fig. 19c), if $\varphi_0 = \pi/2$, then $2\Delta \varphi_m = 2\pi$. In the latter limit we have a maximum length, but the acceleration is zero. Using eq. (22), we see that $2\Delta \varphi_m$ decreases from $2\pi$ to 0 if $\frac{B}{V_m}$ increases from 0 ($\varphi_0 = \pi/2$) to $\frac{M}{2\pi R_0} (\varphi_0 = 0)$. For the usual value $\varphi_0 = \pi/3$ the bucket length can be shown to be $\pi$. It can be shown that the bucket height also decreases for increasing $\frac{B}{V_m}$. Therefore, at injection, small values of $\frac{B}{V_m}$ are favourable because the bucket area will be large.

Another interesting point is the dependence of bucket size upon $h$. The bucket length, measured in phase, does not change very much if $h$ is changed (see fig. 20). If now $h$ is increased, let us say by a factor of 2, then, measured in time, or in length along the circumference, the bucket length will roughly be halved, but there will be twice as many buckets. The only major effect is therefore the decrease in bucket height. It can be shown that the bucket height is proportional to $h^{-1/2}$. This may influence the choice of $h$ to be discussed later.

A number of turns after injection, the unstable particles are lost, and the stable particles are grouped in $h$ bunches circulating around the ring (fig. 21). At injection these bunches fill the buckets completely, and therefore have a length of $2\Delta \varphi_m$. For $2\Delta \varphi_m = \pi$
(corresponding to $\varphi_0 = \pi/3$), they occupy half of the circumference. During acceleration the length of these bunches will vary approximately in the way given by fig. 18a.

**Space-charge effects**

When the beam intensity is high, and particularly when the particles are tightly bunched, the Coulomb repulsion between the protons can have two noticeable effects:

a) In the transverse direction it counters the focusing forces of the magnet. This shifts $v$, and if $v$ is drawn into a nearby resonance, a large loss of particles is the result. The shift in $v$ varies as $\beta^2 \gamma^{-3}$, and can be kept within bounds by choosing the injection energy sufficiently high.

b) In longitudinal phase space it tends to reduce the bucket area.

**Radio-frequency control**

For a given programme for the magnetic field the frequency of the accelerating voltage must be kept accurately equal to $h$ times the frequency given by eq. (7). (As mentioned before, its amplitude, which should be constant if $B$ is constant (eq. 22), is not exceptionally critical; a slight amplitude shift will just cause a slight shift of the synchronous phase $\varphi_0$ which is not disastrous.) It is impossible in practice to keep the frequency sufficiently accurately to the value given by eq. (7), so that it follows the magnetic field, merely by using an analogue process for reproducing eq. (7). Instead, once the particle bunches are formed, the phase of the voltage is locked to the bunches passing the gap by means of a feedback loop.

Synchronizing the voltage to the particle bunches, however, is not enough to produce a stable beam, as the beam might drift from the nominal orbit to neighbouring equilibrium orbits, the accompanying drift in frequency being followed by the voltage. To prevent this, a “radial” feedback loop is provided in which a radial deviation of the beam is translated into a relative phase shift of the voltage, thereby adjusting the amount of acceleration and readjusting the energy and orbit radius of the beam.

Two methods are in use for locking the accelerating voltage to the bunches. In one method the frequency of the voltage is made to follow the magnetic field given by eq. (7) by an analogue method and then corrected by a feedback loop. The second method makes use of a “bootstrapping” process: a signal derived from the bunches is used to generate the voltage across the gap (which, in turn, generates the bunches). Experience shows that there is no significant difference in performance between the two methods. In both cases there is of course a short period after injection during which the bunches are not yet properly formed. In this period an analogue method for reproducing the variation of eq. (7) must be used for generating the voltage.

Fig. 22 shows two simplified block diagrams to illustrate the two methods. In G1 in fig. 22a a signal is generated whose frequency follows the flux density $B$ in the way given by eq. (7). If the frequency $f_0$ of this signal is not accurately equal to the frequency of the bunches of the beam $b$ passing through the cylindrical pick-up electrode $P_{b\gamma}$, it is corrected to $f_0 + \varepsilon$ by the frequency-control unit $F$, and is then fed to a power amplifier $A$ whose output is applied to the cavity gap $g$. The correction $\varepsilon$ is proportional to the output of a phase discriminator $D$, which detects any phase difference between the signal from $P_{b\gamma}$ and the signal from the cavity. Radial deviations of the bunches are detected by the pick-up electrode $P_{r\gamma}$; in the phase shifter $PS$ a signal from $P_{r\gamma}$ will shift the phase of the input signal of $D$ from the cavity, and thereby lead to an

---

**Fig. 22** Very schematic block diagram of beam-control systems. In (a) a signal is generated whose frequency varies with the field in such a way that eq. (7) is satisfied approximately; proper synchronization is obtained by a corrective feedback from the bunches. In (b) the voltage across the cavity gap is derived from the signals from the bunches (bootstrapping). A more detailed explanation is given in the text.
additional correction of the frequency. At transition, the signal from $P_B$ is inverted by a switch $ST_1$ (as required by eq. 23-24), and the required jump of $2\phi_0$ in the voltage phase is obtained by a switch $ST_2$ which adds $2\phi_0$ to the phase. Before the bunches are formed the switch $SW_1$ is in the lower position.

Fig. 22b illustrates the bootstrapping method. After processing, the signal from $P_B$ is applied to the cavity. Corrections for radial deviations are made as above using an electrode $PR$, and the switches $ST_1$, $ST_2$ and $SW_1$ have the same function as above. With the frequency varying so rapidly, it is by no means a simple problem to keep the phase difference between $P_B$ and the cavity gap at the required constant value. This requires a highly complicated multiheterodyne equipment, which is incorporated in the “phase-lag compensation unit” $PC$.

In both cases the tuning of the cavity to the frequency of the signal is performed by means of a magnetic field which polarizes a ferrite core in the cavity (see the preceding article). This field is produced by coils that are energized by a phase detector $PD$ that responds to the phase difference between plate and grid of the last stage of the power amplifier $A$; this phase difference is directly related to the frequency of the signal.

### Injection

A beam of particles, originating from a source and a preaccelerator, is injected into the ring. To obtain a sufficient number of particles that can be accelerated successfully, the beam to be injected should satisfy certain requirements. Another problem to be solved is that of injecting the beam into the ring in such a way that the circulation will not be affected by the presence of the injector.

The requirements for the beam are as follows. To be accepted by the ring, its emittance must fall within the synchrotron acceptance, both in the horizontal and the vertical plane (eq. 21). Secondly the spread in particle energy must be sufficiently small for the beam to be accepted by the r.f. accelerating voltage, i.e. it must be no larger than the “bucket height” $2\Delta E_m$ (fig. 19a). It should also be as concentrated as possible, the number of protons per pulse in the output of the synchrotron being directly proportional to the density of particles in the beam. Finally, the particle energy at injection should be sufficiently large.

Two different lower limits can be quoted for the particle energy. In the first place the magnetic field has a minimum value, given by the remanence of the magnet steel and by the condition that the field should be well defined, i.e. large compared to the stray magnetic fields around the ring. Eq. (5) then gives a minimum value for the particle momentum. For the CPS, with $\phi = 70$ m and $B_{min} = 10$ milliteslas (100 gauss), we would obtain $T_{min} \approx 20$ MeV. Another lower limit to the particle energy is set by the space-charge effects (p. 347). In the CPS this limit is of the order of 50 MeV for $10^6$ protons/cm$^3$.

### The injection proper

The particles are injected into the ring by means of an electrostatic or magnetic inflector, providing a horizontal electric or a vertical magnetic field steering the particles away from their original path and into a direction approximately parallel to the equilibrium orbit in the ring (see fig. 23). The major problem is to prevent the particles from undergoing undue influence from the inflector at their subsequent transits. To solve this problem either the inflector must be "withdrawn" or the particles must be made to miss the back of the inflector at their subsequent transits. In principle it should be possible to achieve the second solution by making use of the fact that at constant particle energy the equilibrium orbit will shrink in the increasing magnetic field (the r.f. voltage is usually switched on

![Fig. 23. Injection into a CG accelerator.](image)

Disadvantages of this method are a) the large momentum dispersion of the particles in the ring after injection, b) a severe loss of particles as $\Delta R$ is usually considerably smaller than the width of the beam. An alternative method is to make use of the betatron oscillations of the particles injected at constant energy (see text).
Fig. 24. Very schematic representation in horizontal transverse phase space of filling the horizontal acceptance of a CG accelerator (with $\eta = 0.75$) during nine turns, at constant energy. The ordinate is $y'$, so that the betatron oscillations of the particles are represented by circles (see eq. 17 and 20). S inflector septum (see fig. 23). At each turn, the transverse phase space $(y, y')$ with the horizontal acceptance (the circle) moves an amount $\Delta R$ to the right with respect to the inflector, and the injected particles (hatched areas) make three quarters of a turn in phase space ($\phi_R = 0.75$). The first and the ninth turns are nearly completely lost, leaving the protons of about seven turns in the ring after injection.

only after injection), so that a particle following the equilibrium orbit will spiral inwards. The change of radius of the equilibrium orbit per turn, $\Delta R$, is given by:

$$\frac{\Delta R}{R} = -\alpha \frac{B}{B_f} \quad \ldots \ldots \quad (30)$$

If this method were used, particles would have to be injected at the instant that the equilibrium orbit coincides with the inflector axis (3 in fig. 23); after one turn they would be in the orbit 2 and after two turns in the orbit 1. This principle of injection cannot be used when the orbit shrinkage $\Delta R$ turns out to be too small, so that a large fraction of the particles are lost, hitting the back of the inflector after the first turn. But in fact as the equilibrium orbit moves away from the inflector axis the injected particles start to perform betatron oscillations around this orbit. Particles injected at 3 (fig. 23) at the instant that the equilibrium orbit is at 2 will perform betatron oscillations with an amplitude $\Delta R$. Since $\nu$ is not an integer, they will be in a different phase at the second transit and miss the back of the inflector. With careful setting up it is possible to arrange that the particles will also miss the back of the inflector at a number of subsequent transits, and a number of turns can be injected in this way before the r.f. voltage is switched on.

**Multiturn injection** on this principle is typical for CG accelerators. The number of turns injected may vary from about 10 to more than 200. The method is illustrated for a hypothetical case in fig. 24, which shows how the machine horizontal acceptance in the horizontal transverse phase space is filled by the injected beam in nine turns; the successive injected turns are arranged in a spiral in this phase space. The inflector can be compared to a fixed gun shooting at a moving target with bullets that undergo betatron oscillations.

It has been assumed above that the beam is injected in the horizontal median plane. Injection not in the median plane can similarly be employed to make use of vertical betatron oscillations.

The fact that injection in the equilibrium orbit (without making use of betatron oscillations) is only possible at one particular instant can be circumvented by boosting up the injection energy during the injection period. After injection the machine is then filled with particles of different momentum in different equilibrium orbits. Owing to the momentum dispersion, however, only a fraction of the particles will be accepted by the r.f. buckets when the r.f. voltage is switched on. Another variation is to slowly accelerate the particles in the ring during the injection period. In fact all these methods have been tried with more or less success.

In AG accelerators the injection is complicated by the high momentum compaction, the small value of $\alpha$ giving a small rate of shrinkage of the equilibrium orbit (eq. 30). One solution to the problem is to omit the septum in the vacuum chamber, and to use an inflector consisting of two plates for electrostatic deflection, one on each side of the vacuum chamber. Any effect of the inflector on the particles after their first turn is eliminated by switching off the deflection field: after one revolution period the inflector is short-circuited in a time ($\sim 0.1 \mu s$) short with respect to the revolution period ($\sim 7 \mu s$), leaving one string of protons in the chamber. This is called single-turn injection.

If the beam emittance or its high-density core is much smaller than the accelerator acceptance, the latter is far from fully employed by single-turn injection. Multiturn injection in AG accelerators can be established by local manipulation of the equilibrium orbit, instead of relying upon the “natural” spiralization due to the radius shrinkage of eq. (30). The method is illustrated in fig. 25. A coil $M_1$ kicks an ideal particle in the equilibrium orbit $C$ into a large betatron oscillation, and a coil $M_2$, half a betatron wavelength away from $M_1$, kicks it back into the original equilibrium orbit. The result is a new equilibrium orbit with a bump between
Fig. 25. Manipulation of the equilibrium orbit in AG accelerators. A coil $M_1$ kicks an ideal particle in the equilibrium orbit $C$ into oscillation and $M_2$ kicks it back into the orbit $C$. The distance $M_1M_2$ is half of the betatron wavelength $\lambda_b = 2\pi R/v$. The result is a new equilibrium orbit with a bump, which is made to decrease (1, 2, 3, ...) during the injection period by adjusting the coil currents. The inflector mouth lies centrally between $M_1$ and $M_2$.

$M_1$ and $M_2$, but coinciding with the original equilibrium orbit elsewhere. By varying the coil currents the size of the bump can be varied, and the bump is made to decrease (1, 2, 3 in fig. 25). Injection then proceeds as described above. Particles are shot into the ring by an inflector on one side of the vacuum chamber. The injection is started when the (new) equilibrium orbit is in the inflector axis. As the equilibrium-orbit bump decreases, the injected beam will undergo a series of betatron oscillations of increasing amplitudes. With careful arrangement a number of turns can be made to miss the inflector and fill up the synchrotron acceptance. A 3-turn injection is illustrated in fig. 26.

R.f. trapping

Once a beam of particles has been properly injected, the ring is full of particles, corresponding to a continuous ribbon $N$ in the longitudinal phase space (fig. 27a); then the r.f. voltage is switched on. The particles inside the r.f. buckets in longitudinal phase space (cross-hatched in fig. 27a) are trapped and accelerated to the end of the cycle; the others are lost. The size of the buckets, i.e. the trapping efficiency is largely determined by $B/V_m$, as we have seen before (p. 346). For the normal value of $B/V_m$, for which the synchronous phase angle $\phi_0 \approx \pi/3$, the bucket length is $\pi$, so that half of the length of the ribbon $N$ can supply useful particles. As to the height of the buckets, an estimate shows that $2\Delta E_m/E_0$ is quite often of the order of $10^{-3}$; this is the accuracy to which the particle energy in the injected beam must be defined.

R.f. trapping is illustrated rather neatly by the oscilloscope traces in fig. 28.

Efforts to increase the trapping efficiency are often directed towards using a smaller $B$ at injection than during acceleration. Changing $B$, however, is a tricky operation. The frequency programme should follow it carefully. Moreover, if the later increase of $B$ to the normal value and the accompanying "shrinkage" of the buckets are not sufficiently slow, particles may be lost, because the r.f. buckets become smaller than the beam bunches in longitudinal phase space (whose dimensions shrink during acceleration in the way given by fig. 18a).

Another way of increasing the trapping efficiency is a kind of trick discovered by accident at CERN. Sup-
pose that the r.f. voltage is switched on without feedback from the beam ($SW_1$ down in fig. 22), and at a slightly wrong frequency (1.5% too low, for instance). The string of protons ($W$ in fig. 27a) is in the unstable region. It will start moving along the unstable trajectories. As the motion is not uniform, a slight bunching effect will start to appear and consequently a signal will arise at the pick-up electrodes (fig. 27b). If now after an appropriate time (the "take-over time", of the order of 50 μs, a fraction of the period of the synchrotron oscillations) the feedback loop is closed ($SW_1$ up in fig. 22), the r.f. frequency and phase will be readjusted in such a way that the r.f. bucket encloses the region of higher density. When using this method, an r.f. trapping efficiency of 70% can be expected.

**Final beam dimensions**

In the accelerator the vertical width of the beam is largely determined by the betatron amplitudes; it will therefore shrink in proportion to $B^{-1/2}$. If, after injection, the beam emittance fills the machine acceptance properly, we may then expect the vertical width of the beam after acceleration to be:

$$W \approx 2q_v \sqrt{B_i/B_f}.$$  \hspace{1cm} (31)

where $2q_v$ is the vertical vacuum-chamber aperture, and $B_i$ and $B_f$ are the initial and final flux densities respectively. Owing to momentum dispersion of the injected beam and synchrotron oscillations the horizontal width is always larger than the vertical width. In the machines under discussion the ratio $B_f/B_i$ is of the order of 100, and the final beam width would be expected to be roughly $1/10$ of the chamber diameter. For the same reasons (energy spread, synchrotron oscillations, misalignment, etc.) that the acceptance is usually smaller than eq. (21) indicates, the width should be smaller, but on the other hand it is enlarged by scattering in residual gas, beam expansion at transition, space-charge effects, various non-linearities, etc.

### II. Detailed information about the five accelerators

We have collected various data characterizing the five synchrotrons. Each of the machines has its own very special features, and we shall try to present the data in such a way that these features are brought out clearly.

We ought to warn the reader that although some quantities, such as the ring diameter, are fixed for each of the five accelerators, others may be altered from time to time, since accelerator technique is advancing rapidly with practically day-to-day improvements. Consequently, some of the data relating to intensity, ion-source type, injection procedure, regulation proced-
Broadly speaking, the purpose of an accelerator is to provide protons of kinetic energies as high as possible, in quantities as large as possible, at a cost which is economically acceptable. However, even for modest energies, knowledge of the possible processes is still far from complete and low-energy data can bring interesting information to the nuclear world. As physicists are often seeking very rare events, high-intensity proton beams — giving a relatively high probability for the occurrence of such events in a given period — are more and more in demand. Of the two related aims, high energy and high intensity, the first takes precedence with the AGS and the CPS, and the second with the ZGS, Nimrod and the PPA.

### Table II. Energy, magnetic field, cycle period and beam intensity (late 1969).

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final kinetic energy ($T_1$)</td>
<td>GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flux density of final magnetic field ($B_t$)</td>
<td>teslas</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity (protons per pulse)</td>
<td>$3 \times 10^{12}$</td>
<td>$2 \times 10^{12}$</td>
<td>$3.3 \times 10^{12}$</td>
<td>$1.8 \times 10^{12}$</td>
<td>$4 \times 10^{10}$</td>
</tr>
<tr>
<td>Typical cycle period (**)</td>
<td>s</td>
<td>2.4</td>
<td>2.5</td>
<td>2.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Corresponding average current</td>
<td>µA</td>
<td>0.20</td>
<td>0.1</td>
<td>0.23</td>
<td>0.11</td>
</tr>
<tr>
<td>Injection kinetic energy ($T_1$)</td>
<td>MeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flux density of injection field ($B_t$)</td>
<td>milliteslas</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[**] These values are purely indicative, the period may be varied considerably (except at PPA).

[1*] 1 tesla = 10 kilogauss.
Trying to characterize each of the five machines in a few words by their most original features we might say that the AGS and the CPS were the first proton accelerators to apply the AG principle, to pass through transition and to reach the 30 GeV range, that the ZGS is the largest machine with a zero gradient, allowing it to be very compact, that Nimrod has a huge vacuum chamber for super-high intensities and that the PPA is the first fast-cycling high-energy proton accelerator.

Fig. 29 gives an aerial view of the CPS. The ZGS has been shown earlier in fig. 1, the PPA in fig. 2, and the AGS ring in fig. 3 (and its interior in fig. 2 of the preceding article). Fig. 33 shows systems for inflection and ejection at Nimrod.

In Table III it can be seen that the fraction of the ring occupied by magnets does not vary widely from one machine to another, it is roughly 0.7-0.8. The magnet arrangement, however, is quite different, as we have already seen in fig. 6. Some details of this arrangement are given in Table IV. In the AGS the individual magnets are so short that they can be straight; in all the other machines the units are curved. In view of the rapid field variation all the units are laminated.

The magnet arrangement for the ZGS is shown in fig. 31 and a magnet octant for this machine in fig. 32. Parts of the magnet ring of Nimrod are shown in fig. 33a and b. An impression of the magnet units for the other machines is obtained from photos shown.

---

Table III. Size of the ring. Fraction occupied by magnets.

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference (2πR₀) m</td>
<td>807</td>
<td>628</td>
<td>172</td>
<td>148</td>
<td>78.58</td>
</tr>
<tr>
<td>Mean radius (R₀) m</td>
<td>128.5</td>
<td>100</td>
<td>27.4</td>
<td>23.6</td>
<td>12.51</td>
</tr>
<tr>
<td>Radius of curvature (q) m</td>
<td>85.37</td>
<td>70</td>
<td>20.8</td>
<td>18.8</td>
<td>9.145</td>
</tr>
<tr>
<td>Fraction occupied by magnets (q/R₀)</td>
<td>0.63</td>
<td>0.68</td>
<td>0.76</td>
<td>0.80</td>
<td>0.731</td>
</tr>
<tr>
<td>Orbital frequency at velocity c MHz</td>
<td>0.372</td>
<td>0.478</td>
<td>1.75</td>
<td>2.02</td>
<td>3.815</td>
</tr>
<tr>
<td>Mass of magnet steel t</td>
<td>4000</td>
<td>3000</td>
<td>4700</td>
<td>7000</td>
<td>400</td>
</tr>
</tbody>
</table>

---

Radius, energy and magnetic field

Table II shows the initial and final values of the particle energy and the magnetic field (flux density), as well as the beam intensity and the cycle period. The size of the ring and the fraction occupied by magnets is given in Table III. Size, kinetic energy and magnetic field are conveniently summarized in fig. 30. Two things may be noted in this figure: a) the final field of the ZGS is considerably larger than the other final fields, giving a relatively compact machine at a given final energy; b) the frequency swing for small machines, in particular for the PPA, is large (as discussed earlier).

In all cases except one, B₀, the flux density of the final field at the nominal orbit, is about 1.4 teslas (at Nimrod this can be pushed to 1.6 teslas to reach 8 GeV). This value is mainly determined by the consideration that, even in high-quality magnet steel, serious fluctuations in the magnetic field will appear if the material is saturated. The maximum acceptable flux density Bₘₐₓ in this respect is usually around 2.0 teslas. The fact that the condition B < Bₘₐₓ must be satisfied over the cross-sectional area of the vacuum chamber means that, if a field gradient is present, B₁ must remain considerably smaller than Bₘₐₓ. The ZGS, with zero gradient, is the exception. We shall return to this point when considering the “useful aperture”.

---

![Fig. 30. Radius of curvature q, flux density B of the magnetic field and kinetic energy T in the five accelerators. B is plotted horizontally, q vertically, both on a logarithmic scale. Each accelerator is represented by a horizontal line between the field at injection and the final field. Lines of constant T given by the relations (3), (4) and (5) are shown, and lines of constant orbital frequency f given by eq. (6). (The value of f in the B-q diagram depends on the value of q/R; for simplicity we have assumed one single value, q/R = 0.7.) The bending of the lines of constant frequency marks the transition from “pre-relativistic” to “relativistic”. The diagram shows clearly that acceleration in the pre-relativistic range implies a large frequency swing.](image)
earlier (PPA, fig. 2; CPS, fig. 4; for the AGS, see fig. 2 of the preceding article).

All the magnets have a C-shaped cross-section, except the ZGS magnet. To construct a magnet of sufficient mechanical strength is in itself a problem, in particular for the heavier magnets (ZGS, Nimrod). From this point of view the ZGS design has great advantages. On the other hand, the C shape allows much easier access to equipment in the vacuum vessel and it does not restrict the path for extracted proton and secondary beams, and for this reason the C shape has been adhered to in Nimrod (see fig. 5).

The AG and the CG principle; combined and separate functions

In the AGS and the CPS strong focusing (large $v$ values) is obtained by applying the AG principle; the other three machines are weak-focusing machines, with $v$ values less than unity. The focusing characteristics are given in Table V.

As we have seen before, large values of $v$ are advantageous for two reasons. a) The number of particles that can be accelerated is proportional to $A_H A_V$, the product of the acceptances ($A = \pi q^2 v/v FR$) in the horizontal and the vertical planes, and thus proportional to $v_H v_V$. An increase in the $v$'s leads directly to an increase in the accelerated beam intensity. An increase of the acceptances can otherwise only be obtained by increasing the vacuum-chamber cross-section, which is an expensive undertaking since the magnet cross-section then has to be increased in about the same proportion. b) A large $v_H$ goes hand-in-hand with

---

**Table IV. Structure of the ring.**

<table>
<thead>
<tr>
<th>Ring</th>
<th>D and F magnets, 60 periods (FO'D)O(DF'O)O</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGS</td>
<td>144 $D$ or $F$ of 2.29 m = 329.6 m</td>
</tr>
<tr>
<td></td>
<td>96 $F$ or $D$ of 1.90 m = 182.4 m</td>
</tr>
<tr>
<td></td>
<td>240 magnets</td>
</tr>
<tr>
<td></td>
<td>$24 \times O$ of 3.15 m = 75.6 m</td>
</tr>
<tr>
<td></td>
<td>$72 \times O$ of 1.63 m = 117.4 m</td>
</tr>
<tr>
<td></td>
<td>$144 \times O'$ of 0.71 m = 102.2 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi R_0$ = 807 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi q$ = 536 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPS</th>
<th>DF and FD units, 50 periods FDODFO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50 $D$ or $F$ of 4.26 m = 213 m</td>
</tr>
<tr>
<td></td>
<td>50 $F$ or $D$ of 4.26 m = 213 m</td>
</tr>
<tr>
<td></td>
<td>100 units</td>
</tr>
<tr>
<td></td>
<td>$80 \times O$ of 1.74 = 139.2 m</td>
</tr>
<tr>
<td></td>
<td>$20 \times O$ of 3.14 = 62.8 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi R_0$ = 628 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi q$ = 440 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ZGS</th>
<th>flat-pole magnets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8 octants of 16.3 m = 130.4 m</td>
</tr>
<tr>
<td></td>
<td>8 straight sections, total length = 41.45 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi R_0$ = 172 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi q$ = 150.4 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nimrod</th>
<th>D type magnets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8 octants of 14.75 m = 118.0 m</td>
</tr>
<tr>
<td></td>
<td>8 straight sections, total length = 30.4 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi R_0$ = 148 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi q$ = 118.0 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PPA</th>
<th>D type magnets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16 $D$ of 3.591 m = 57.46 m</td>
</tr>
<tr>
<td></td>
<td>8 $O$ of 1.981 m = 15.85 m</td>
</tr>
<tr>
<td></td>
<td>8 $O'$ of 0.660 m = 5.28 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi R_0$ = 78.58 m</td>
</tr>
<tr>
<td></td>
<td>$2\pi q$ = 57.46 m</td>
</tr>
</tbody>
</table>

*(*) The difference between the total length of the magnets and $2\pi q$, where $g$ (Table III) is determined by $p$ and $B$ (eq. 5), is due to fringe fields.
strong momentum compaction. If the particles in a beam have a certain spread in energy (injected beam energy dispersion, synchrotron oscillations), the accompanying spread in equilibrium orbits is small if the momentum compaction is strong. From eq. (14), using the relations (1) to (4), we obtain:

$$\frac{dR}{R} = \frac{1}{v_{H}^{2}} \frac{\gamma}{\gamma + 1} \frac{\Delta T}{T}.
$$

If $\Delta T/T = 10^{-3}$, $\gamma \approx 1$ and $R = 100$ m (CPS at injection), then, for $v = 6.25$, we have $\Delta R = 1$ mm. For $v = 0.7$ the spread in radii would be no less than 10 cm. In AG accelerators the compaction is of particular importance as a counterbalance to the beam expansion near transition (see fig. 18c).

However, if strong focusing is obtained by a large (alternating) field gradient $n$ of the individual bending magnets (as in the AGS and the CPS), then there is a limitation to the method, which shows up as a limit to the maximum useful aperture. Before going into this briefly, we note that this limitation for strong focusing applies to combined-function machines only, where the same magnetic fields are used for focusing and bending and where $v$ and $n$ are directly related.

If $q$ is the semi-aperture and $B_l$ is the flux density of the final field at the nominal orbit, then $B_l \pm [q(dB/dr)]$ must remain below the maximum acceptable flux den-

<table>
<thead>
<tr>
<th>Table V. Focusing.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focusing type</td>
</tr>
<tr>
<td>Edge angles</td>
</tr>
<tr>
<td>Field index $n$</td>
</tr>
<tr>
<td>$v_{H}$</td>
</tr>
<tr>
<td>$v_{V}$</td>
</tr>
<tr>
<td>$x \approx 1/v_{H}$</td>
</tr>
<tr>
<td>Transition energy</td>
</tr>
<tr>
<td>total: $E_t = vmc^2$</td>
</tr>
<tr>
<td>kinetic: $T_t = (v - 1)mc^2$</td>
</tr>
<tr>
<td>$\beta = R_0/v$</td>
</tr>
<tr>
<td>Form factor $F = [\beta_{max}]$</td>
</tr>
</tbody>
</table>
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Fig. 32. A magnet octant under construction for the ZGS.
where $q_{\text{max}}$ is the "maximum useful semi-aperture"; $n/q$ is called the "profile parameter". Table VI gives values of $n/q$ (as derived from Table V and Table III), of $q_{\text{max}}$ (with $B_{\text{max}} = 2.0$ teslas, $B_{f} = 1.4$ teslas, $B_{\text{max}}/B_{f} - 1 = 0.43$) and of the actual vacuum-chamber horizontal semi-aperture $q_{H}$. It can be seen that the AGS and the CPS have used up more than half of their maximum useful aperture, whereas in the CG accelerators the maximum useful aperture is very far from setting a practical limit to the dimensions of the cross-section. Thus, if combined-function machines only are considered, CG machines can be increased in aperture more easily than AG machines. Of course, the price to pay for such an increase in aperture would be an increase in the required amount of magnet steel.

The exceptional position of the ZGS is evident from Table VI: $n = 0$, $q_{\text{max}} = \infty$, and there is no limit to the aperture on field-gradient considerations. This can be considered as a result of the fact that the ZGS is, in one respect, a separated-function (CG) machine: bending and focusing are established in different parts of the field, and $n$ and $r$ are no longer directly related. As a consequence $B_{f}$ can be chosen arbitrarily close to $B_{\text{max}}$ (see eq. 32). In the ZGS this has been exploited by taking special measures to push $B_{\text{max}}$ as far as pos-

Table VI. Maximum useful and real semi-aperture (horizontal), $q_{\text{max}}$ and $q_{H}$: $q_{\text{max}}$ has been calculated for $B_{\text{max}} = 2.0$ teslas, $B_{f} = 1.4$ teslas.

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n/q$</td>
<td>m$^{-1}$</td>
<td>4.2</td>
<td>4.1</td>
<td>0</td>
<td>0.032</td>
</tr>
<tr>
<td>$q_{\text{max}}$</td>
<td>cm</td>
<td>10</td>
<td>10</td>
<td>$\infty$</td>
<td>1300</td>
</tr>
<tr>
<td>$q_{H}$</td>
<td>cm</td>
<td>6.7</td>
<td>7.3</td>
<td>41</td>
<td>50</td>
</tr>
</tbody>
</table>
Fig. 33b. Part of the magnet ring of Nimrod, with injection line.

Fig. 34. Cross-section of the ZGS magnet, schematic. By drilling holes in the magnet steel near the coils, the field has been made more uniform in the high-field region where saturation occurs. Lower diagram: the magnetic field distribution for a central field value of 2.15 teslas, a without holes, b with holes.

sible. Fig. 34 is a cross-section of the magnet. It was found that, in general, the field becomes inhomogeneous above 1.8 teslas, because of saturation of the magnet steel near the coils; however, by drilling holes in the steel in this region, the field distribution was changed favourably, giving a maximum acceptable field of 2.15 teslas. The result is, as mentioned before, a relatively compact machine.

The potential beam intensity

Let us consider for a moment the number of particles that can be accelerated by the various machines. This we can do by considering a beam from the same hypothetical preaccelerator, “tapped off” at the required injection energy, that (whether in one or in many turns) will completely fill the machine acceptance, in both the horizontal and the vertical plane. The number of particles accelerated will then be proportional to both the horizontal and the vertical acceptance of the machine.

In the preaccelerator the beam will shrink during
acceleration, and the particle density in transverse phase space will increase with the energy (this density is proportional to $\beta\gamma$, see p. 342). Thus, for a given acceptance, more particles will be accepted if they are "tapped off" from our hypothetical preaccelerator at a higher energy. This means that the invariant acceptance, i.e. the acceptance normalized from the individual injection energy to the same energy for all cases, is a better quantity for comparing structures than the acceptance pure and simple. The acceptance is generally normalized to the energy at which $\beta\gamma = 1$ (i.e. $\gamma = \sqrt{2}$, $\beta = 1/\sqrt{2}$); the invariant acceptance is then $\beta\gamma\psi A$. The theoretical ideal horizontal acceptance given by eq. (21), $A_H = \pi q_H^2 v_H/F R_0$, and its normalized value are shown in Table VII. (The theoretical vertical acceptance will vary less from one machine to another as the variation in the vertical dimension is smaller than in the horizontal dimension of the cross-section of the vacuum chamber.) As discussed earlier, the practical acceptances will be considerably smaller than the theoretical ones, since space is needed for momentum dispersion of the injected beam, for synchrotron oscillations, and for lateral displacements of the central orbit caused by mechanical or magnetic defects. This extra space is relatively large in CG machines, the momentum compaction being weak.

By far the largest theoretical acceptances are those for Nimrod and the ZGS, two machines that have been designed for high intensities. The main factor in obtaining these high values is the large vacuum-chamber cross-section, on which the acceptance is strongly dependent (eq. 21).

In the AGS and the CPS the $q$'s are much smaller and, together with the larger $R$ (and, much less important, the larger $F$), this would lead to very much smaller acceptances; this is compensated to some extent by the larger values of $v$.

The favourable influence of a high injection energy on the "potential beam intensity" (as expressed by normalization of the acceptance) is illustrated by comparing the AGS and the PPA in Table VII: in the PPA the acceptance is decreased by a factor of more than 10 by the normalization, in the AGS by a factor of only 3. A high injection energy also pushes up the limit imposed on the particle density by space-charge effects. It should of course be realized that in practice the price that has to be paid for the advantage of a high injection energy is that a more powerful injector has to be used [8].

In fact, the product of the invariant acceptances in the horizontal and the vertical plane is not yet a very accurate measure of the "potential beam intensity". The number of accelerated protons per pulse (apart from those lost in r.f. trapping) is equal to the number of particles filling the ring after injection. Therefore the circumference of the ring will be of significance, as will also the longitudinal particle density in the beam, which decreases as the injection velocity increases. More important is the fact that it is the number of accelerated particles per second that is really interesting. Thus the PPA, a machine of only modest vacuum-chamber cross-section and injection energy, can nevertheless compete with the others, because its repetition rate — to which the number of accelerated particles per second is proportional — is at least 40 times as large as in the other machines (see Table II).

The ratios of the intensities that have been achieved up till now are not represented very well by the ratios of the "potential beam intensities" calculated as indicated above, because of differences between the injected beams (quality of the source and the preaccelerator, effectiveness of the injection procedure). In addition space-charge defocusing effects, beam instabilities, non-linearities; etc. still affect the intensities to a varying extent.

### The vacuum chamber

The problems met in designing the vacuum chamber are again different from machine to machine. Fig. 7 is an illustration of how widely the cross-sectional sizes vary. Table VIII gives some details of the size, shape, wall material and means of maintaining the vacuum. Apart from being vacuum-tight, the vacuum-chamber wall should have various other properties. It should be non-magnetic so that it has no undue influence on the magnetic field; as the magnetic field is rapidly changing it should preferably be non-conducting to prevent eddy currents from changing the field; it must be strong enough to withstand the atmospheric pres-
Table VIII. Vacuum chamber.

<table>
<thead>
<tr>
<th>Type</th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall material</td>
<td>single Inconel</td>
<td>single stainless steel</td>
<td>double stainless steel</td>
<td>double epoxy resin + fibreglass</td>
<td>single copper nickel ribs, epoxy + fibreglass</td>
</tr>
<tr>
<td>Cross-section</td>
<td>$2q_H \times 2q_V$ (cm $\times$ cm)</td>
<td>elliptical</td>
<td>elliptical</td>
<td>rectangular</td>
<td>rectangular</td>
</tr>
<tr>
<td>Shape</td>
<td>$13.3 \times 6.35$ elliptical</td>
<td>$14.6 \times 7.0$ elliptical</td>
<td>$81.3 \times 13.3$ rectangular</td>
<td>$100 \times 20$ rectangular</td>
<td>$18 \times 6$ rectangular</td>
</tr>
<tr>
<td>Main vacuum pumps (10^{-6} torr) [*]</td>
<td>72 Evaporion pumps</td>
<td>53 oil diffusion pumps, 21 getter pumps</td>
<td>16 oil diffusion pumps</td>
<td>16 rotary pumps</td>
<td>16 rotary pumps</td>
</tr>
<tr>
<td>Interspace vacuum pumps (10^{-2} torr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[*] Not counting the roughing pumps.

sure, yet as thin as possible to economize on the expensive magnetic field region; no charge should accumulate on its surface; it must be safe against radiation damage, and it must not have outgassing properties that spoil the vacuum.

The problem of making a chamber wall of sufficient strength — of particular importance for large chambers — without losing too much magnetic volume has been solved in Nimrod and in the ZGS by using a double-walled chamber. The inner chamber (10^{-6} torr) has a thin wall inside the magnet gap. It does not have to stand much pressure as in the outer chamber the pressure is some 10^{-2} or 1 torr. The outer chamber is partly built around the magnet, it contains the magnet pole tips and some of the coils, and it derives its strength partly from the magnet. In Nimrod the inner chamber wall is made of an insulator, in the ZGS of panels of stainless steel, semi-insulated from each other.

In the PPA the eddy-current problem is particularly severe because of the high rate of change of the field. The chamber wall is made of laminated copper-nickel ribs in the shape of a "U", which are clamped to a stainless-steel plate outside the magnet gap (fig. 35); they are covered with epoxy and glass-fibre skins.

In the AGS and the CPS the vacuum chamber is elliptic in cross-section; in the AGS it is of Inconel, in the CPS of stainless steel. In the AGS the wall resistivity is marginal, and in the initial period of the cycle the field would be too low not to be seriously perturbed by eddy currents. An inductor is therefore included in the magnet circuit; this slows down the rate of change of $B$ in the initial period but becomes saturated and hence ineffective at higher fields. This inductor is an impressive piece of equipment of no less than 200 tons.

Magnetic field cycle and magnet power supply

In all the machines except the PPA, the magnetic field is made to vary in accordance with a programme of the kind shown in fig. 9. In such a programme a large voltage must be applied to the magnet coils in the rise time to produce the desired $\dot{B}$. Only a small fraction of this voltage is necessary to maintain the peak current during the flat-top period. During this period a large magnetic energy is stored in the magnetic field; during the low-field period this energy is stored as mechanical energy in one or more flywheels (in the CPS the rotor of the alternator to be mentioned in a moment functions as flywheel).

The kind of arrangement used to establish the variation of magnetic field is schematically indicated in fig. 36. During the rise time the flywheel drives an alternator, whose output after rectification is applied to the magnet. To remove the field the rectifier system is switched into inversion and the alternator, now acting as a motor driven by the energy stored by the magnet, returns the energy to the flywheel. The energy loss per

---

For the AGS and the CPS new injectors are planned to replace the present 50 MeV injectors (Table XI): an 800 MeV booster synchrotron for the CPS and a 200 MeV linear accelerator for the AGS, in order to reach the $10^{13}$ protons per pulse region (see Table II).
cycle is nevertheless a considerable part of the peak magnetic energy, and is made up for by a motor driven by the mains. The energy loss is mainly Joule heat developed in the coils, which is carried away by cooling water. The variation of voltage across the coils, the current in the coils and the rotational speed of the flywheel are shown very schematically in fig. 37. The variation in speed of the flywheel is usually less than 10%. Typical values relating to the magnetic field cycle and power supply are shown in Tables IX and X.

In the PPA the variation of the magnetic field and the means of obtaining it are completely different. The method described above would be impracticable for performing 20 magnet cycles per second. Instead, the magnet coils are built together with capacitors into a resonant system resonating at 19.5 Hz providing a sinusoidally varying magnet current. By adding a d.c. bias current nearly equal to the a.c. amplitude, a total current is obtained varying between nearly zero and some maximum value. The resulting field variation is shown in fig. 38.

The PPA magnet resonant power supply, as it would be for a four-section magnet, is shown schematically in fig. 39; in reality the system consists of 16 sections. The system must contain a choke short-circuiting the capacitors for the d.c. component but offering sufficient impedance to the a.c. component ($L_2$ in fig. 39). A large 130-ton air-core reactor, subdivided into 16 sections, is used for this. Together with some primary windings, it also constitutes the transformer for generating the a.c. current. At low field the energy is stored partly in the capacitors and partly in the air-core reactor. The capacitor bank and the reactor, built on top of the main building, are shown in fig. 40 (see also fig. 2). The $Q$ factor of the resonant system is 70.

We note that in the PPA, which is of relatively modest dimensions, the peak magnetic energy stored is relatively small, but the peak power flowing into the

<table>
<thead>
<tr>
<th>Table IX. Magnetic field cycle. The time values indicated are typical for acceleration to the final energy given.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final energy</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>GeV</td>
</tr>
<tr>
<td>Period s</td>
</tr>
<tr>
<td>Rise time s</td>
</tr>
<tr>
<td>Flat top s</td>
</tr>
</tbody>
</table>

Fig. 36. Magnet current supply, schematic (AGS, CPS, ZGS, Nimrod). During the rise time the flywheel $F$ drives the alternator $A$, whose output is rectified by the rectifier $R$, giving a d.c. current in the coils of the synchrotron magnets $S$. To remove the field the rectifier set is switched into inversion, and $A$ acts as a motor driven by the magnet current and accelerating the flywheel. Energy loss is made up for by the motor $M$. 

Fig. 37. Variation of the voltage $V$ across the coils, the current $I$ through the coils and the rotational speed $N$ of the flywheel as a function of time (AGS, CPS, ZGS, Nimrod).
Table X. Magnet power supply. Peak values refer to a final field of the indicated flux density (end of 1969).

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final-field flux density</td>
<td>1.3</td>
<td>1.4</td>
<td>2.15</td>
<td>1.4</td>
<td>1.38</td>
</tr>
<tr>
<td>Peak magnetic energy stored</td>
<td>14</td>
<td>15</td>
<td>47.7</td>
<td>40</td>
<td>1.5</td>
</tr>
<tr>
<td>Power input peak</td>
<td>30</td>
<td>32</td>
<td>110</td>
<td>160</td>
<td>2.5</td>
</tr>
<tr>
<td>Power input mean</td>
<td>2.4</td>
<td>1.6</td>
<td>10</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Energy during low-field period stored in flywheel</td>
<td>47 t</td>
<td>1000 rev/min</td>
<td>flywheel</td>
<td>90 t</td>
<td>2 flywheels</td>
</tr>
<tr>
<td>Energy during low-field period stored in flywheel (*)</td>
<td>850 rev/min</td>
<td>930 rev/min</td>
<td>flywheel</td>
<td>930 rev/min</td>
<td>87000 kvar at 19 Hz</td>
</tr>
<tr>
<td>Peak current</td>
<td>A</td>
<td>7000</td>
<td>6400</td>
<td>11000</td>
<td>8600</td>
</tr>
<tr>
<td>Peak voltage</td>
<td>kV</td>
<td>6</td>
<td>7.6</td>
<td>9.5</td>
<td>15.5</td>
</tr>
</tbody>
</table>

[*] The alternator rotor functions as flywheel.

Fig. 38. Variation of $B$ and $\dot{B}$ in the PPA, schematic. $t_i$ instant of injection.

Fig. 39. Magnet resonant power supply of the PPA, drawn for a four-section magnet. In reality there are 16 sections. $L_1$ magnet coil. $L_2$ section of air-core reactor (d.c. choke). $C$ capacitors. $G_-$ d.c. generator. $G_+$ a.c. generator.

magnet and the average power dissipated are comparable to those of the larger machines; this again is due to its high repetition rate. An important part of the dissipated energy is hysteresis loss in the magnet steel; the heat is carried off by air flowing through slots in the steel.

**Beam injection and r.f. trapping**

A few data concerning beam injection have been summarized in Table XI. Injection systems have been shown earlier (for Nimrod in fig. 33b; for the AGS in fig. 2 of the preceding article).

The number of particles accelerated per second is in principle given by the brightness of the preaccelerator, the "potential beam intensity" of the synchrotron as discussed earlier (see p. 357), the efficiency of the injection procedure for filling the machine acceptance, and the r.f. trapping efficiency. Improving the preaccelerator brightness is a matter to which much attention is paid [8], but we shall not deal with this here.

As to the injection efficiency, a first point to remember is that the injection energy should be large enough to make the space-charge effects (p. 347) negligible. We note that the ZGS and Nimrod (both designed for high intensities) have relatively high injection fields and energies (see also fig. 30), and this is in fact mainly in connection with space charge. In the AGS and the CPS the injection magnetic field could be chosen not too far from the limit imposed by remanence and stray fields [9]. In the PPA it is also determined by the $\dot{B}$ required (see below).

The number of injected turns should be roughly equal to the ratio of the acceptance to the injected-beam emittance. As the emittances at injection are of the same order of magnitude the number of turns varies (very roughly) as the theoretical acceptance (Table VII). In the ZGS and Nimrod multturn injection is applied with the aid of betatron oscillations (see fig. 24). In the PPA multturn injection is used without betatron

[8] When the new injectors (see footnote [8]) are used, $\dot{B}$ will increase correspondingly.
oscillations, injecting in the equilibrium orbit. When this method is used the rate of orbit shrinkage must be sufficient, requiring (see eq. 30) a relatively high value of $B_i$, and the injected-beam energy must be gradually modulated upwards during injection (in this case by a total of 35 keV).

Originally it was thought doubtful whether multturn injection could be applied in an AG machine, and the CG principle was adhered to if high intensity was the primary purpose. Meanwhile multturn injection has proved to be possible in AG machines too (p. 349); this is of importance when the injected-beam emittance

---

**Table XI. Injection.**

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection kinetic energy ($T_i$)</td>
<td>MeV</td>
<td>50</td>
<td>50</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>Injection field ($B_i$)</td>
<td>milliteslas</td>
<td>12.1</td>
<td>14.7</td>
<td>48.2</td>
<td>29.9</td>
</tr>
<tr>
<td>$\beta_i = \gamma_i/c$</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.175</td>
</tr>
<tr>
<td>$f_i = f_i/c$</td>
<td>0.125</td>
<td>0.145</td>
<td>0.55</td>
<td>0.354</td>
<td>0.31</td>
</tr>
<tr>
<td>Injection period (number of turns)</td>
<td>MHz</td>
<td>10</td>
<td>1 to 3&lt;br&gt;($^*$)</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>$\dot{B}$ at injection ($\dot{B}_i$)</td>
<td>0.3</td>
<td>1.4&lt;br&gt;($^*$)</td>
<td>2.2</td>
<td>0.8</td>
<td>4.4</td>
</tr>
<tr>
<td>Normal $\dot{B}$ during acceleration</td>
<td>teslas per s</td>
<td>1.5</td>
<td>1.7</td>
<td>2.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Radius shrinkage per turn ($\Delta R$)</td>
<td>mm</td>
<td>3.2</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proton source [**]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>RF</td>
<td>PIG</td>
</tr>
<tr>
<td>Voltage of high-voltage generator</td>
<td>kV</td>
<td>750</td>
<td>500</td>
<td>750</td>
<td>600</td>
</tr>
<tr>
<td>Preaccelerator { type [***] } frequency</td>
<td>MHz</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>mm × mrad</td>
<td>10 $\pi$</td>
<td>30 $\pi$</td>
<td>28 $\pi$</td>
<td>50 $\pi$</td>
</tr>
</tbody>
</table>

---

[$^*$] $\dot{B}_i$ can be reduced to 0.35 teslas per second. For the time being it is difficult to say which injection scheme is the most efficient.

[**] D = Duoplasmatron (Von Ardenne source), RF = radio-frequency source, PIG = Philips ionization gauge.

[***] L = linear accelerator, G = Van de Graaff accelerator.

[****] The beam emittance indicated is the area in phase space containing 95% of the beam.
is small compared with the chamber acceptance. In the AGS a 10-turn injection is regularly used; this, coupled with an increased source brightness, gives a gain in intensity of a factor of about five compared with the original single-turn injection. In the CPS a 3-turn injection has been tested successfully but is not yet operational; a gain of 1.6 to 2 compared with single-turn injection is expected.

The r.f. trapping efficiency is proportional to the r.f. bucket size at injection. As discussed earlier, a small \( \frac{\dot{B}}{V_m} \) at injection is favourable for bucket size. In

### Acceleration and r.f. stations

Some details of the acceleration and the r.f. stations are given in Table XII. Given the magnetic-field cycle, the \( \dot{B} \) during acceleration can be determined at any moment and eq. (22) then gives the required energy gain per turn. The election of the synchronous phase angle \( \phi_0 \) and the number of gaps per turn \( M \) then establishes the peak voltage per gap \( V_m \).

Except in the PPA, the accelerating cavities are all simple variants of the type indicated in fig. 5 of the preceding article (page 315) and they have been shown

### Table XII. Acceleration and r.f. stations (late 1969).

<table>
<thead>
<tr>
<th></th>
<th>AGS</th>
<th>CPS</th>
<th>ZGS</th>
<th>Nimrod</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{B} ) during acceleration ( (*) )</td>
<td>teslas per s</td>
<td>1.5</td>
<td>1.7</td>
<td>2.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Energy gain per turn ( (MeV_m \cos \phi_0) (**) )</td>
<td>keV</td>
<td>100</td>
<td>70</td>
<td>10</td>
<td>5.5</td>
</tr>
<tr>
<td>Synchronous phase angle ( \phi_0 ) ( (***) )</td>
<td>( \pm 60^\circ )</td>
<td>( \pm 60^\circ )</td>
<td>( \pm 60^\circ )</td>
<td>( 60^\circ )</td>
<td>( 60^\circ )</td>
</tr>
<tr>
<td>Number of cavities</td>
<td></td>
<td>12</td>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of gaps per cavity</td>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Number of gaps per turn ( M )</td>
<td></td>
<td>24</td>
<td>14</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Gap peak voltage ( V_m )</td>
<td>kV</td>
<td>8</td>
<td>10</td>
<td>8.0</td>
<td>5</td>
</tr>
<tr>
<td>Total r.f. power input ( V_m )</td>
<td>peak</td>
<td>300</td>
<td>70</td>
<td>60</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>kW</td>
<td>kW</td>
<td>kW</td>
<td>kW</td>
</tr>
<tr>
<td>Cavity length ( m )</td>
<td>cm</td>
<td>3</td>
<td>2.3</td>
<td>2.03</td>
<td>2.1</td>
</tr>
<tr>
<td>Gap length ( cm )</td>
<td></td>
<td>3</td>
<td>3</td>
<td>7.6</td>
<td>7.6</td>
</tr>
<tr>
<td>Gap insulation</td>
<td></td>
<td>ceramic</td>
<td>glass</td>
<td>ceramic</td>
<td>polythene</td>
</tr>
<tr>
<td>Orbital frequency at injection ( f_0 )</td>
<td>MHz</td>
<td>0.117</td>
<td>0.145</td>
<td>0.55</td>
<td>0.354</td>
</tr>
<tr>
<td>Final orbital frequency ( f_0 )</td>
<td>MHz</td>
<td>0.372</td>
<td>0.478</td>
<td>1.75</td>
<td>1.995</td>
</tr>
<tr>
<td>Harmonic number ( h = f_0/f )</td>
<td>MHz</td>
<td>12</td>
<td>20</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Accelerating voltage frequency at injection ( f_{at} = h f_0 )</td>
<td>MHz</td>
<td>1.40</td>
<td>2.90</td>
<td>4.4</td>
<td>1.42</td>
</tr>
<tr>
<td>Final accelerating voltage frequency ( f_{at} = h_1 f_0 )</td>
<td>MHz</td>
<td>4.46</td>
<td>9.56</td>
<td>14.0</td>
<td>7.98</td>
</tr>
<tr>
<td>Frequency swing ( f_{at}/f_0 )</td>
<td>MHz</td>
<td>3.2</td>
<td>3.3</td>
<td>3.2</td>
<td>5.6</td>
</tr>
<tr>
<td>R.f. control</td>
<td></td>
<td>bootstrap</td>
<td>phase lock</td>
<td>phase lock</td>
<td>phase lock</td>
</tr>
</tbody>
</table>

\(|*| \dot{B} \) varies slightly, and consequently the energy gain per turn and the synchronous phase angle also vary.

\(|**| \) In the PPA there are in fact four gaps per r.f. station, but only two operate at a time; see fig. 7 of the preceding article.

\(|**| \) Some more data are given in Table XII.

The r.f. system of the PPA is considerably more complex than those of the other machines since this machine has the special features of a rapidly and sinusoidally varying magnetic field and a low injection energy. In the first place, since its maximum \( \dot{B} \) is much larger than that of the other machines (see Table XII), the energy gain required per turn is comparable with that of the largest machines, even though its radius is small. This is why a relatively high proportion of the large straight sections (4 out of 8) are occupied by r.f. stations. Secondly, the frequency swing required is very high because of the low injection energy (see also fig. 30), and the customary method of tuning the cavities is not feasible. The acceleration is achieved in two steps, with a drift tube for the first frequency region and a cavity

Table XI it is seen that \( \dot{B}_1 \) is considerably smaller than the normal \( \dot{B} \) in the AGS, in Nimrod, in the PPA and also in the multturn tests in the CPS, leading to a bucket width of nearly \( 2\pi \) (instead of \( \pi \) for a normal synchronous phase angle of \( 60^\circ \)). In the PPA this is a natural consequence of the biased sinusoidal variation of \( B \) (fig. 38). In the AGS a small \( \dot{B}_1 \) is caused by the saturating inductor that was originally incorporated to reduce the eddy currents in the vacuum-chamber walls at injection (p. 359); the advantage for r.f. trapping was discovered later. In the CPS and in Nimrod the reduction of \( \dot{B} \) at injection is obtained by reducing the voltage applied to the magnet. The r.f. trapping efficiency can be increased further by applying the method illustrated in fig. 27 (p. 350). This method is often used, but finding the best solution is often still a matter of trial and error.
for the second. This complicated acceleration station has also been shown in fig. 7 of the preceding article. Finally, as $\dot{B}$ varies rapidly during acceleration, the gap-voltage amplitude must vary rapidly (see eq. 22) if the synchronous phase angle is to keep its normal value of $60^\circ$ during acceleration.

The harmonic number $h$ and the number of cavities $M$

The choice of the harmonic number $h = f_0/f$ and of the number of cavities $M$ is a delicate compromise as there are arguments in favour of both large as well as small values. $M$ and $h$ are closely connected. As long as the cavities are kept in phase with each other, $h$ must be equal to or larger than $M$. If $h$ is larger than $M$, the journey from cavity to cavity is not isochronous, and this will be a source of synchrotron oscillations. From this point of view $h = M$ is the best choice. Small $M$ (and thus small $h$) is favoured by the consideration that each r.f. station is an expensive unit taking valuable straight-section space; large $M$ (i.e. large $h$), on the other hand, reduces the total r.f. power required (see p. 337). Other arguments in favour of small $h$ values are that a) the r.f. bucket at injection will be large, giving a large r.f. trapping efficiency (page 346); b) a large distance between the bunches facilitates beam ejection. A large $h$ value may be favoured for the following (further) reasons: a) the frequency and thus the “restoring forces” of the synchrotron oscillations are large (eq. 28), leading to small synchrotron oscillation amplitudes; b) the cavities can be made small, the length being inversely proportional to $f_0$; c) a large number of bunches approximates to a homogeneous distribution of particles around the ring, which for certain reasons may be considered desirable. Table XII shows that the value chosen for $h$ in the five machines varies from 4 (at Nimrod) to 20 (at the CPS).

Final beam dimensions

A high intensity of the accelerated beam is one of the main goals of an accelerator. It may however also be of importance to have the accelerated particles concentrated in a narrow beam. When the beam is intercepted by a target inside the vacuum chamber, the experimental efficiency does not depend too much on the beam size since in a large number of turns the beam is completely “peeled off” by the target. When the beam is ejected, however, it strikes an external target only once over its full area, and in this case it is desirable to have many particles per cm$^2$, i.e. a narrow beam. (For this reason it is better to increase intensity by increasing the brightness of the injected beam than by increasing the acceptance of the machine.)

If we neglect a number of disturbing effects (beam expansion at transition, instabilities, field distortion, non-constancy of $n$, etc.), the final beam size should be determined by the vacuum-chamber aperture and the amount of shrinkage during acceleration (eq. 31). The shrinkage factor for width is $\sqrt{|B_f|/B_i}$. The flux density of the final magnetic field $B_f$ has a fairly well defined value of 1.4 to 2.0 teslas (determined by saturation). The flux density at injection $B_i$, on the other hand, is determined by many considerations, and varies considerably. $\sqrt{|B_f|/B_i}$ is about 1/10 for the AGS and the CPS, and 1/7 for the ZGS, Nimrod and the PPA. In fact, the real final beam dimensions are not very well known.

Concluding remarks

In this article we have reviewed five proton synchrotrons, ranging from 3 to 30 GeV. The two largest of these, the CERN Proton Synchrotron at Geneva and the Alternating Gradient Synchrotron at Brookhaven, have for a long time constituted the frontier of particle energies. Since 1967 they have been surpassed by the 80 GeV proton synchrotron in Serpukhov in the USSR.

Nuclear physicists continue to be very interested in much higher particle energies and it appears that the AG proton synchrotron is still the most promising type of machine for the 300 GeV range. There seems to be no reason why the design of the existing AG proton synchrotrons should not be used, with a particle orbit ten times as large, to reach an energy region ten times greater. The cost would only be an approximately linear function of the desired particle energy. (With a classical cyclotron the cost would have been proportional to something like the cube of the energy.)

In fact, the building of accelerators in the 300 GeV range is in an advanced stage of preparation. Barring unexpected events, the plans for a 200-400 GeV AG synchrotron in Battavia near Chicago will be carried through. This will be a separated-function machine: the bending will be established by flat-pole bending magnets and the focusing by quadrupole lenses inserted between the magnets. Very strong focusing can thus be obtained using strong gradients without affecting the useful aperture (p. 356). The European project for the next big machine is a 300 GeV synchrotron with a diameter of 2.4 km. The design has been worked out in detail at CERN in Geneva, and several possible locations in Europe have been studied carefully (e.g. for soil solidity and stability, but a decision on whether it will actually be built has not been taken yet (December 1969).

Another line of development, making available even

---

[10] In the AGS six cavities are in phase, and the remaining six are in antiphase. In the CPS the phase of half of the cavities can be varied with respect to the others.


Summary. Philips have supplied the large amounts of ferrite material required in five major proton synchrotrons, which accelerate protons to energies in the range of 3 to 30 GeV. This prompted a more general article about the five machines, which, though basically of the same design, are all quite different in appearance and in detail. The comparisons allow the special features of each machine to be brought out clearly. The introductory first part gives a general description of a proton synchrotron. After reviewing the relation between the final value of the guiding field, the final proton energy and the radius of the ring, and discussing the synchronization of the accelerating voltage to the circulating proton bunches, the stability of the proton orbit and the accelerator focusing characteristics are discussed in detail. The (transverse) betatron oscillations of the protons around an equilibrium orbit are related to the transverse focusing, which is established either by a transverse gradient in the guiding field (in "combined-function machines") or by other fields (in "separated-function machines"). During acceleration the beam shrinks in width (i.e. the betatron amplitudes decrease). The synchrotron oscillations (oscillations in orbit, phase and energy around the "synchronous particle") are related to the longitudinal or phase focusing. The strong-focusing or AG accelerators (with large alternating gradients) differ from the weak-focusing or CG accelerators (with a small constant gradient) in that they have fast betatron oscillations of small amplitude, and a small spread in equilibrium orbits for a given spread in momentum (strong "momentum compaction"). They also have a "transition energy" at which the accelerating voltage must make a phase jump to maintain phase stability. In the (weak-focusing) zero-gradient (ZG) accelerators, focusing is obtained by shaping the magnet edges (separated functions). The protons are injected into the ring by making use of the shrinkage of the equilibrium orbit in the increasing magnetic field at constant energy, and also of the betatron oscillations around this orbit. Special measures are taken to ensure that a large fraction of the injected particles is captured by the accelerating field.

In the second part the special features of the five synchrotrons are discussed with the aid of many numerical data. 1) The Alternating Gradient Synchrotron at Brookhaven (33 GeV) and 2) the CERN Proton Synchrotron at Geneva (28 GeV) were the first proton accelerators to apply the AG principle, to carry particles through transition and to reach the 30 GeV range. 3) The Zero Gradient Synchrotron at Argonne near Chicago (12.7 GeV) is the largest machine with a zero gradient; it has a strong final field (2.1 teslas instead of 1.4 teslas elsewhere) and is relatively compact. 4) Nimrod, the 7 GeV synchrotron at Chilton (England), has a large vacuum chamber for super-high intensities. 5) The Princeton-Pennsylvania Accelerator at Princeton, N.J. (3 GeV) is the first fast-cycling high-energy proton accelerator, which can accelerate many protons per second although it is relatively small.
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littoral drift 21, 157
Density of small particles, mea-
surement of 28, 30
Deposition by electron beam 28, 174
Dew-point hygrometer using Pel-
ter cooling 21, 196
Diamond:
orientation of, for tools 21, 178
drilling of, with electron beam 28, 177
Dichroic mirrors 24, 263
Dielectric transmission lines 26, 342
for mm waves 26, 350
Differential amplifiers:
general considerations 22, 345
28, 13

circuits 23, 142
with rejection factor > 106 24, 173
application in cardiology 24, 275
21, 24

Diffraction, see X-rays

Diffusion:
alloy-diffusion technique 24, 231
anomalous, in Si 28, 246
Diffusion studies with tracers 28, 246
grinding machine for 25, 191

Digital circuit blocks:
system based on one active 26, 164
and one passive logic circuit 28, 44
(NOR and AND) 28, 44
10-series and 20-series 29, 19
application of 10-series and 20-series 29, 19

Digital circuits for data trans-
mission 30, 71
Digital direction finder 28, 226
Digital generation of musical in-
tervals 26, 170
Dimming fluorescent lamps 27, 265
Direction finder, digital 28, 226
Discharge lamps, see Gas-dis-
charge lamps

Disc-seal triodes for cm waves: 10 W wide-band amplifiers for
7 cm 21, 41
with metal-ceramic wall (type 21, 104
OZ 929) 21, 104
experimental, for 6 GHz 21, 167
various applications 22, 16

Dislocations:
Ge crystals free of 21, 340
influence of, in metals, semi-
conductors and ionic crys-
tals 22, 362
projection topography of 23, 82
detection of, by anomalous 29, 114
X-ray transmission

Dispenser cathodes:
application in magnetrons 21, 1
with osmium 23, 316

Dispersion of pesticides, atomi-
zation of 28, 112

Displacement measurements, digi-
tal:
with phase grating 30, 149
with laser interferometer 30, 160
Dowdenward nuclear reactor, moni-
toring control-rod operation in 30, 48

Domain structure:
made visible by means of 24, 244
Bitter patterns 29, 218
DONDERS, electronic system for 25, 64
measuring human reaction times 25, 64
Donders, F. C., reaction-time in-
vestigation by 25, 64

Doping:
preparative methods for Ge 25, 64
and Si 21, 185
inhomogeneities in Ge and Si 25, 195
DONDERS, electronic system for measuring human reaction times 25, 64
Donders, F. C., reaction-time investi-
gation by 25, 75

Drawing by computer:
using COBRA to make stereo 29, 102
drawings

Drying:
in spray drier 23, 55
in drum drier 23, 55

Drying rooms:
with driers 23, 55

Stereographic presentation of "Duphaston" molecule ........................................ 29,110
Stereo representation of solution of Van der Pol equation of masks for integrated circuits ........ 29,112
Drilling, core, with hollow polygonal bit ... 30, 29
Drilling of diamonds by electron beams ..... 28,177
Drop-foot, muscle stimulator for ............... 30, 28
Duphar ........................................ -128
"Duphaston" molecule, stereographic presentation of, by computer calc., of, with computer . 29,110
"Duvalian" (vasodilating pharmaceutical) ...... 24,69

Eddy-current coupling as vari- 
table-speed drive .................................... 27, 15
Electret with photoconductor ...................... 23,510
Electric motors: ................................. 26,143
small, with ferroxcube rotor ....................... 28, 28
induction motors, control with thyristors .... 28, 28
miniature motor, for experiments on vision . 28,320
small brushless d.c. motor ........................ 30, 27
electrostatic motors ................................ 30, 178
Electroluminescence ................................ 23,189
Electrolytic capacitors, non-polar ............... 29, 27
Electrolytic tank, automatic plotting of electron trajectories .................................. 22,245
Electrometer, vibrating capacitor for .......... 25, 95

Electron beam: ................................. 27,275
in plasma ........................................ 27,275
chemical deposition by ......................... 28,174
drilling diamond by ................................ 28,177
Electron microscope: ............................ 27,231
sterescopy with .................................. 27,231
Lorentz microscopy ............................... 29,218
with television display ............................ 29,294
EM 300 ........................................... 29,370
photographs: ................................. 24,181
SIC whiskers ...................................... 26, 187
"Ticonal" ........................................ 29,252
diffraction effect in ............................. 26, 25
frosting of glass .................................. 29,142
Electron multipliers, channel, for radiation detection ..................................... 28,352
Electron trajectories: ............................ 22,245
automatic plotting of, with electrolytic tank ................................. 22,245
plotting of, with resistance network and analogue computer ......................... 23,352
calculation of, with digital computer ........ 24,130
Electron tubes, microphony in .................. 22, 71
Electronics in the wood industry ............... 23,29
Electrostatic motors ................................ 30, 178
Electrostatically focused "Plumbi- 
cicon" tubes ....................................... 28, 20
Ellipsometry ..................................... 29,135
Enamelled wire, manufacture and testing .................................................. 23,342
Energy paper ..................................... 28,298
Energy spectra, three-dimensional .............. 27,132
Engine, hot-gas, application of rolling diaphragm in .................................. 26,292

Enzyme, substrate and product .................. 27,160

Etch pits: study of dislocations based on Cds ................................ 21,342
on ZnS ........................................... 22,266
Evaporation, see Vapour deposition ............. 24, 61
Exposure control, automatic, for X-ray diagnosis .................................. 27, 92
Faraday cage .................................... 23,155
Feedback, motional, in loudspeakers .......... 29,148
Ferrites: single-crystal research ................. 28,135
in inductive cores ................................ 28,184
ferroplana, crystal growth of (photograph) : 28,365
see also Ferroxcube and Ferro- 
xide .............................................. 23,272
Ferrite directional isolators for 8 mm and 4 mm waves ................................ 22, 11
Ferroxcube: with rectangular hysteresis loop, magnetization reversal process .................. 24,242
inductive aerial for VHF ......................... 24,332
for proton synchrotrons ................. 30,312
Ferroxodure: ..................................... 29,148
Gallon phosphide: ................................ 22,360
N-N luminescence ................................ 25,195
light sources and photocells .................... 26,136
Gamma radiation: sensitive monitor for .......... 26,190
see also Radiation monitoring Gamma spectroscopy in prospecting with neutrons ........ 30, 97
Garnets and ferrites, research on monocrystals of .................................. 28,135
Gas analysis, see Omegatron ..................... 29,235
Gas bearings ..................................... 25,259
Gas-discharge tubes: indicat or tube for counter .................................... 21,267
cold-cathode tube for flame-failure control ................................................ 29,254
Gas lasers, see Lasers ................................ 21, 73
Gas lubrication ................................... 29,186
Gauge, Pirani, for pressures up to 1000 torr and higher .................................. 30,166
Gauge with diamagnetic levitation, sensitivity limit 10^-8 G ................................... 30,231
Gearbox, car, electronically controlled ........ 28,179
Germany: preparative methods (zone melting, floating crucible) ...................... 21,185
dissolution-free crystals ......................... 21,340
inhomogeneities in doped Ge and Si crystals .................................................. 25,195
electrolyte interface, investigation .......... 26,127
gas doping of epitaxial transistors, see Transistors ........................................ 26,194
getter ion-pump .................................. 22,260

Glass: demountable seals ................................ 22, 53
application throughout the Ages ................ 22,282
structure (including invert glasses) ............. 22,300
automatic control in manufacture of ......... 22,311
bulb-blowing machines .......................... 22,320
testing of materials for glass-to-metal seals .................................................. 22,337
fracture surface (electron mi-
crograph) ...................................... 28, 25
frosting of ........................................ 29,142
Gold nuggets, growing ......................... 30, 89
Greenhilly Down, maser for ...................... 25,289
Image intensifiers:

- X-ray applications
- with electrostatic "zoom" optics
- research on, at Mullard
- image converter as high-speed shutter
- Impact-mounting of components
- Implosion-proof picture tube
- Inaugural addresses:
  - Prof. Bremmer
  - Prof. Diemer
  - Prof. Hamaker
  - Prof. Oosterkamp
  - Prof. Polder
  - Prof. Van der Veen
  - Prof. Verster
  - Dr. Viersma
- Incandescent lamps:
  - automatic control of filament-winding machine
  - bulb-blowing charts for birth of a lamp factory, 1891 automatic digital photometer for shock tests
  - 50 years of the filament lamp, selective thermal radiators for see also Halogen lamps
- Indicator tube for transistorized decade counting circuits
- Indium antimonide and arsenide for infra-red perception
- Indium antimonide for photocells and Hall generators
- Indium-oxide filter in low-pressure sodium lamps
- Induction motors, thyristor control of
- Inductors:
  - orthocyclic coil-winding ferrite cored, variability in
  - Q contour charts
- Inertial navigation, RAMP system
- Information processing, see Computers and Peripheral equipment
- Infra-red:
  - reflection in, as method of investigation
  - far, image perception in television
  - television, passive, at 4 and 10 µm
  - objective lenses for
  - homogeneities in doped Ge and Si crystals
- Insecticides, see Agrobiological research
- Institute for Perception Research
- Integrated circuits:
  - general considerations
  - evaporated circuits
  - solid monolithic circuits
  - thin-film transistor
  - tunable
  - applications of contour deposition (MOS transistors, etc.)
    automatic drawing of masks for
  - step-and-repeat camera for making photo masks for
- MOS tetrode
- Interferometry:
  - Narrabri stellar interferometer
  - radio astronomy, at Defford
direction indication by multiple interferometer
  - for measuring displacements
- Intersynchronization of TV cameras
- Iodide excilamp
- Image intensifiers:
- Halogen lamps:
  - incandescent lamps
  - iodine in filling gas
  - transport reactions with fluoride
  - incandescent lamps with filling gas containing bromine or chlorine
- Hamburg and Aachen, Philips laboratories at
- Harp cathode
- Hearing aids worn behind the ear.
- Heart rate, continuous measurement of
- Heat exchanger, compact, of high thermal efficiency
- Heating elements, PTC thermistor
- Helium liquefier with gas-refrigerating machines:
  - design and characteristics
  - heat exchanger for
  - compressor for
- Hemiplegic patients, muscle stimulator for
- Herbicides, see Agrobiological research
- High-frequency heating:
  - application in wood industry
  - control with variable inductor
  - High-precision spark machining
  - High-speed oscilloscope
  - High-voltage generator, compact 100 kV, for neutron tube
- History:
  - glass throughout the Ages
  - radiation furnaces
  - birth of the Philips lamp works
  - Blaise Pascal's calculating machine
  - 50 years of Philips research in physics
  - 40 years of Philips research in solid-state chemistry
  - 50 years of the gas-filled lamp
  - Von Kämpfen's speaking machine
  - reaction-time measurements
  - early history of telegraphy
  - pest and disease control in agriculture
- Holst, Prof. G., obituary
- Hormone action, retro-steroids with
- Hot-gas engine, rolling diaphragm seal applied in
- Hot pressing, continuous
- Hydraulic servomotor
- Hydrogen in iron and steel
- Hydrogen, ultra-pure, by cryogenic method
- "Hydrostatic bearings and drive, precision lathe with"
- Hydrothermal crystal growth and chemical synthesis
- Image intensifiers:
- Halogen lamps:
  - incandescent lamps with gas-refrigerating machines:
    - design and characteristics
    - heat exchanger for
    - compressor for
- Hemiplegic patients, muscle stimulator for
- Herbicides, see Agrobiological research
- High-frequency heating:
  - application in wood industry
  - control with variable inductor
  - High-precision spark machining
  - High-speed oscilloscope
  - High-voltage generator, compact 100 kV, for neutron tube
- History:
  - glass throughout the Ages
  - radiation furnaces
  - birth of the Philips lamp works
  - Blaise Pascal's calculating machine
  - 50 years of Philips research in physics
  - 40 years of Philips research in solid-state chemistry
  - 50 years of the gas-filled lamp
  - Von Kämpfen's speaking machine
  - reaction-time measurements
  - early history of telegraphy
  - pest and disease control in agriculture
- Holst, Prof. G., obituary
- Hormone action, retro-steroids with
- Hot-gas engine, rolling diaphragm seal applied in
- Hot pressing, continuous
- Hydraulic servomotor
- Hydrogen in iron and steel
- Hydrogen, ultra-pure, by cryogenic method
- "Hydrostatic bearings and drive, precision lathe with"
- Hydrothermal crystal growth and chemical synthesis
- Image intensifiers:
Magnetic materials:
- determining magnetic quantities by displacement measurements
- fast and accurate measurements on small samples (vibration method)
- with $(B/H)$ max of $18.5 \times 10^3$ gauss oersteds

Magnetic resonance:
- nuclear
- double

Magnetism:
- crystal chemistry
- research on ferrites and garnets
- investigation of domain structure

Magnetrons:
- pulse, series for 3 cm to 4 mm
- for microwave cooker
- with dispense cathode
- pulse, for 2.5 mm
- for frequency-agile radar

Masers:
- solid-state, for Goonhilly Down satellite station
- for radio-astronomy (Delft interferometer)
- physics of materials for

Microwave links:
- 10 W wide-band amplifier
- using 7 cm disc-seal triode

Microwave tubes:
- for radio-astronomy
- for telegraphy
- for frequency-agile radar
- for microwave cooker.

Microphones, placing of

Microwave spectrometers for analysis of solid surfaces

Milled machine, see Numerical control

Mirrors, colour-separating

Modulation methods:
- standard microwave noise sources
- "compatible" single-sideband
- see also Frequency modulation

Monocrystals, see Crystals

Monograph layers

Motional feedback in loudspeakers
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Neutrons:
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- diffraction
- sealed neutron generator tube
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Ometron: for quantitative gas analysis
analysis of residual gases in TV picture tubes ... 22,195
Oosthuysen, Dr. E., obituary ... 23,122
Operations research ... 25,105
Optical absorption wedges, circular ... 22,402
Optical character recognition ... 28,197
Opto-acoustical cross-correlator for radar ... 28,217
Opto-electronics:
inaugural address by Prof. Diener ... 23,189
GaP light sources and photo-cells ... 26,136
Orsay 160 MeV synchrocyclotron ... 23,381
Orthocyclic coil winding ... 23,365
Oscillator, low-frequency, with low distortion under non-linear loading ... 25,22
Oscilloscope, high-speed ... 30,266
Oxide cathodes, zone melting of ... 27,10
Otten, Ir. P. F. S., obituary ... 30,1
Oxides, zone melting of ... 23,161
Oxide cathodes:
for loads of 1 to 2 A/cm² ... 23,19
with half-watt heater ... 23,22
Oxide materials, crystal chemistry and magnetism of ... 28,13
PAILRED:
short description ... 26,316
principles ... 29,165
automatic control circuits ... 29,176
PAL system for colour TV:
comparison with other systems ... 27,23
delay line for ... 29,243
Parametric amplifiers:
simple experiments ... 21,47
low-noise ... 28,204
Particle counter and sizer ... 21,253
PASCAL digital computer ... 23,1
Peltier cooling:
survey ... 27,113
for dew-point hygrometer ... 21,196
Perception:
Institute for Perception Research ... 25,33
of pitch ... 25,37
phonetic research ... 25,43
investigation of visual sensory system ... 25,50
measure of perceptual work ... 25,56
electronic system for measuring human reaction times ... 25,64
history of reaction-time measurements ... 25,75
audibility of phase errors ... 25,176
miniature electric motor for experiments on vision ... 28,320
Peripheral equipment for computers:
problems and trends in development ... 26,148
optical character recognition ... 28,197
fast punched-tape reader ... 28,203
high-speed printers ... 29,205
Pest and disease control in agriculture, history of ... 28,121
Pesticides, see Agrobiological research
Phase errors, audibility of ... 25,176
Phase theory:
unary systems ... 26,12
binary systems ... 26,12
ternary systems ... 27,213
Phenol synthesis in photomorphogenesis ... 28,101
Philips-Duphar ... 28,69
Phonetic research ... 25,43
Phosphors for colour television ... 27,22
Photoconductivity:
principles: concepts, contacts on semiconductors; recombination process, sensitivity, speed of response, inhomogeneity effects ... 25,120
photoresistors using InSb ... 27,47
photons ... 29,221
photoconducting Cds layer for reading matrix ... 23,310
monograin layers ... 29,238
for image-perception in the infra-red ... 30,264
targets for infra-red television camera tubes ... 30,270
see also "Plumbicon" television camera tubes
Photodiodes of GaP ... 26,136
Photoemission:
of semiconductors ... 29,54
of alkali metals ... 30,225
Photography:
camera shutters for high-speed photography ... 30,241
ultra-high-speed ... 30,241
see also Flash lamps
Photomasks for integrated circuits ... 30,29
Photometers, automatic digital, for testing incandescent lamps ... 23,244
Photomorphogenesis ... 28,101
Photomultipliers:
use for flying-spot scanning (50 AVP) ... 21,237
general survey ... 29,267
application of the transfer technique ... 30,236
hybrid ... 30,237
with channel plate ... 30,239
Photoreceptors, see Photoconductivity
Photosynthesis ... 27,241
Phytopharmaceutical research, see Agrobiological research
Picture tubes, see Television, picture tubes
Pirani gauge for pressures up to 1000 torr and higher ... 30,166
Pitch perception ... 25,27
Plasma, amplifier tubes with electron beam ... 27,275
"Plumbicon" television camera tubes:
design ... 24,57
with improved sensitivity to red light ... 26,49
comparison with other camera tubes ... 27,18
experimental electrostatically focused ... 28,50
application in colour camera ... 28,336
for portable colour TV camera ... 29,294
P-IV luminescence in GaP ... 22,360
P.O.B. transistors ... 24,231
Pocket effect ... 30,292
Pol, Prof. Balthasar van der, scientific work of ... 22,36
Polytypism of SiC ... 30,36
"Povin", "Potermo" and "Povin" wire ... 23,342
Potential distribution:
determination with resistance network ... 21,10
calculation by computer ... 24,130
Power supplies, transistorized, current-limiting circuits in ... 28,251
Precision fatigue with hydrostatic bearings and drive ... 30,117
Prime numbers, calculated by computer ... 24,164
Princeton proton synchrotron ... 30,330
Printed circuits:
in car radio ... 24,27
panels, mechanized mounting on (TV set) ... 24,41
impact-mounting of components on ... 27,28
Printer, high-speed mosaic ... 29,205
Prism for colour separation in colour TV ... 24,263
Programming for computers, see Software
Projection, film, see Film projection
Prospecting with neutrons ... 30,97
Proton synchrotrons:
electrostatic machines, particle accelerators and industry ... 30,109
for oxide of BaTiO₃ ... 30,132
AGS, CPS, ZGS, Nimrod and PPA ... 30,330
PTC thermistors:
based on BaTiO₃ ... 26,119
application as thermostat heating elements ... 30,170
Pulse magnetrons, see Magnetrons
Punched-tape reader for 2500 characters/s without buffer store ... 29,259
Pupillary reflex ... 25,50
Puzzle, solving with PASCAL ... 24,157
Pyrolytic graphite ... 28,231
Q contour charts for ferrite-cored coils ... 28,186
Radar:
8 mm system ... 21,92
with fast-scanning aerial (Luneburg lens) ... 22,29
4 mm system ... 25,274
ultrasonic ... 28,173
opto-acoustic cross-correlator ... 28,217
frequency-agile ... 28,323
Radiation furnace for zone-melting ... 23,161
Radiation furnaces, history of ... 23,182

VOLUME 30
Radiation monitoring:  
- transistorized monitor  21,201
- dosimeters for therapy and diagnostics  23, 55
- sensitive monitor for X-rays and γ-rays  26,190
- semiconductor detectors:
  - general  27,323
  - for α-radiation  30, 13

Radio-astronomy:  
- 75 cm receiver for  21,317
- masers for interferometer  27,313

Radio-isotopes:  
- study of littoral drift in Dutch Delta Project  21,157
- experiments with "Tedion V 18"  21,276
- grinding machine for diffusion studies  25,191

Radio receivers:  
- transistor car radio with push-button tuning  24, 27
- ferroxcube aerial for VHF  24,332

Radio waves, exploring the atmosphere:  
- with Prof. Breemer's inaugural address  22, 61
- RAMP inertial navigation system  29, 69
- Reading matrix, photorecording layer for  23,310

Rectifiers:  
- silicon controlled, in converters  23,272
- for 2000 V with valves and transistors  25,181

Reflectors, see Klystron

Refrigeration techniques, see Cryogenics

Research in Philips Group of Companies:  
- at Philips Research Laboratories, Eindhoven ("Nat. Lab."")  24,339
- at Philips Aachen and Hamburg Laboratories  -176
- at Philips-Duphar  28, 69
- at Mullard Research Laboratories (MRL)  28,129
- at LEP Laboratories, Li- meil-Brévannes  -308

Resistance network:  
- design  21, 10
- application for plotting electron trajectories  23,352

Resistors, manufacture by vacuum deposition  24,144

Retro-steroids

Road lighting, see Lighting

Rolling diaphragm seal:  
- sealing high pressure differences with  -26,287
- application:  
  - in hot-gas engine  26,292
  - in industrial gas refrigerating machine  26,294
  - in compressors  30, 51

- Samarium-cobalt magnets  29,336
- Sawmill, electronics in  23, 29
- Screened room for microscope experiments  23,155

Seal, see Rolling diaphragm seal

SECAM colour-TV system  27, 33

Selective thermal radiators  26, 33

Semiconductors:  
- for radiation detectors  27,323
- photoemission of  29, 54
- optical investigation of surfaces  29,129
- see also:
  - Gallium phosphate
  - Germanium
  - Photoconductivity
  - Silicon

Servomotor, hydraulic, for milling machine  24,320

Shock testing incandescent lamps  24,199

Silicon:  
- preparation by floating-zone technique  21,185
- rectifiers, controlled, in converters  23,272
- inhomogeneities in doped crystals of  25,195
- epitaxial, spark doping of  26,194
- abnormal diffusion of impurities in  28,149
- alloy-diffusion method  28,246
- see also Integrated circuits

Silicon carbide:  
- whiskers  24,181
- mortar made of  26,340
- polytypism of  30, 37
- Silicon iron and steel, nitrogen in  26, 81
- Single crystals, see Crystals
- Single-sideband modulation  25,311
- Skin effect, theory  28,271
- 28,300
- 28,366
- Slotted line, symmetrical, for VHF  21, 88
- Snow separator for liquid-air installation  23, 48

Sodium lamps:  
- recent improvements in  23,246
- for roads  23,258
- thermal insulation for  26,105
- low-pressure, with InO2 filter  29, 17

Software:  
- calculation of traffic-light sequences  27,298
- APT programming language  28,329
- analysis of methods  29,338
- drawing of masks for integrated circuits  30, 29
- Solar batteries, monograin-layer  29,238
- Solderability measurements  28,362
- Soldering iron with PTC thermostat as heating element  30,176
- Solid circuits  27,192

Solid-state research:  
- survey (Prof. Polder's inaugural address)  21,334
- at low temperatures  22,190
- 22,226
- 22,268
- transport phenomena in solids  26, 99
- Mössbauer spectra  28, 33
- see also:
  - Cadmium sulphide
  - Crystals
  - Gallium phosphate
  - Photoconductivity
  - Transistors

Sound, see Acoustics

Spark machining, high-precision  30,195

Speaking machine, Von Kemen- len's  25, 48

Speech synthesis  25, 46

Spinel structure and magnetism  28, 23

Spiral-groove bearings, see Bearings

Statistics:  
- applied (Prof. Hamaker's inaugural address)  22,105
- alarm level in flame-failure control  29,260

Steel:  
- arc-welding of  24, 14
- hydrogen in iron and steel  24,211
- Stellar interferometer at Narrabri  27,152
- Step-and-repeat camera for making photomasks  30, 57
- Stereo drawings, see Drawing by computer
- Stereophonic test records, optical measurement of recording velocity on  23, 89

Stereophony:  
- application in theatres  21, 52
- in broadcasting  26,327
- 27, 62

Stereophotography:  
- of dislocations  23, 86
- with electron microscope  27,231

Stirling cycle, see Hot-gas engine and Cryogenics

Stoichiometry:  
- existence region  30, 82
- point defects and control of their concentrations  30,107
- determination of existence regions  30,142

- Stores, see Memory stores
- Stress in glass, investigation of  22,337
- Strip lines and coaxial micro-wave components  28,211
- Structure analysis, see Crystals

Superconducting coils:  
- in radio-interferometer  28,226
- for magnet  29,309

Superconductivity:  
- survey  29, 1
- superconducting dynamo  25, 16
- current adjustment in superconducting magnet  27,313
- and skin effect  28,366

Surface:  
- germanium-electrolyte interface  26,127
- analysis of solid surface by mass spectrometer  27,344
- of semiconductor, optical investigations of  29,129
- of pure alkali metals, properties of  30,225
- Surface waves, electromagnetic,  26,342
- transmission lines for  26,350
- Suspension reactor, KEMA, see Nuclear reactors
- Symposium at Philips Research Laboratories, September 1963  24,339
- Synchro-cyclotron, see Cyclotron
- Synthesis, hydrothermal chemical  30, 89
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Tape recorder, non-professional, for television ........................................ 26,177
"Tedion V 18" acaricide ........................................................................... 21,276

Telegraphy: automatic telegraph exchanges with electronic stores ................. 26,240
magnetic-tape store for ................................................................. 26,250
history of ......................................................................................... 26,268

Telephony: carrier equipment ...................................................................... 26,206
transponders with high degree of compression ........................................ 26,215

Television: picture tubes: analysis of residual gases for fluorescent screen for colour TV ................................................................. 25,133
imposition-proof .................................................................................. 25, 81
new phosphors for colour our TV ........................................................ 27, 22
recording with magnetic wheel store on magnetic tape (studio quality) ................. 22, 21
non-professional tape recorder, camera tubes, as "Plumbicon" tubes delay lines, application in TV line converters .................................... 25,243
transmitters for bands IV and V ............................................................. 26,256
electron microscopy with TV display ....................................................... 29,294
projection on large screen, outside broadcast system ................................ 30,292
(mobile transmitters with intersynchronization and automatically-trained aerials) see also Colour television ........................................... 30,300

Ternary systems in phase theory .............................................................. 27,213
Theatre acoustics ................................................................................. 21, 52
Thermal conductivity of solids, measuring method for .................................. 21,357
Thermionic tubes, microphonograph .......................................................... 26, 119
Thermistors, BaTiO3 ............................................................................ 26,195
Thermodynamics, see Phase theory .......................................................... 30,278
Thermography ....................................................................................... 23,371
"Thermopac" wire ................................................................................ 23,371
Thermoelectric heating elements ............................................................... 30,170
PTC thermistors as ............................................................................. 30,170

Thin films: in colour separating mirrors .................................................... 24,263
thermal insulation for sodium lamps .......................................................... 26,105
microfractography of ............................................................................ 27, 87
thin-film transistor ............................................................................... 27,200
indium-oxide films for low-pressure sodium lamps .................................... 29, 21
see also Vapour deposition
Thyrists for controlling induction motors .................................................. 28, 1

"Ticonal": electron-microscope photographs .............................................. 24,380
Mössbauer spectra .................................................................................. 28, 41
TITUS tube ........................................................................................ 30,292
"TL" lamps, see Fluorescent lamps ............................................................. 27,342
Torque meter, sensitive, for high frequencies ............................................ 27,342
Total-reflection fingerprinting ................................................................... 24,271
Toys, wireless-powered ........................................................................... 24, 59
Tracers, see Radio-isotopes ...................................................................... 27,298
Traffic-light sequences, calculation of ...................................................... 27,298

Transfer technique ................................................................................. 30,234
Transistors: production of stable behaviour with increasing frequency ............ 22,204
field-effect ............................................................................................. 25,156
alloy-diffusion method (p.o.b. transistors) ............................................... 28,246

Transmitters: for television bands IV and V ............................................. 26,256
see also Microwave wave lines ............................................................... 24,11
Transparent windows for wide spectral range ........................................... 30,299
Transport phenomena in solids ............................................................... 26, 99
Transport reactions, chemical ................................................................. 26,177
Triodes for centimetre waves, see Disc-seal triodes ...................................... 28,316

Tuning musical instruments with digital equipment ....................................... 26,170
Tuning-fork modulator for CERN synchrocyclotron .................................... 22,162
Tunnel entrances, lighting of ................................................................. 27, 76

Ultrasound delay lines, see Delay lines ................................................... 25,243
Ultrasound radar (photograph) .................................................................. 25,249
Unary systems in phase theory ................................................................. 26,12

Vacines, virus, preparation by tissue cultures ............................................. 28,81
Vacuum deposition, see Vapour deposition ................................................ 28

Vacuum techniques: metal vacuum equipment .......................................... 21,173
demountable glass seals ......................................................................... 22, 53
gutter ion-pump .................................................................................... 22,260
fast cryopump system for ultra-high vacuum ........................................... 28,355
Pirani gauge for pressures up to 1000 torr and higher .................................. 30,167
absolute micromanometer with diaphragm levitation ............................... 30,231
Van der Pol, Prof. Balthasar, scientific work ........................................... 22, 36
Van der Pol equation, stereo drawing of solution ....................................... 29,112
Vapour, heating in, with pressure and temperature adjustment ...................... 24,240

Vapour deposition: of circular absorption wedge ....................................... 22,402
of resistors .......................................................................................... 24,144
of integrated circuits ............................................................................ 27,182
of flash lamps ...................................................................................... 28,57
parameters of NiFe films for fast stores .................................................. 28,188
Vasodilator "Duvadilan" ........................................................................ 24, 69

Vectorcardiography: fundamentals .............................................................. 21, 24
universal vectorcardiograph .................................................................... 29, 42

VHF techniques: balanced VHF measuring line ........................................... 21, 88
see also Frequency modulation ................................................................ 24, 59
Vibrating capacitor for electrometer .......................................................... 25, 95
Vibratory feeders .................................................................................... 24, 84

Video recorder, non-professional ............................................................... 26,177
Virus vaccines, preparation in tissue culture .............................................. 28, 81
Vision at very low light levels .................................................................. 25, 88
Vision, experiments on, small electric motor for ...................................... 28,320
Visual sensory system, investigation of .................................................... 25, 50
Vitamins in livestock feeding ................................................................. 28, 85

Waveguides for mm waves: (directional) isolators ........................................ 22, 11
equipment for 2 mm waves .................................................................... 22,113
oversized ............................................................................................... 29, 86

Weed control, see Agrobiological research ................................................ 23,342
Welding, arc, of steel (zirconium-base electrode; CO2 welding) .................... 24, 14
Whiskers, SiC ....................................................................................... 26,187
Winding, orthocyclic .............................................................................. 29,252
Windows, vacuum-tight, transparent for wide spectral range ....................... 30,299

Wire: enamelled, manufacturing and testing .............................................. 23,342
orthocyclic coil winding ......................................................................... 23,365
"Thermopac" ....................................................................................... 23,371
thickness measurement by laser beam .................................................... 27,208
Wireless-powered toys ............................................................................ 24, 59
Wood industry, electronics in .................................................................. 25, 29
Work physiology, measure of perceptual work ......................................... 25, 56

X-rays: orientation of diamonds with image intensifier .................................. 21,178
examination of hot steel billets with image intensifier ................................. 21,281
diffraction, determining crystal structures by ............................................ 22,126
dosimeters for diagnosis and therapy ....................................................... 23, 55
projection topographs of dislocations ..................................................... 23, 82
4 MeV linear accelerator for industrial radiography .................................. 24,285
harmonization of X-ray images ............................................................... 23,197
sensitive radiation monitor .................................................................... 24,190
exposure control, automatic ................................................................... 27, 92
X-ray colour pictures ............................................................................. 27,228
spectrometer, automatic ........................................................................ 27,300
anomalous transmission in highly perfect crystals ................................... 29, 114
PAILDRED single-crystal diffractometer .................................................. 29,165

Zinc sulphide, etch pits on ........................................................................ 24, 61

Zone melting: of Ge and Si, various methods (including floating-zone technique) .......................................................... 21,185
of oxides in carbon-arc image furnace .................................................... 23,161
Zoom optics, electrostatic, with image intensifier ..................................... 25, 88
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