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Spontaneous-Emission-Rate Alteration by Dielectric and Other Waveguiding Structures*

James P. Wittke
RCA Laboratories, Princeton, N.J. 08540

Abstract—The spontaneous emission rate of an excited electron is altered by the presence of structures that, at least partially, localize the electromagnetic fields. This effect is discussed in connection with the dielectric waveguide associated with double heterojunction structures in light-emitting diodes and with (lossless) microwave waveguides.

Introduction

In 1946, Purcell\textsuperscript{1} pointed out that the spontaneous emission rate of an excited electron can be drastically altered by its surroundings. In particular, he showed that enclosing a nuclear spin, spontaneously emitting at a radio frequency, in a high-$Q$ resonant cavity can increase its radiation rate by orders of magnitude. An example of the effect in the optical frequency range was given by Drexhage,\textsuperscript{2} who altered the fluorescent lifetime of a Eu chelate by bringing it very close to a flat mirror. Variants of this latter system have received considerable attention in the literature.\textsuperscript{3,4} However, in the literature of quantum electronics, the fact that structures that can direct (guide) the flow of electromagnetic energy will alter the coupling of the field to a radiating electron has been neglected.\textsuperscript{5} This paper will discuss this effect by applying it to an important type of light source, the double

* The research reported in this paper was jointly sponsored by the Department of the Navy, Office of Naval Research, under Contract No. N00014-75-C-0365, and by RCA Laboratories, Princeton, N.J.
heterojunction light-emitting diode (LED). It will be shown how the presence of heterojunctions in an LED can alter the radiation from such a diode in a way that is of considerable practical significance for the utilization of such LED's in optical communications.

The usual non-relativistic theoretical treatment of spontaneous emission uses perturbation theory, and leads to a transition probability given by Fermi’s "Golden Rule",\(^6\)

\[
w = \frac{1}{\hbar^2} |\langle f | H | i \rangle|^2 \rho(\nu). \tag{1}\]

Here \(w\) is the emission probability per unit time, \(\langle f | H | i \rangle\) is the matrix element of the term in the Hamiltonian coupling the radiating electron to the radiation field, and \(\rho(\nu)\) is the density of final states at the emission frequency \(\nu\). Eq. [1] is derived\(^6\) by assuming that the matrix elements are essentially the same for all possible radiation modes in the appropriate frequency range. This assumption is valid when the electron radiates into (the plane-wave modes of) free space, but, in the presence of structure that affects the spatial distribution of the electromagnetic fields, the radiation modes can become quite different, altering the mode density (in frequency space) and making the matrix elements drastically different from one another.

**Edge-Emitting Double-Heterojunction LED**

As an example, consider the case of an edge-emitting double-heterojunction LED such as used\(^7\) in optical fiber communications. Here the recombination of electrons and holes occurs in a thin slab of high-index-of-refraction material sandwiched between two (thick) regions of lower index. (For simplicity, we assume the two low-index regions to be identical; extension of the argument to the asymmetric case is straightforward.) It is well known\(^8\) that a constant-thickness slab of high-index material sandwiched between two (assumed infinitely thick) regions of (equal) lower index can support modes of the electromagnetic field that are **guided**, in the sense that the field energy density decreases exponentially with distance away from the slab, with the highest fields occurring within the high-index slab. This situation is quite similar to that treated in the literature\(^4\) for chelate fluorescence between two parallel, plane mirrors. In addition to these guided modes, in the double heterojunction LED there exist **unguided** modes in which significant electromagnetic energy density is found throughout all regions of the system. To describe the modes, consider the electromagnetic field to be confined to a large cubical box, of side \(L\), filled with dielectric of relatively low index except in a
thin slab of higher-index material that extends across the middle of the box, parallel to the top face, and intersecting the four vertical walls of the box (see Fig. 1a). The standard assumption\textsuperscript{9} of periodic boundary conditions on the walls of the box will be made. In the limit of vanishing slab thickness, the modes become the usual (unguided) plane waves.

![Diagram](image)

Fig. 1—Geometry of the system. (a) The normalization cube with the higher-index slab, of thickness $t$, extending across it. The radial coordinate $r$ and the field vector $A_0$ are parallel to the $y$-$z$ plane. (b) Details of the high-index region near an air-semiconductor interface. The field pattern for the lowest order TE mode is also shown.

The presence of the slab perturbs all the modes. Its effect is that of a Fabry-Perot interferometer placed in the cavity. However, for the index differences available with (AlGa)As heterojunctions, $\Delta n < 0.3$, the finesse of this interferometer is essentially zero: the maximum power reflectivity at normal incidence is only about 0.002. Thus, except for modes that correspond to energy flow at grazing angles of incidence to the slab, the modes are essentially unchanged by the presence of the slab, with the field intensity within the slab not differing significantly from that outside (apart from that associated with the
index difference). In other words, there are no appreciable resonant enhancements of the fields (standing waves) within the slab.

A few modes, however, are strongly perturbed by the presence of the higher-index slab. These include the guided modes.\(^8\) The guided modes of such a system have been discussed in connection with the modes of "integrated optics" structures\(^10\) and of injection lasers.\(^11\) It is these modes that can strongly alter both the spontaneous emission probability of electrons recombining between the two heterojunctions and the isotropy of the emitted radiation. Since the guided modes are so few in number compared to the vast number of unguided ones, it might be thought that their overall effect might be negligible. However, this is not the case, since the radiating electrons couple much more strongly to a guided mode than to an unguided one.

**Effect on Matrix Elements**

Consider first the matrix elements \(\langle f | H_1 | i \rangle\). The interaction term \(H_1\) in the Hamiltonian that couples the electronic states to the radiation modes can be taken of the form appropriate to an electric dipole:

\[
H_1 = -\frac{e}{m} \mathbf{p} \cdot \mathbf{A},
\]

where \(\mathbf{p}\) is the electron momentum operator and \(\mathbf{A}\) is the vector potential of the radiation field. The \(\mathbf{p}\) operator acts on the electron coordinates, while the \(\mathbf{A}\) operator acts on those of the radiation field. When the electronic states are not discrete, as implicitly assumed in the usual derivation of Eq. (1), the situation becomes more complex. For the case of a minority carrier recombining in a semiconductor, the problem becomes a many-body one, and even in the one-electron band approximation, the electron can occupy a continuum of states. Some of the problems arising from these complications have been treated by Lasher and Stern.\(^12\) However, only the electron-coordinate part of the interaction requires modification; that part of the matrix element depending upon the radiation field, and hence on the heterojunction structure, is unaffected. Therefore, for the present considerations, one can ignore the details of the electronic part of the process.

The radiation field can be decomposed in a superposition of modes:

\[
\mathbf{A} = \sum_i q_i \mathbf{A}_i.
\]

With the fields confined to a large cubical box filled with a homogeneous dielectric, the modes can be taken as plane waves. With a high-
index slab crossing the box, the associated guided modes have their peaks within the slab, with an exponential decay in the direction perpendicular to the slab outside it, while the unguided modes are essentially the plane waves. In quantizing the radiation field, the mode amplitudes $q_i$ become the usual photon creation and annihilation operators. The spatial terms describing the fields of the modes $A_i$ must form a complete orthonormal set:13

$$\int A_i \cdot A_j \, dv = \delta_{ij}. \quad [4]$$

The quasi-plane wave unguided modes will therefore have a normalization constant proportional to $L^{-3/2}$. In the case of the guided modes, however, the mode energy is confined to a much smaller region, and the corresponding normalization factor is $(L_{\text{eff}}^{-1/2})^{-1}$. Here $L_{\text{eff}}$ is an effective mode width.14 The normalization condition, therefore, gives, for the unguided (plane wave) modes,

$$|\langle f| H_1|i \rangle_u |^2 = \frac{B}{L^3}. \quad [5]$$

where $B$ is a constant incorporating the details of the electronic states. Similarly, for the guided modes,

$$|\langle f| H_1|i \rangle_g |^2 = \frac{B}{L^2 L_{\text{eff}}}. \quad [6]$$

The value of $L_{\text{eff}}$ is obtained from the details of the modal pattern. These are discussed in the literature,15 where it is shown that, for the lowest order guided TE mode, the field is given by

$$A_1 = A_0 \exp (i \beta r) \cdot \begin{cases} \cos \kappa x, & |x| \leq \frac{1}{2} t, \\ \cos \kappa t/2 \cdot \exp [-\gamma(|x| - t/2)], & |x| \geq \frac{1}{2} t. \end{cases} \quad [7]$$

Here $r$ is the (two-dimensional) radial coordinate in the plane of the slab and $\beta$ is the guided-mode propagation constant (in this plane); see Fig. 1. $A_0$ is the plane of the slab, and is perpendicular to the propagation direction $r$. The parameters $\kappa$ and $\gamma$ are given by

$$\kappa^2 = n_1^2 k_0^2 - \beta^2,$$

$$\gamma^2 = \beta^2 - n_2^2 k_0^2, \quad [8]$$

where $k_0 = 2\pi/\lambda_0$ is the free-space propagation constant of an optical wave of the same frequency $v$. The lowest TE mode is determined by the eigenvalue equation
\[
\tan \frac{\kappa t}{2} = \frac{\gamma}{\kappa}.
\]  

[9]

For this lowest mode, the effective mode width \( t_{\text{eff}} \) is

\[
t_{\text{eff}} = \frac{t}{2} + \frac{1}{\gamma}.
\]

[10]

Effect on Mode Density

The density of unguided modes will be essentially unchanged from that of a box filled with homogeneous semiconductor, without the heterojunctions. Thus

\[
\rho_u(\nu) = \frac{8\pi\nu^2 n_2^3}{c^3} \cdot L^3.
\]

[11]

For the guided modes, in the \( y-z \) plane parallel to the junction, the mode density is determined by the periodic boundary conditions on the cubical box, while the boundary conditions at the heterojunctions determine the number \( N \) of “mode types” in the \( x \)-direction perpendicular to the junction. \( N \) is given by

\[
N = 2 \cdot \text{largest integer in} \left[ \frac{2t\sqrt{n_1^2 - n_2^2}}{\lambda_0} + 1 \right].
\]

[12]

For these guided modes, the mode density is

\[
\rho_g(\nu) = \sum \frac{N}{\pi} \frac{\beta}{d\nu} \cdot L^2.
\]

[13]

Under the conditions found in (AlGa)As double-heterojunction LED's used for fiber-optics light sources, only a few (generally well under a dozen) types of guided modes can exist.

Effect on Emission Rate

In the geometry of interest, there are thus two classes of modes, and the “Golden Rule” becomes

\[
w = \frac{1}{\hbar^2} \left[ |\langle f | H_1 | i \rangle_u|^2 \cdot \rho_u(\nu) + |\langle f | H_1 | i \rangle_g|^2 \rho_g(\nu) \right],
\]

[14]

where the subscripts \( u \) and \( g \) refer to unguided and guided modes. This becomes
\[ w = \frac{1}{\hbar^2} \left[ \frac{B}{L^3} \cdot \frac{8\pi^2 n_2^3 L^3}{c^3} + \sum \frac{B}{L^2 \tau_{\text{eff}}} \cdot \frac{1}{\pi} \frac{d\beta}{dv} \cdot L^2 \right] \]
\[ = \frac{8\pi^2 n_2^3 B}{\hbar^2 c^3} \left[ 1 + \frac{\lambda_0^2 c}{8\pi^2 n_2^3} \sum \frac{\beta}{\tau_{\text{eff}}} \cdot \frac{d\beta}{dv} \right] \]  

The first term corresponds to the normal spontaneous decay in a homogeneous slab of semiconductor; the second shows how the spontaneous radiation rate is increased by the presence of the wave-guiding, high-index slab.

Consider the case when the index differences at the heterojunctions and the slab thickness \( t \) are such that only the lowest order TE (and TM) modes can propagate. (Then, for “strong” heterojunctions where \( \Delta n = 0.3 \), the slab must be less than \( t = 0.30 \ \mu\text{m} \) in thickness; for “weaker” junctions where \( \Delta n = 0.05, t < 0.74 \ \mu\text{m} \).) In the limit \( t \to 0 \),
\[ \beta \to n_2 k_0 \]
\[ \tau_{\text{eff}} \to \frac{1}{\gamma} \frac{2}{(n_1^2 - n_2^2)k_0^2 t'} \]  
and, for the (two) fundamental guided modes,
\[ w_{\beta 0} \to \frac{8\pi^2 n_2^3 B}{\hbar^2 c^3} \left[ \frac{2\pi^2 (n_1^2 - n_2^2) t}{n_2 \gamma_0} \right] . \]  

Thus, in this limit, the effects of the modes vanish as \( t \to 0 \), as they must. In the limit of \( t \to \infty \), other guided modes must of course be included; for the fundamental modes (and most of the other guided modes as well),
\[ \beta \to n_1 k_0 \]
\[ \tau_{\text{eff}} \to \frac{t}{2} \]  
and, for the (two) fundamental modes,
\[ w_{\beta 0} \to \frac{8\pi^2 n_2^3 B}{\hbar^2 c^3} \left[ \frac{2n_1^2 \lambda_0}{n_2^3 t} \right] . \]  

Thus, their effects also disappear as \( t \to \infty \). In the \( t \to 0 \) limit, the effects vanish because the slab provides but weak guiding and the fundamental modes are essentially unguided; in the \( t \to \infty \) limit, the heterojunctions are so far away from nearly all the recombining electrons that their effects are negligible.

Nevertheless, there is an important intermediate range of slab thicknesses where the radiation into the guided modes can exceed
that into the unguided modes. Moreover, it is possible that this can occur under conditions such that the resultant beam pattern radiated from the edge of the LED is much more directive than that of a Lambertian emitter. This is of great practical importance, for it means, not only that the 2% external emission efficiency as limited by total internal reflection at the (planar) air-semiconductor interface can be significantly exceeded, but also that the associated beam angle can match the (limited) acceptance cone on an optical fiber much better than would otherwise be expected. Moreover, the increased spontaneous radiation rate corresponds to shorter LED response times\textsuperscript{17} although it is difficult to separate this effect experimentally from others that are apt to occur with thin double-heterojunction structures.

One particularly favorable structure is a double-heterojunction with a large index difference across the junctions and a very thin ($t < 0.5 \mu m$) high-index slab. The far-field patterns of the guided modes for such systems have been discussed in the literature\textsuperscript{18,19} for injection lasers (the mode patterns are, of course, the same). The calculations indicate that the far-field beam pattern decreases in angular width (perpendicular to the junction plane) as the slab width is decreased. Recent work by Ettenberg and Kresse\textsuperscript{20} has shown that, in accordance with the above arguments, efficient incoherent radiation into a narrow fan (of 24° FWHM perpendicular to the junction plane) can be achieved using a “strong” double heterojunction structure with a slab width of $t \approx 0.065 \mu m$. Their measured beam profile fits that predicted for this case by Dumke\textsuperscript{19} for a slab thickness of 0.045, as shown in Fig. 2. The agreement is reasonable. (An “obliquity factor”,\textsuperscript{21} $1 + \cos \theta$, has been included in the calculated curve of Fig. 2.)

To illustrate the effects of the heterojunction structure on increasing the coupling of the recombining electrons to the radiation field, the enhancement term

\[
\frac{\lambda_0^2 c}{8\pi^2 n_2^3} \frac{\beta}{t_{\text{eff}}} \frac{d\beta}{d\nu}
\]

has been plotted in Fig. 3 for the fundamental TE mode. “Strong” heterojunctions have been assumed. It is seen that the emission into this single type of guided mode can be more than 0.6 times as efficient as into all unguided modes. Moreover, there is a much greater transmission probability at the air-semiconductor interface for the guided than the unguided emission. Coupled with the fact that the very similar fundamental TM mode always coexists with this TE mode, it is clear that the observed far-field emission pattern from a
Figure 2—Experimental and theoretical far-field patterns for a double-heterojunction LED. $\Delta n = 0.3$ across the heterojunctions. The measured slab thickness was $\sim 0.065 \mu m$; the theory is for a slab thickness $t = 0.045 \mu m$.

thin “single-mode” double-heterojunction LED can be dominated by the enhanced radiation into these fundamental modes.

Lossless Single-Mode Microwave Guide

The effect of a field-confining structure is not always that of increasing the spontaneous emission rate; it can also depress it. To see this,
consider the radiation from an electron spin in a strong magnetic field at microwave frequencies. If the radiating electron is placed in a (lossless, infinite) fundamental-mode (TE\textsubscript{10}) waveguide, the spontaneous emission rate can be computed as above, by considering the two factors $\langle f | H_1 | i \rangle$ and $\rho(\nu)$. For the free-space case (cubical box with periodic boundary conditions), we again have

$$|\langle f | H_1 | i \rangle|_{fs}^2 = \frac{B'}{L^3}$$

and

$$\rho_{fs}(\nu) = \frac{8\pi\nu^2}{c^3} \cdot L^3. \quad [21]$$

For the case of the waveguide, of width $a$ and height $b$, with periodic boundary conditions on a length $L$ of guide, the corresponding terms are

$$|\langle f | H_1 | i \rangle|_g^2 = \frac{2B'}{abL}$$

and

$$\rho_g(\nu) = \frac{2L}{c\sqrt{1 - \left(\frac{\lambda_0}{2a}\right)^2}}. \quad [22]$$

This leads to a ratio of spontaneous emission rates, with and in the absence of the guide, of

$$\frac{w_g}{w_{fs}} = \frac{\lambda_0^2}{2\pi ab \sqrt{1 - \left(\frac{\lambda_0}{2a}\right)^2}}. \quad [23]$$

For a "typical" set of parameters at X band, $\lambda_0 = 3$ cm, $a = 2.29$ cm, $b = 1.02$ cm, and $w_g/w_{fs} = 0.81$; the (lossless) waveguide has somewhat suppressed the spontaneous emission rate. Here, the enhanced coupling of the radiation field to the electron (the increased matrix element) is more than compensated by reducing (to two) the number of modes into which the electron can radiate. However, if the guide is operated closer to cut-off, by either decreasing its width $a$ or by increasing the radiation wavelength (by increasing the magnetic field), or with a reduced mode volume, obtained by reducing $b$ (or $a$), the spontaneous emission rate can be enhanced rather than suppressed.
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Appendix

The basic point being made can perhaps be clarified by a somewhat different approach. In calculating the absorption of radiation by an electron (in the absence of saturation), the absorbed power, and hence the induced absorption rate, is proportional to the incident energy density. By confining the field spatially to the vicinity of the electron, the absorption rate, for a given incident power level, can be enhanced. In the case of stimulated emission, the emission rate can be similarly increased. Indeed, the stimulated emission process is the exact dual of the absorption one.

If the radiation field is described quantum mechanically, the absorption rate (for an unexcited electron) is given by an expression of the form\[ w_{abs} = A \cdot n_i, \quad [24] \]
where \( n_i \) is the number of photons in the radiation field. Similarly, a calculation of the emission from the same electron when in its upper state is\[ w_{em} = A(n_i + 1). \quad [25] \]
Here \( n_i \) is again the number of photons in the radiation field, and the term "1" represents the effects of spontaneous emission. Thus, spontaneous emission can be thought of as a process equivalent in its effects to that of induced emission with only one photon in the field (mode).

The important point to note here is that the effect of a field-influencing structure manifests itself in the matrix element-containing term \( A \), which is the same for both absorption and emission. The introduction of a structure that alters the absorption (or stimulated emission) rate not only can, but must, alter the spontaneous emission into the relevant field mode in identically the same way.
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The Physics of Electrical Charging and Discharging of Semiconductors

H. Kiess
Laboratories RCA Ltd., Zurich, Switzerland

Abstract—The technical applications that utilize the electrical energy stored in electrodeless thin insulating and/or photoconducting materials are quite numerous. The different applications make use of different properties of the materials. However, certain aspects of the electrical charging and discharging processes are common to all applications. These processes are reviewed; in particular, models are discussed for the charge storage and the dissipation of the charge in the dark and under illumination. These are then compared with experimental results obtained with different materials.

1. Introduction

Charge storage in dielectrics can be both desirable and undesirable. The accumulation of charge on highly insulating plastic materials can be undesirable in that it can present problems in production and in certain applications. On the other hand, if electrostatic charges can be stored permanently or for limited times on insulators and removed at will in a controlled manner, a variety of practical applications emerge. Such applications include electret microphones, prosthetic devices wherein electrified polymers prevent the clotting of blood, the vidicon pickup tube for television, and photoreceptors and toners used in the electrophotographic process.

The different applications place different requirements on the dielectric. This is reflected by the fact that the materials used for the different applications range from inorganic semiconductors and insu-
lators to organic photoconducting and highly insulating polymers. Certain common features of the charge storage and the discharge mechanism are discussed here, with emphasis on the behavior of semiconducting and photoconductive dielectrics. Due to their importance in technology, photoconductors have been extensively investigated, and our knowledge of these materials serves as the basis for this paper, namely, to review physical processes of the charging and discharging mechanisms and to illustrate the usefulness and the deficiency of these concepts when tested experimentally. The second section discusses the different charging methods. The stationary current–voltage characteristics of insulators and photoconductors are discussed in the third section, since they give useful insight into the physical processes occurring during the discharge. The discharge models and theoretical approaches to calculation of discharge curves are summarized in Section 4, where emphasis is placed more on elaborating the differences of the various approaches than in giving a complete account of all formally possible discharge curves. In Section 5, experimental results are discussed, and Section 6 is a status summary.

2. Charging Methods

In most technical applications the dielectric is supplied with a conducting contact on only one side; charge is deposited on the opposite side. In the charged state, this surface is at a potential $V_S$ with respect to the usually grounded conducting contact. $V_S$ is given by

$$V_S = \frac{Q_s}{C},$$

where $Q_s$ is the charge and $C$ is the capacitance. The capacitance is, in general, a function of the surface voltage, depending on where the charge is stored. In principle, three different situations for the location of the stored charge may arise. First, the charge may be located close to or at the surface; second, the charges may penetrate into the solid and form a space charge; and third, a polarization of the material or a displacement of the ions on a microscopic or macroscopic scale may occur, giving rise to the so-called heterocharges. However, the mode of charge storage is not solely a question of the property of the dielectric but also a function of the details of the charging process and of the methods used.

A number of methods for charging dielectric materials are described in the literature. These are (1) charging with an electron or ion beam, (2) the use of a corona or Townsend discharge, (3) applying
fields up to and exceeding the breakdown strength of the dielectric, and (4) touching or rubbing the dielectric with another dielectric material or a metal. While these techniques are all relatively easy to implement, the choice of technique depends on the control that is desired over the charge density, the lateral charge distribution, and the spatial charge depth.

2.1 Electron-Beam Charging

The simplest widely used charging process is probably charging the dielectric with a low-energy electron beam. Electrons impinging on a solid and having a kinetic energy of a few eV or only thermal energy in vacuum will acquire an additional energy in passing through the vacuum–solid interface. The difference in kinetic energy is

\[ -\frac{1}{2} m v_{\text{vacuum}}^2 + \frac{1}{2} m_{\text{eff}} v_{\text{solid}}^2 = E_{\text{kin}} = (\varphi - \xi), \]

where \( \varphi \) is the work function of the solid, \( \xi \) is the separation of the Fermi level from the bottom of the conduction band (Fig. 1), \( m \) is the electron mass, and \( v \) is the velocity of the electron. These electrons will thermalize in the solid, dissipating their energy by emission of phonons and impact ionization across the bandgap if the kinetic energy of the electrons is larger than the energy of the forbidden gap. How far they penetrate into the solid depends on the mean free path of hot electrons under the action of different dissipating processes. Assuming that the energy of the electrons is well above the threshold energy for pair production, it is to be expected that the mean free path length due to phonon emission is large compared to that due to impact ionization. An estimate for electrons having a kinetic energy of 5 eV in a semiconductor of 1 eV bandgap yields a mean free path for phonon emission of the order several hundred Å, and for pair production only a few Å. We therefore conclude that the stopping power
for low-energy electrons is so strong that they can be considered to have thermalized within several hundred Å below the surface.

If the energy of the impinging electrons is higher, the electrons will also interact with deeper-lying bands (Fig. 2). If we denote the bands in the solid by A, B . . . , then a primary electron having lost the energy $V_0$ because of its interaction with an electron of the band D, will either be reflected back and leave the target (the less probable process) or undergo further such losses. The vacancy created in the D-band will be refilled by an electron from one of the higher bands. Usually the Auger process accounts for the dissipation of the energy.\textsuperscript{2,3} The details of such a process are shown on the right side of Fig. 2. Two electrons take part in an Auger process. The first electron, originally in band C, drops to fill the vacancy in band D. The energy $E_D - E_C$ released in this process is given to a second electron in band B, which is then excited into the conduction band. The penetration depth of primary electrons with energies of several hundred or thousand eV is, of course, greater than that of low-energy electrons, even though the energy dissipating processes are very efficient. Experimentally determined values of the penetration depth are of the order of 1 µm for 20 keV primary electrons in Teflon.\textsuperscript{4} A general relationship between the energy of the impinging electrons and the density of the material is given by Bichsel.\textsuperscript{5} Irrespective of the energy of the primary electrons, the effect of the electron beam is twofold: (1) the electron beam acts as an electron-injecting contact to the dielectric and (2) secondary processes increase the conductivity during the charging process within the range of the penetration depth of the primary electrons. In order to obtain permanent charge storage, the

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2}
\caption{Schematic energy-band scheme of a metal. On the left, a primary electron suffers a discrete energy loss. On the right, the vacancy in band D is refilled, and the energy released causes the excitation of an electron by Auger effect (After G. A. Harrower).}
\end{figure}
electrons have to be immobilized by capture in traps located close to the surface or in the bulk.

2.2 Ion-Beam Charging

The phenomena occurring in ion interactions with metal surfaces have received a great deal of emphasis, whereas the ion–insulator problem has been largely neglected. Only recently have studies of the ion bombardment of insulators been carried out, leading to some understanding of the interaction process. The neglect of the ion–insulator process can be attributed to experimental difficulties, especially to the accumulation of charge, which changes the conditions during the course of the experiment and causes difficulties in the interpretation of the results. To circumvent this problem, very thin samples and/or elevated temperatures were used to study the interaction. Recently, Vance published an investigation that did not allow a continuous discharge of a sample surface but rather allowed the accumulation of charge. His results obtained with amorphous Se can be explained within the framework of the existing model of positive ion–insulator interaction. He used also an analogous model to explain observations with negative ions.

Let us first consider positive ions and cases where the impinging ions have sufficiently low velocity that direct kinetic effects play a minor role, i.e., that the ions are neutralized before penetrating the solid. There are then three processes to consider: (1) radiative neutralization, (2) resonance neutralization with Auger de-excitation, and (3) Auger neutralization of the incoming ion. The initial state lifetime of the radiative process is of the order of $10^{-8}$ sec; that of the other two processes is about $10^{-14}$ sec. For this reason the neutralization of the ion will take place either through resonance neutralization followed by Auger de-excitation or through Auger neutralization (Fig. 3). The resonance neutralization at a surface of a solid occurs by tunneling of an electron from the solid to the ion; the electron then populates an excited level. The neutralization of the ion is followed by an Auger de-excitation step; an electron of the solid goes to the vacant ground level and the released energy is imparted to an electron of the solid or to the electron in the excited level. In the Auger-neutralization process, it is assumed that the ion is directly neutralized by an electron transition from the solid to the ground state of the atom. The energy released excites an electron in the solid. The kinetic energy still inherent in the neutralized ion is dissipated in the solid by inelastic scattering, excitation of phonons and electrons, and, at sufficiently high energy, by displacement of atoms. According to their
lifetimes the Auger and resonance neutralization processes are competing in principle. In practice, however, it turns out that the Auger neutralization is more important.\textsuperscript{10}

The gross features of the positive-ion-beam technique for charging a dielectric are similar to those of the electron-beam technique: electrons are injected into the solid with an electron beam, while holes are injected into the dielectric through the ion–solid interaction. The carrier density close to the surface is similarly increased due to secondary effects during irradiation with the ion beam. In order to obtain permanent charge, deep hole trapping centers must be assumed in which the holes can be trapped before being transported to the grounded electrode.

The interaction of solids with slow negative ions has been investigated even less than has the positive-ion–dielectric interaction. The only publication that gives experimental results is that of Vance,\textsuperscript{8} who bombarded amorphous Se layers with O\textsuperscript{−} ions having a kinetic energy of 50 eV or more. The results were explained by a model similar to the one used to explain the positive-ion–solid interaction. The energy-level diagram is shown in Fig. 4. Any change of potential energy of the ion due to image force is neglected. The electron is bound to the incoming ion with an energy $E_{EA}$, the electron affinity. Upon approaching the surface the electron is transferred from the ion to the dielectric by resonance neutralization. The maximum energy released

Fig. 3—Resonance neutralization, Auger de-excitation and Auger neutralization process in schematic representation (after Hagstrom).
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Fig. 4—Resonance neutralization for a negative ion (after Vance).

![Fig. 4][2]
Table 1—Electron Affinities of Different Ions

<table>
<thead>
<tr>
<th>Species</th>
<th>Electron affinity $E_{EA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>1.5 eV</td>
</tr>
<tr>
<td>O&lt;sup&gt;-&lt;/sup&gt;</td>
<td>.45 eV</td>
</tr>
<tr>
<td>O&lt;sup&gt;2-&lt;/sup&gt;</td>
<td>3.24 eV</td>
</tr>
<tr>
<td>CO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>3–4 eV</td>
</tr>
<tr>
<td>NO&lt;sup&gt;-&lt;/sup&gt;</td>
<td>4 eV</td>
</tr>
<tr>
<td>NO&lt;sup&gt;-&lt;/sup&gt;</td>
<td>3.82 eV</td>
</tr>
<tr>
<td>Cl</td>
<td>1.83 eV</td>
</tr>
</tbody>
</table>

is given by

$$E_{max} = \varphi^* - (E_G - \xi_s) - E_{EA} = \varphi - E_{EA},$$  \[3\]

where $\varphi^*$ is the separation of the valence band from the vacuum level (the threshold energy for photoemission), $E_G$ is the bandgap of the dielectric, $\xi_s$ is the separation of the Fermi level from the conduction band at the surface, and $E_{EA}$ is the electron affinity of the incoming atom or molecule. $E_{max}$ is usually small compared to the energy released in the case of positive ions. For dielectrics with a large bandgap, this energy is often smaller than the forbidden gap (Tables 1 and 2). The cascading of the electron into the lowest state of energy will therefore be accompanied by phonon emission only, so that no additional temporary increase in conductivity by impact ionization across the bandgap is to be expected. Carrier generation by the neutralized ion penetrating the solid and dissipating its kinetic energy seems also to be negligible. In this case also, in order to retain the charge, the injected electron must be immobilized in a trap. In contrast to electron-beam and positive-ion-beam charging, secondary effects are not expected to give rise to a temporary increase of the conductivity during charging.

Table 2—Bandgaps, Workfunction, and $\xi_s$ of Some II–VI Compounds in UHV<sup>62</sup> and of Se

<table>
<thead>
<tr>
<th>Compound</th>
<th>Bandgap $E_G$ (eV)</th>
<th>Workfunction $\phi$ (eV)</th>
<th>$\xi_s$ (eV)</th>
<th>$\xi_{bulk}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO</td>
<td>3.6</td>
<td>4.68</td>
<td>.11</td>
<td>.10</td>
</tr>
<tr>
<td>CdS</td>
<td>2.4</td>
<td>5.01</td>
<td>.22</td>
<td>.15</td>
</tr>
<tr>
<td>CdSe</td>
<td>1.74</td>
<td>5.22</td>
<td>.27</td>
<td>.15</td>
</tr>
<tr>
<td>ZnSe</td>
<td>2.6</td>
<td>4.84</td>
<td>.73</td>
<td>.15</td>
</tr>
<tr>
<td>Se</td>
<td>1.9</td>
<td>4.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.3 Charging With a Corona Discharge or Townsend Discharge

These two techniques of charging dielectrics are closely related to the ion-beam charging. However, there are two differences: (1) they are used at high pressures of the ambient atmosphere so that gas–solid reactions may take place at the surface, and (2) the kinetic energy of the ions is close to thermal energy in front of the dielectric which is to be charged. The possibility of using corona or Townsend discharge at high gas pressure makes it a truly practical charging method.

The first question to be answered is which ionic species are generated in a corona discharge. Shahin \(^{11-13}\) has performed mass spectroscopic studies of positive and negative corona discharges in air, nitrogen, and oxygen at atmospheric and lower pressures. The ionic species he found in a positive corona discharge in air of 20% humidity at room temperature are mainly clusters of ions of the type \(H^+(H_2O)_n\). Probably the mechanisms by which \(H^+(H_2O)_n\) clusters are formed are either charge exchange reactions of the primary ion \(N_2^+\) and \(O_2^+\) etc. with water molecules such as

\[
N_2^+ + H_2O \rightarrow H_2O^+ + N_2 \tag{4}
\]

and the subsequent reaction \(H_2O^+ + H_2O \rightarrow H_3O^+ + OH\), or the production of hydride by a reaction

\[
N_2^+ + H_2O \rightarrow N_2H^+ + OH. \tag{5}
\]

In a subsequent collision of the hydride with a water molecule, the cluster forms

\[
N_2H^+ + H_2O \rightarrow H_3O^+ + N_2. \tag{6}
\]

It was found that the clusters are formed even if only traces of water are present in the ambient. A theory developed by Moran and Hamill \(^{14,15}\) indicates that a partial pressure of the water of \(10^{-6}\) Torr in a gas at atmospheric pressure is quite enough to form hydrate ions within 70 msec.

The ions produced in a negative corona discharge are not dominated by hydrated species. At one atmospheric pressure of air or oxygen, \(CO_3^-\) ions appear to give the main contribution to the ions formed in the discharge.\(^{11}\) The primary ionic species are \(O^-\) ions generated by dissociative electron attachment. Subsequent reactions of the \(O^-\) ions with \(O_2\) forms \(O_3^-\),

\[
O^- + O_2 + M \rightarrow O_3^- + M, \tag{7}
\]

and with \(CO_2\) it forms \(CO_3^-\),
O\(^-\) + CO\(_2\) + M \rightarrow CO\(_3\)^- + M, \[8\]

where M is a third body (N\(_2\), O\(_2\)) necessary to stabilize the reaction product by removing the excess energy. A further reaction between O\(_3^-\) and CO\(_2\) leads to an enhancement of the CO\(_3^-\) yield;

O\(_3^-\) + CO\(_2\) \rightarrow CO\(_3^-\) + O\(_2\). \[9\]

Trace amounts of CO\(_2\) seem also here to be sufficient to cause an over-whelming contribution of the CO\(_3^-\) ions to the ionic species formed. If the pressure is reduced to 100 Torr or lower, the CO\(_3^-\) ion is present only in traces, and the dominant ionic species found are now O\(_3^-\) ions.

The charging process of a dielectric with positive ions should occur in full analogy to the processes outlined in the previous section on ion-beam charging: injection of holes through Auger and/or resonance neutralization processes with subsequent capture of the holes in trapping centers.

The charging with negative ions for other materials may be different from the process outlined by Vance for Se in which resonance neutralization of the ion in front of the dielectric with simultaneous injection of electrons was postulated. That this process does not hold for all materials is evidenced in the case of ZnO single crystals; ZnO single crystals can be charged negatively by a corona discharge in air, oxygen, or carbon dioxide, but cannot be charged by a corona discharge in argon, where free electrons of thermal energy are produced, nor with an electron beam directly in vacuum. To account for the latter observation, we have to assume that no significant trapping of electrons occurs at the surface and that the injected electrons are transported easily through the material. To account for the chargeability in air, oxygen, or CO\(_2\) atmosphere we must conclude that the ions do not lose their electron by resonance transfer process.

Neglecting other processes, resonance neutralization should not occur if the electron affinity of the involved molecular species is greater than the electron affinity of the solid, i.e., the energy separation between the bottom of the conduction band and the vacuum level (Fig. 4). Since the electron affinity of the ions produced in the corona discharge is at least 0.5 eV smaller than that of ZnO (see Tables 1 and 2), we must assume that other processes prevent a resonance transfer and hence an injection of the electrons into the conduction band of ZnO, so that it becomes electrically chargeable. It is to be expected that image force attraction causes a lowering of the energy level of the ion by about 0.5 eV at a distance of the order of 1 Å,\(^{16,17}\) but this effect is not sufficient to explain the chargeability of
ZnO. This has been shown by charging experiments at low pressures; according to Shahin the predominant ionic species produced at low pressures is $\text{O}_3^-$, an ion having an electron affinity about 1 eV smaller than that of $\text{CO}_3^-$. If image force attraction were to account for the chargeability of ZnO with $\text{CO}_3^-$ ions, charging with $\text{O}_3^-$ would not be possible, since energy considerations show that then resonance transfer would be allowed and hence charging impossible. Experimentally the opposite is found; neither surface voltage nor the dark decay of the charge are affected.\textsuperscript{18} These results indicate that the limitations to charging are of a different nature, e.g., that reactions of the ionic species take place at the surface of the ZnO,

\[ \text{O}_3^- \rightarrow \text{O}_2 + \text{O}^-_{\text{adsorbed}} \text{ or } \text{CO}_3^- \rightarrow \text{CO}_2 + \text{O}^-_{\text{adsorbed}}, \]

which give rise to the same surface states. No detailed investigations of this problem were made.

Aside from ionic species there is also ozone generated in a corona discharge in air or oxygen, especially in a negative corona discharge. Evidence was presented that $\text{O}_3$ reacts with the solid to form a charge-transfer complex of the type $\text{O}_3^-$-solid$^+$ with photoconducting organic solids such as poly-n-vinyl carbazole (PVK) or others.\textsuperscript{19} The formation of this complex is equivalent to a transfer of a valence band electron of the solid to the adsorbed $\text{O}_3$; hence it is equivalent to the injection of a hole. This process was assumed to hold since exposure of positively charged surfaces to ozone discharged PVK layers in the same way that light does. The model for charging dielectrics positively assumes also the injection of a hole which is rapidly trapped. The question remains as to why a hole injected from $\text{O}_3$ should behave differently from holes injected from positive ions. It might be only an apparent contradiction insofar as the charging efficiency for these dielectrics may be low, i.e., that only a small fraction of the injected holes are trapped and contribute to the charge on or in the solid.

2.4 Contact and Triboelectrification

Contact or frictional electrification is not commonly used as a method to charge dielectrics, since there is virtually no control over the amount of the transferred charge. The physics involved is so complex that many mechanisms have been proposed to explain the charge transfer from a metal or from a dielectric to a dielectric. There are ion
migration,20 electron transfer by tunneling,21 mechanical transfer,22 and transfer by thermal gradients. In comparing experimental results one must be careful because different experimental conditions often evoke different disturbing errors, such as breakdown of the air, badly defined contact areas, and surface conductivity, all of which influence the amount of transferred charge.

The concept of electron transfer by tunneling to explain contact electrification has been advanced by Bauser et al.23 and by Davies.24 The exchange of charge across the interface between a metal and a semiconductor is indeed a very well accepted concept in solid-state physics. The basic idea is that the Fermi levels of the metal and the semiconductor reach thermal equilibrium. For highly insulating materials the Fermi level is not very well defined, since nonequilibrium states may be frozen in. Therefore the exchange of charges between a metal and a dielectric certainly depends on the accidental occupation of the surface states and is only loosely connected with the bulk properties. It has been found that the amount and the sign of the charge transferred is closely related to the work function of the metal in contact with the dielectric. Nevertheless it is not appropriate to deduce a work function for the dielectric from such measurements.

The concept of work function was also used to explain the charge transfer from dielectric to dielectric. The transfer was assumed to be due to tunneling of electrons from one surface to the other, the direction of transfer being governed by the work functions of the different materials. Ruckdeschel,25 however, claimed recently that his experimental data are only explicable if he assumes an ion exchange across the interface. His conclusions were corroborated by the fact that in vacuum and dry atmosphere no charge transfer was observed. This lead him to state that the ions transferred are most likely protons.

Similarly, the mechanism to explain frictional electrification is still a matter of controversy. Wähl et al.26 claimed in a recent paper that for frictional electrification the electron-transfer model applies. Kornfeld22 explained his results by mechanical transfer—the solids are assumed to have structural and chemical defects leading to electrical depletion or accumulation layers at the surface which are neutral to the outside world. Friction between one material and the other mixes the surface layers and redistributes the charges between the materials rubbed. Recent measurements by Pepper27 have shown that, indeed, material transfer between metals and polymers is observed. The disturbance of the compensation of the "intrinsic" charges then gives rise to the electrification of the materials. It seems that at the present state of the art neither process can be excluded or made solely responsible for the frictional electrification.
3. Current–Voltage Characteristics

In order to separate the physical mechanisms governing the dissipation of the charge it is necessary to study the transport and trapping of the charge carriers in the dielectrics. These studies may be done using different techniques: first, by measuring the I-V characteristics during the charging process; second, by measuring the surface voltage with time at constant temperature or by increasing the temperature; and third, by simulating the charged state with blocking contacts and measuring the current as a function of time at different voltages.

The first method requires control of the surface voltage of the dielectric and measurement of the current through the dielectric during charging. The advantages are obvious—the models for I-V characteristics are rather well established and therefore the comparison of experimental results and theory is facilitated.

The second method usually implies a more difficult theoretical analysis, since time-dependent equations for the carrier transport must be solved. Since the surface voltage, rather than the dissipation of the surface charge itself, is measured as a function of time, problems do exist in obtaining the charge as a function of time, which is the quantity of interest.

The third method gives a means of investigating certain aspects of the carrier transport or trapping of charge carriers separately and of studying time-dependent phenomena under well-controlled conditions. Although it represents an important tool for obtaining relevant parameters governing the discharge of dielectrics, a detailed explanation would be too lengthy for the present discussion.

3.1 Models for the Carrier Transport in Dielectrics With Injecting Contacts

If charge storage is to occur in a homogeneous dielectric with injecting contacts, then the trap density and the trap depth must be such as to retain sufficient charge for a desired period of time. The equations governing the carrier transport are the continuity equation for the free charge carriers and Poisson’s equation. In the steady state, assuming a one-dimensional problem and that only electrons contribute to the current, we obtain from div \( j = 0 \),

\[
j = e\mu_n n E + eD \frac{dn}{dx},
\]

where \( j \) is the current density, \( \mu_n \) is the mobility of the electrons, \( n \) is

* An injecting contact is defined as a contact with an electron concentration greater than the electron density of the bulk material.
the electron density, $E$ is the electric field, $D$ is the diffusion constant, and $e$ is the elementary charge. Poisson's equation gives

$$\frac{dE}{dx} = \frac{1}{\epsilon\varepsilon_0} \rho(x),$$

where $\rho$ is the space-charge density and $\epsilon$ is the dielectric constant.

In addition to Eqs. [10] and [11], a relationship between the space-charge density $\rho$ and the free-electron density exists which depends on the details of the trap distribution in the forbidden gap and on the position of the Fermi level before applying a voltage. In principle $\rho$ can be expressed as a function of the electron density so that

$$\rho = f(n).$$

If the diffusion current in Eq. [10] is neglected, Eqs. [10] through [12] can be solved. In the case of an electron-injecting contact the solutions have been discussed at length$^{28,29}$ and lead to the well-known space-charge-limited currents. The I-V characteristics of a solid with a trap of well-defined energy are shown schematically in Fig. 5, and analytical results for solids with different trap distributions are summarized in Table 3. In essence the increase of current density with voltage with a power law equal or greater than two is due to an increase of the number of electrons in the solid, which is, for a given geometry, solely a function of voltage. Since only the free electrons enter the expression for the current density, $j$ is smaller for a solid

---

1 A detailed discussion of the conditions under which diffusion currents can be neglected and how diffusion changes the analytical form of the I-V characteristics is given by F. Stockmann$^{28}$ and M. A. Lampert$^{29}$ respectively.
### Table 3—I-V Characteristics

<table>
<thead>
<tr>
<th>Shallow trap of energy $E$</th>
<th>Deep trap of energy $E_d$</th>
<th>Deep traps exponentially distributed in energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j = e\mu n \frac{V}{L}$</td>
<td>$j = e\mu n \frac{V}{L}$</td>
<td>$N_t = N_{t_0} \exp \left{ \frac{E}{kT_c} \right}$</td>
</tr>
</tbody>
</table>

#### Ohms law

- Space charge limitation:
  - $j = \frac{9}{8} \kappa \epsilon_0 \mu \frac{V^2}{L^3}$
  - $\kappa = \frac{n}{N_{tn}}$

#### Different current regimes

- Increasing voltage:
  - $j = \frac{2}{3} e\mu K \frac{V_H^2}{L(V_H - V)}$; $V < V_H$
  - $j = \frac{2}{3} e\mu K \frac{V_H^2}{L(V_H - V)}$
  - $j = \frac{e\mu N_t}{L} \frac{V - V_H}{L} \ln \frac{2V_H}{V - V_H}$; $V > V_H$
  - $j = \frac{e\mu N_t}{L} \frac{V - V_H}{L} \ln \frac{2V_H}{V - V_H}$

#### Trap filled limit

- $K = N_c \exp \left\{ \frac{E - E_c}{kT} \right\}$, $N_t$ = trap density

#### Space charge limitation no traps

- $j = \frac{9}{8} \kappa \epsilon_0 \mu \frac{V^2}{L^3}$
  - $j = \frac{9}{8} \kappa \epsilon_0 \mu \frac{V^2}{L^3}$
with traps where electrons get immobilized than for a trap-free solid. In fact, the position of the traps with respect to the Fermi level and the trap distribution determine the ratio of free carriers to total injected carriers giving rise to different voltage dependences of the current. (Eqs. [10] through [12] would have to be modified to include also the transport of holes whenever the anode injects holes. However, double-injection phenomena are irrelevant in this context.)

The considerations so far are valid for a homogeneous dielectric. In practice it is often found that the trap densities at or close to the surface are much higher than in the bulk so that the carriers injected by the charging process are strongly trapped close to the surface. This desirable feature of a dielectric is discussed in Section 2. The drift length of the charge carriers, i.e., the product $\mu \tau E$, ($\mu$ is the mobility, $\tau$ is the lifetime, and $E$ is the electric-field), is then much smaller in the surface region than in the bulk. This configuration is especially desired when the stored charge is to be modulated by light and, therefore, good transport properties of the bulk of the material are required such as in vidicons and in electrophotographic plates. There, the discharge by light should be fast and should not suffer from recombination losses or from the retention of charge carriers in traps. Under this condition, it is useful to describe the I-V characteristics in terms of a two-layer model, i.e., a thin surface layer (beam-blocking region) with high concentration of deep traps adjacent to the bulk of the photoconductor, which ideally would be trap free. An energy-band diagram for such a model proposed by Goodman is shown in Fig. 6.

The depth of the Fermi level in the surface layer is a function of voltage. When $V = 0$, the net charge in this layer is zero. For non-zero voltage, the surface layer becomes charged due to the filling of deep electron trap levels. In the steady state the incoming electrons are partially transmitted through this layer, partially thermalized, trapped, re-emitted thermally, and drifted through the layer.
If the current due to the drifting electrons through the beam-blocking regions (b.b.r.) is larger than that due to the transmitted electron, the b.b.r. acts as an injecting contact. In these conditions three voltage regimes of the I-V characteristic must be distinguished; at low voltages the current through the bulk is space-charge limited. The I-V characteristic is then given by

\[ I = \frac{9}{8} \epsilon \varepsilon_0 \theta \frac{V^2}{L^3} \]  

where \( V \) is the voltage across the bulk, and \( L \) is the thickness of the dielectric without b.b.r. At increasing voltage, the b.b.r. can no longer supply the current prescribed by the space-charge-limited current. Therefore the field will become practically uniform in the bulk and the I-V characteristic linear. This regime represents a transition region between the SCLC-regime and the high-voltage regime in which the current is limited by the supply of carriers from the b.b.r. Since the electron density in the b.b.r. and also at the interface between b.b.r. and the bulk is given by the position of the quasi Fermi level \( \xi_n \), the electron concentration is

\[ n \propto \exp \left( -\frac{e \xi_n (V)}{kT} \right) \]

The unilateral thermally generated current density into the bulk, representing the highest possible current, is then

\[ I_s = \frac{e n v}{4} = e N_c \left( \frac{kT}{2\pi m_{eff}} \right)^{1/2} \exp \left[ -\frac{e \xi_n (V)}{kT} \right] \]

or, if \( \xi_n (V) \) is developed into a power series,

\[ I_s = e N_c \left( \frac{kT}{2\pi m_{eff}} \right)^{1/2} \exp \left[ -\frac{e \xi_n (0)}{kT} \right] \exp \left[ \frac{e}{kT} \left( \frac{d \xi_n}{dV} \right) V \right]. \]

\( \xi_n (V) \) depends on the detailed nature of the trap distribution in the forbidden gap of the b.b.r. With increasing voltage, the occupancy of the traps will be increased, shifting the Fermi level towards the conduction band and thus increasing the current. The I-V characteristic should therefore give information on the trap distribution in the forbidden gap of the b.b.r.

The same model can be applied to explain the photocurrent–voltage characteristics obtained with strongly absorbed light. Within the penetration depth of the light the carrier density is substantially increased over that in the non-illuminated region. Therefore, a surface region of high carrier concentration exists in contrast to the bulk
where the carrier density is low. It was shown\textsuperscript{31} that the photocurrent in the low-voltage regime is space-charge limited and can be described by Eq. [13]. At intermediate voltages, the current is given by

\[ I_{ph} = \frac{e\hat{N}\tau\mu V}{\lambda L}, \]  

[16]

where \( \hat{N} \) is the number of incident photons per second per cm\(^2\), \( \lambda \) is the penetration depth of the light, and \( \tau \) is the recombination lifetime. At high voltages the current saturates;

\[ I_{ph} = e\hat{N}. \]

[17]

These formulas indicate that at low voltages in the regime of SCLC flow, the current should be independent of light intensity, whereas at high voltages a linear dependence on light intensity should be observed.

3.2 Models for the Carrier Transport in Dielectrics With Blocking Contacts

(a) General Considerations

Blocking contacts exist in many cases where semiconductors can be charged negatively in a corona discharge. The ions deposited on the free surface prevent the injection of electrons, and a region of carrier depletion forms underneath. The bulk itself forms the back contact and, since an n-type material was assumed, injection of holes from the bulk is prevented.

Though by definition an idealized blocking contact prevents a current flow due to charge carriers of one sign (since the carrier concentration at the contact is assumed to be zero), it allows nevertheless the extraction of internally generated charge carriers of the other sign. In particular, if a contact prevents the transport of electrons across the interface it nevertheless allows the extraction of holes generated, e.g., by light in the bulk. This behavior is illustrated in Fig. 7. Due to the large separation of the Fermi level from the conduction band, the electron concentration at the interface is much smaller than in the bulk. Therefore, the electron transport across the interface is negligible. Under illumination the Fermi level splits into the quasi Fermi levels \( E_{F_n} \) and \( E_{F_p} \), indicating an increase in carrier concentration in the bulk, but not at the interface due to an assumed infinitely fast recombination rate there. The electron transport across the interface is then still prevented under illumination, whereas the
holes are easily transported across the contact area. By similar reasoning a hole-blocking contact allows the extraction of internally generated electrons.

If only electrons were generated by the light, e.g., by impurity absorption, then an additional space charge would be formed increasing the field in front of the cathode and reducing it at the anode so that no stationary current would be observable, a result imposed by the current-continuity equation. If a steady-state current is to be observed, the holes must also be mobile. At the cathode the current is carried completely by holes, at the anode exclusively by electrons, whereas in the bulk of the material both carriers contribute to the current. The basic Eqs. [10], [11], and [12] must now include both electrons and holes. The continuity equation \( \nabla \cdot j = 0 \)
then gives

\[
\frac{dj_n}{dx} = g - R, \quad \tag{18}
\]

\[
\frac{dj_p}{dx} = -(g - R), \quad \tag{19}
\]

where \( g \) is the generation rate, which includes both the thermal and optical rate of carrier generation and \( R \) is the recombination rate. \( R \) depends on the details of the recombination mechanism of electrons and holes. The space-charge density in Poisson’s equation is now given by

---

* This consideration neglects photoexcited injection of electrons from the metal into the semiconductor, so that injection currents should also be taken into account. The injection rate is usually small compared to the extraction rate, thereby allowing the simplification.
The index $t$ refers to the density of trapped electrons and holes, and the index 0 to the free and trapped electrons and holes in thermal equilibrium. In addition, equations are required to correlate the trapped and free charge carriers. From reaction kinetics one finds that (at least in principle) the trapped densities can be expressed as a function of the carrier densities if recombination through the trapping states is neglected.

$$n_t = f(n), \quad p_t = f(p).$$  \[21\]

Solutions of these equations have been worked out under simplifying assumptions. In the present context it seems preferable to use physical arguments to obtain the I-V characteristics.

(b) Photo-Induced Blocking Contacts

Goodman and Rose considered a model of a photoconductor with blocking contacts. The carriers generated uniformly in the bulk of the photoconductor were due to weakly absorbed light. Initially, before the flow of photocurrent, the field was assumed to be uniform. This implies that in the dark the contacts are either neutral (i.e., the carrier concentrations in the bulk and at the interface are equal) or slightly injecting or blocking so that no distortion of the field occurs and the dark current obeys Ohm's law. Upon illumination the carrier concentration increases in the bulk but not at the contacts, which therefore become blocking. Zones of high fields form in front of the contacts (Fig. 8). The width of the high-field region at the cathode is
given by the electron drift length \( l_1 \);

\[
l_1 = E_1 \mu_n \tau_n, \tag{22}
\]

where \( \tau_n \) is the mean free time before recombination. For ease of argument let us consider only one contact and the adjoining bulk. At low voltages such that the voltage drop across the region \( l_1 \) is small compared to that across the bulk, the resistivity of the bulk will determine the I-V characteristic; we expect to obtain Ohm's law;

\[
l_{ph} = e g \mu_n \tau_n \frac{V}{L} \tag{23}
\]

where \( L \) is the total thickness of the layer. The contribution of the holes to the current is neglected here, because their mobility is assumed to be smaller than that of the electrons. At increasing voltage, the region \( l_1 \) will expand and if the voltage drop occurs mainly across \( l_1 \), \( E_1 \approx V/l_1 \). Then with Eq. (22)

\[
l_{ph} = eg l_1 = eg (\mu_n \tau_n V)^{1/2} \tag{24}
\]

and the current is seen to follow a \( V^{1/2} \) law. At still higher voltages \( l_1 \) will become comparable to or greater than \( L \). Then the limiting current density obtained is

\[
l_{ph} = eg L. \tag{25}
\]

This argument neglects any space charges that might have formed in \( l_1 \). In principle, holes could be injected into region \( l_1 \) from the bulk, since there the hole concentration is greater than in the high-field region. Then a space-charge-limited current would flow and the relation to be satisfied is

\[
I_p = \frac{9}{8} \epsilon \epsilon_0 \mu_p \theta \frac{V^2}{l_1^3}. \tag{26}
\]

If this current is smaller than that computed in Eq. [24], the smaller current will prevail. The electron current is still subject to \( I_{ph} = eg l_1 \). From both equations one determines a self consistent \( l_1 \) and finds

\[
l_{ph} = e \left( \frac{\epsilon \epsilon_0 \mu_p \theta}{e} \right)^{1/4} g^{3/4} V^{1/2}. \tag{27}
\]

The \( V^{1/2} \) law was obtained in Eq. [24] by a completely different physical argument from that in Eq. [27]. The only way to differentiate the \( V^{1/2} \) laws of Eq. [24] and [27] is through the dependence of the photocurrent on the light intensity.
(c) Schottky Contacts

A different situation arises if the blocking contacts already exist in the non-illuminated material. Then the contact is best described by a Schottky depletion layer whose energy-band scheme for an n-type material is given in Fig. 9. The negative surface charge is essentially compensated by the positive space charge of ionized donors. The width of the Schottky depletion layer is given by

\[ d = \left( \frac{2\epsilon \varepsilon_0}{\rho} \right)^{1/2} V^{1/2}. \]

Thermal equilibrium is strongly disturbed and a Fermi level can no longer strictly be defined. However, the requirement that the rate of thermal generation of electrons and holes be identically equal in order to satisfy steady-state conditions leads to a demarcation level near the middle of the forbidden gap such that states above this level are substantially empty and states below are substantially filled with electrons. (The departure of the demarcation level from the middle of the gap depends only logarithmically on the relative electron and hole capture cross sections.) A stationary current is due to the thermal generation of charge carriers.\(^{35}\) Assuming an essentially homogeneous distribution of imperfection states in the forbidden zone, a two-step process is responsible for the carrier generation in the dark—states at or near the middle of the forbidden gap are emptied by excitation of electrons to the conduction band and are refilled by electrons from the valence band at the same rate. This thermal generation process of free electrons and holes occurs at a much higher rate than the direct excitation across the bandgap when the bandgap exceeds about one-half volt. Carrier generation due to impurity states that are not located close to the middle of the forbidden gap can be neglected, since the generation rate of the electrons (or holes) falls off exponentially
with energy, approximately by a factor of 100 per 0.1-eV change in energy. The charge carriers are swept out of the high-field region, and if no transport limitations occur, the current is given by

$$I \approx N_D e \nu_{th} \sigma_n N_c \exp \left\{ - \frac{E_g}{2kT} \right\} d,$$

where $N_D$ is the density of states filled with electrons at mid gap, $N_c$ is the effective density of states, $\sigma_n$ is the capture cross section for electrons, $\nu_{th}$ is the thermal velocity, and $E_g$ is the width of the forbidden gap. From Eq. [28]

$$I = N_d e \nu_{th} \sigma_n N_c \exp \left\{ - \frac{E_g}{2kT} \right\} \left( \frac{2\epsilon_0}{\rho} \right)^{1/2} V^{1/2}. \quad [30]$$

Similar arguments hold for carrier generation from surface states. If the blocking contact is formed by ions, (e.g., ions generated in a corona discharge) whose adsorption state is located in energy sufficiently above the top of the valence band, then by the same arguments as before, those surface states $N_s$ must be considered that are filled with electrons and closest to the conduction band. If the deposited ions are the highest lying states occupied by electrons, we have

$$I = e N_c \nu_{th} \sigma_n N_{ion} \exp \left\{ - \frac{E_{ion}}{kT} \right\} \propto (V)^{1/2} \exp \left\{ - \frac{E_{ion}}{kT} \right\}, \quad [31]$$

where $E_{ion}$ is the energy of the ions with respect to the bottom of the conduction band. Since the number of ions $N_{ion}$ in the case of a Schottky depletion layer is proportional to the square root of the voltage, the current density shows the same functional dependence on the voltage as given by Eq. [30]. A voltage-independent current density is obtained only if the carrier generation occurs from the valence to the conduction band via the surface states in the mid gap. Then

$$I = N_s e \sigma \nu_{th} N_c \exp \left\{ - \frac{E_g}{2kT} \right\} \quad [32]$$

Here $N_s$ are now surface states per cm$^2$ located at mid gap.

If the free electrons and holes are generated by light whose penetration depth is greater than the width of the depletion layer, and if it is assumed that the trapping of the optically generated carriers is sufficiently small to leave the space-charge density unaffected and furthermore that the transit time of the charge carriers through the depletion layer is smaller than the recombination time, then the photocurrent is saturated;
\[ I_{ph} = egd. \]  
Hence with Eq. [28]

\[ I_{ph} = e \left( \frac{2 \epsilon \epsilon_0}{\rho} \right)^{1/2} g V^{1/2}. \]

With increasing voltage the penetration depth of the light becomes smaller than the width of the depletion layer \( d \), and hence the photocurrent becomes independent of the voltage

\[ I_{ph} = eG, \]

where \( G \) is the total rate of generation of carriers by the light.

For illumination with penetrating light the voltage regimes below and above the \( V^{1/2} \) law are obtained by similar arguments as before. At sufficiently low voltages the voltage drop across the depletion layer is smaller than that across the bulk of the material, and therefore Ohm's law holds.\(^36\) At sufficiently high voltages, \( d \) becomes larger than the thickness of the photoconductor and then the current through the layer becomes independent of voltage.

The surprising feature of all of these considerations is that completely different physical arguments lead to the same voltage dependence of the current.

(d) High-Field Conditions

Up to now it has been assumed that the blocking properties of the contact are maintained even at high field strengths. This is not the case, since it is known that tunneling of charge carriers or Schottky emission from the interface or surface into the bulk of the material occurs. Then an additional contribution to the current density appears which is, in the case of tunneling,\(^37\)

\[ I_T = \frac{e^3}{8 \pi \hbar E_i} \cdot \mathbf{E}^2 \exp \left( - \frac{8 \pi (2m)^{1/2} E_i^{3/2}}{3 \hbar e \mathbf{E}} \right), \]

where \( E_i \) is the separation of the occupied surface states from the conduction band and is equivalent to a work function. A further contribution may be due to the Schottky effect. The Schottky effect is caused by lowering of the work function due to the image force. One finds for the change \( \Delta E_i \) of the work function

\[ \Delta E_i = - \left( \frac{e^3 \mathbf{E}}{4 \pi \epsilon \epsilon_0} \right)^{1/2} \]

giving rise to an increased thermal generation rate from states at en-
ergy $E_i$. The current density is then, using Eq. [31],

$$I = V^{1/2} \exp \left[ -\frac{E_i}{2kT} \right] \exp \left[ \left( \frac{e^3E}{4\pi\varepsilon_0} \right)^{1/2} \right]$$  \hspace{1cm} [38]

The Schottky effect will be significant whenever $\Delta E_i$ is greater than $kT$, which implies that at room temperature the electric field strength is of the order of $10^4$ V/cm.

(e) Field-Dependent Photogeneration and Mobility

The considerations in Section 3 have been based on the assumption that the generation rate of the carriers and their drift mobility $\mu_D$ is independent of the electric field. It has been clearly established, however, that in certain photoconductors the applied field modulates the geminate recombination of the electron–hole pair created by the absorbed photon so that the generation rate becomes field dependent.

The analysis of this photogeneration mechanism is generally carried out in the framework of the Onsager formulation.\(^{38-40}\) Onsager carried out a detailed analysis of the charge separation using the theory of Brownian motion of one particle under the action of the Coulomb attraction of the other particle and of the applied field. The parameters that enter Onsager's theory are the initial thermalization distance $r$ between the oppositely charged carriers and the fraction $\theta$ of the absorbed photons that result in thermalized pairs of electrons and holes. The efficiency with which free carriers are generated having no field applied is given by $\theta$, whereas the field-dependence of the generation process is determined by the initial distance $r$. The field reduces the ionization distance $(r_e - r)$ by reducing the ionization energy and therefore increases the fraction of free carriers generated by the light (Fig. 10). Usually it is assumed that the carrier generation
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efficiency can be expressed by a power law;

\[ \eta = K \cdot E^m, \text{ with } m \geq 0. \]

The field dependence of the drift mobility is encountered in amorphous films of organic polymers. The origin of this field dependence has been attributed to the carrier transport via widely separated dimeric sites. But rather than by describing this phenomenon by a field dependence of the drift mobility due to a Poole–Frenkel effect it seems to be appropriate to apply a theory of stochastic processes for the hopping of the carriers from one site to the other. The hopping transport will depend critically on the local separation and local energy fluctuations of the sites and therefore will depend also on the applied field. Many authors describe for computational purposes the field dependence of the mobility by a power law,

\[ \mu = \mu_0 \cdot E^n \text{ (with } n \geq 0), \]

without going into the details why the power law should describe the field dependence correctly.

4. Discharge Models

4.1 Quasi-Steady-State Analysis for the Dissipation of the Charge

The calculation of the discharge of a photoconducting dielectric in the dark or under illumination is a rather difficult problem since, for exact solutions, a system of partial differential equations must be solved under the appropriate boundary conditions. The approach that is often used to solve the problem is to assume that the quasi-steady-state holds. The continuity equation states that in the configuration of a solid with a free charged surface, the sum of the electron and hole current \( j_p \) and of the displacement current are zero during the discharge;

\[ j_p(x, t) + \varepsilon \varepsilon_0 \frac{\partial E(x, t)}{\partial t} = 0. \]  

Integration with respect to \( x \) gives

\[ \int_0^L j_p(x, t) dx = -\varepsilon \varepsilon_0 \frac{\partial}{\partial t} \int_0^L E(x, t) dx = \varepsilon \varepsilon_0 \frac{dV}{dt} \]

Quasi steady state means that \( j_p \) is, within a good approximation, independent of \( x \) so that the integration gives
In order to illustrate the meaning and the limitations of this assumption the problem of the relaxation of the charge is specified more clearly in the following example.

Let us assume a trap-free solid that, at \( t < 0 \), is charged with a surface charge \( Q_s \) (corresponding to \( N_s \) elementary charges/cm\(^2\)) to a voltage \( V_s \). The electric field is uniform throughout the dielectric. At \( t = 0 \) illumination is switched on. The light is strongly absorbed and the penetration depth of the light is assumed to be small compared to the thickness of the sample. For ease of argument let us make the further simplifications that all the light is homogeneously and without reflection losses absorbed within the penetration depth \( \lambda \), and that no light penetrates beyond \( \lambda \). Since the solid is assumed to be trap free, the rise time of the photocurrent is given by the recombination, or extraction rate, of the carriers out of the region \( \lambda \). It is assumed to be negligible.*

In these conditions the discharge is characterized by two extremes: The light intensity is so low that within a time comparable to the transit time the number of carriers per cm\(^2\) generated by the light in the region \( \lambda \) is small compared to the density of the surface charge \( Q_s/e \). Then for a time interval still to be specified the field will not be distorted by the space charge of the injected carriers and the voltage drop in a time \( t < T_r \) (\( T_r = \) transition time) can be neglected. This implies that for the calculation of \( V_s(t) \), \( j_p(x, t) \) can be assumed to be independent of \( x \), because after a time of the order of the transit time, the space-charge distribution which maintains constant current density in the solid will have formed. Then, if the optically generated carriers are extracted from \( \lambda \) without recombination losses, one finds

\[
\int_0^L j_p(x, t) \, dx = eg \lambda \cdot L = \epsilon \epsilon_0 \frac{dV}{dt}.
\]

Hence

\[
V = V_s - \frac{L}{\epsilon \epsilon_0} eg \lambda \cdot t.
\]

This solution is only valid down to a voltage \( V_c \) at which either the assumption of a saturated photocurrent in the region \( \lambda \) can no longer be maintained or the number of carriers generated within a transit

---

* The rise time of photocurrents has never been taken into account in literature except in a qualitative way.\(^48\)
time (at $V_c$) becomes comparable to the density of elementary charges on the surface* at $V_c$. In the latter case, the current becomes space-charge limited and the region $\lambda$ acts only as an ohmic contact to the region $(L - \lambda)$. Therefore

$$-\frac{9}{8} \epsilon \epsilon_0 \mu \frac{V^2}{L^3} = \frac{\epsilon \epsilon_0}{L} \frac{dV}{dt}$$

and by integration,

$$V = \frac{V_c}{1 + V_c \cdot \frac{9 \mu}{8 L^2} \cdot t}$$

or

$$V = \frac{8 L^2}{9 \mu} \cdot \frac{1}{t}, \text{ for } t > T_r = \frac{L^2}{\mu V_c}.$$ 

The whole discharge has been described as a quasi-steady-state discharge. The other extreme is the case of high light intensities, which is encountered when the number of carriers generated within a transit time is large compared to the surface-charge density $Q_s/e$. Then the region $\lambda$ acts as a carrier supplying reservoir to region $(L - \lambda)$ right after the light is switched on and obviously the voltage as a function of time cannot be described by the assumption of a quasi-steady state for $t \leq T_r$, since clearly $j_p$ is a function of $x$ in this time interval. Nevertheless we know that after $t = T_r$ the voltage will have dropped by a factor of two because the sheath charge at the surface has transformed into a space charge due to the injection of the carriers into $(L - \lambda)$. For $t > T_r$ quasi steady state will apply, the current through $(L - \lambda)$ being space-charge limited. Then Eq. [41] can be used again. It is worth mentioning that any increase in light intensity does not accelerate the decay of the charge in this mode of discharge. To reiterate, in this case, the assumption of quasi-steady-state discharge is only applicable after the surface voltage drops to half its initial value.

The effect of traps can be visualized qualitatively. Shallow traps (in the region $L - \lambda$) can be taken into account by a reduced drift mobility. The afore-mentioned considerations remain unchanged. The effect of deep traps is more complicated. If the capture rate of free carriers is low compared to the arrival rate of carriers at the back

* In the first case the current through the sample will be limited by the photoconductive processes in the region $\lambda$. Limitations of this sort are not considered here.
electrode, then the build up of space charge at the relevant voltage is negligible. This, of course, is not true for all voltages. With decreasing voltage the rate of capture may become larger than the extraction rate. Then a space charge will form in region \((L - \lambda)\) and the current will drop to virtually zero, giving rise to a residual voltage. Strictly speaking the case of deep traps cannot be treated in the quasi-steady-state approach since then \(j = j(x, t)\). However, attempts have been made to take trapping into account assuming that the space charge is homogeneously building up during the discharge and by considering only the integral quantities without going into the details of the carrier transport.49

All this indicates that the question of whether the discharge of a dielectric can be described by a quasi-steady-state dissipation of the charge depends on materials parameters as well as on the light intensity used for the discharge, the initial surface voltage, and the initial space-charge distribution. These dependences imply that the experimental conditions can be chosen such as to obtain the regime of a quasi-steady-state discharge provided that deep trapping is negligible.

In materials with "high" drift mobilities the conditions for quasi-steady-state discharge are easily fulfilled. The charge density on a photoconductor is usually of the order of a few \(10^{12}\) el. charges/cm\(^2\), the thickness of about 30 \(\mu m\). With a mobility of \(\geq 1\) cm\(^2\)/Vsec, the transit time is \(\leq 10^{-8}\) sec. Therefore in order to generate within \(10^{-8}\) sec \(10^{12}\) charge carriers/cm\(^2\), a light intensity of \(10^{20}\) photons/cm\(^2\) sec would be required, which is indeed very high. Similarly a density of \(10^{15}\) deep traps per cm\(^3\) with a capture cross section of \(10^{-15}\) cm\(^{-2}\) can then be neglected, since the mean free time before deep trapping is \(10^{-7}\) sec, i.e., one order of magnitude larger than the transit time.

At the low drift mobilities found in many organic photoconductors, the conditions for quasi steady state may already be violated at normal light intensities of \(~10^{13}\) photons/cm\(^2\) sec. At this light level and with a mobility of \(10^{-7}\) cm\(^2\)/Vsec, for example, the number of carriers generated within a transit time already equals the number of surface charges.

Summarizing the above ideas, the discussion of the different models for the dissipation of the charge under quasi-steady-state conditions is traced back to the discussion of the various models of Section 3.1. In comparing the results obtained for the decay curves and summarized in Table 4 with experimental curves, one should keep in mind the limitations to which the calculations were subject—no rise-time effects of the photocurrent, no strong trapping by deep traps, and no high light intensities are taken into account. However, the ex-
Experimental conditions can be sometimes chosen as to produce quasi-steady-state discharge.

4.2 Exact Analysis

The problem of an exact analysis of the discharge has been attacked by a number of authors.\textsuperscript{50–52} The approach is illustrated here by presenting the analysis of the trap-free photoconductor under conditions of high light intensity. Since this case has been also discussed in Section 4.1 in terms of the quasi-steady-state approach, the additional features of the decay curve obtained solely by using the exact analysis can be elaborated.

In the absence of trapping and diffusion, the equations governing the flow of carriers in the photoconductor for a one-dimensional planar geometry are

\[
\frac{\partial E(x, t)}{\partial t} = -e \mu n(x, t) E(x, t), \tag{46}
\]

and

\[
\frac{\partial E(x, t)}{\partial x} = \frac{e}{\varepsilon \varepsilon_0} n(x, t). \tag{47}
\]

Eq. [46] is the continuity equation stating that the total current density is zero and Eq. [47] is Poisson's equation. In order to define the problem completely, the light for discharging the photoconductor is assumed to be strongly absorbed such that its penetration depth is small compared to the thickness of the photoconductor. Furthermore, it is assumed that the free surface of the photoconductor at \( x = 0 \) is exposed to the light. Then the following boundary conditions are obtained:

(a) \( E(0, t) = 0 \) for \( t \geq 0 \): This condition takes care of the high excitation level at the surface, which increases the carrier density instantaneously to a very high value, thereby reducing the field strength to zero.

(b) \( E(L, 0) = V_0/L \) and \( n(x, 0) = 0 \): These conditions state that before the illumination, the field is constant and that no charge carriers are present in the photoconductor. The surface is \( V(t = 0) = V_0 \) and the sample length \( L \).

The complete solution of Eqs. [46] and [47] can be found easily, the complete integral being some arbitrary function \( \varphi(x - \mu E t, E) = 0 \). Rather than looking for particular integrals of this solution, a more physical approach will be used to obtain the solutions in different time intervals.
Table 4—Discharge Characteristics with Quasi Steady State Approach

Energy band diagram according to the Goodman-du Chatenier model

<table>
<thead>
<tr>
<th>I-V Characteristic</th>
<th>Discharge Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>high voltage</td>
<td></td>
</tr>
<tr>
<td>( j = A^* \cdot e^\alpha V )</td>
<td>( V = V_0 - K \cdot \ln(1 + t/\tau) )</td>
</tr>
<tr>
<td>( A^* = eN_c \left( \frac{kT}{2\pi m_{\text{eff}}} \right)^{1/2} \cdot e - \frac{e\xi(0)}{kT} )</td>
<td>( K = \frac{1}{\alpha} )</td>
</tr>
<tr>
<td>( \alpha = e/kT \cdot (d\xi/dV) )</td>
<td>( \tau^{-1} = A^* \alpha e^\alpha V )</td>
</tr>
<tr>
<td>Dark</td>
<td></td>
</tr>
<tr>
<td>medium voltages</td>
<td></td>
</tr>
<tr>
<td>low voltage</td>
<td></td>
</tr>
<tr>
<td>( j = \frac{9}{8} \varepsilon_0 \mu \frac{V^2}{L^3} )</td>
<td>( V = \frac{V_c}{1 + [9\mu V_c/(8L^2)] \cdot t} )</td>
</tr>
<tr>
<td>high voltages</td>
<td>( j = eG )</td>
</tr>
<tr>
<td>Illum. strongly absorbed light</td>
<td></td>
</tr>
<tr>
<td>low voltages</td>
<td>( j = \frac{9}{8} \varepsilon_0 \mu \frac{V^2}{L^3} )</td>
</tr>
<tr>
<td>high voltages</td>
<td>( j = eG )</td>
</tr>
<tr>
<td>Illum. weakly absorbed light</td>
<td></td>
</tr>
<tr>
<td>both charge carriers mobile</td>
<td></td>
</tr>
<tr>
<td>low voltages</td>
<td>( j = eG \mu_n \tau_n \frac{V}{L} )</td>
</tr>
<tr>
<td>( \tau_{\text{rel}} = \varepsilon_0/(eG \mu_n \tau_n) )</td>
<td></td>
</tr>
</tbody>
</table>
### Energy band diagram:
Schottky depletion layer

#### I-V Characteristic

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j = AV \cdot e^{-\beta V} )</td>
<td>(tunneling)</td>
</tr>
<tr>
<td>( j = A' V^{1/2} \cdot e^{\beta V^{1/2}} )</td>
<td>(Schottky-effect)</td>
</tr>
</tbody>
</table>

#### Discharge Characteristic

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V^{1/2} = e \left( \frac{e e_0}{2 \rho} \right)^{1/2} \left[ I_0' - \gamma \ln(1 + t/\tau) \right] )</td>
<td>( \gamma ) is a constant</td>
</tr>
<tr>
<td>( V^{1/2} = e \left( \frac{e e_0}{2 \rho} \right)^{1/2} \left[ I_0' - \delta \ln(1 + t/\tau) \right] )</td>
<td>( \delta ) is a constant</td>
</tr>
</tbody>
</table>

where:
- \( V \) is the applied voltage
- \( j \) is the current density
- \( A \) and \( A' \) are constants
- \( \rho \) is the resistivity
- \( \beta \) is a constant
- \( \gamma \) and \( \delta \) are constants
- \( I_0' \) is the initial current
- \( \tau \) is the time constant
- \( e \) is the electronic charge
- \( e_0 \) is the dielectric constant
- \( V_0 \) is the equilibrium voltage
- \( T \) is the temperature
- \( \mu_n \) is the electron mobility
- \( n \) is the electron density
- \( L \) is the penetration depth of light
- \( \gamma \) and \( \delta \) are constants
- \( \tau_{rel} \) is the relaxation time

### Additional Expressions

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j = BV^{1/2} )</td>
<td></td>
</tr>
<tr>
<td>( V = V_o \cdot e^{-t/\tau} )</td>
<td></td>
</tr>
<tr>
<td>( j = eG(d \gg \text{penetration depth of light}) )</td>
<td></td>
</tr>
</tbody>
</table>
| \( j = egd = eg \left( \frac{2\epsilon e_0}{\rho} \right)^{1/2} V^{1/2} \) | (d \(

### Additional Expressions

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V^{1/2} = V_o^{1/2} - eG(2\epsilon e_0 \rho)^{-1/2} \cdot t )</td>
<td></td>
</tr>
<tr>
<td>( V = V_o \cdot e^{-t/\tau}; \tau = \frac{\rho}{2eg} )</td>
<td></td>
</tr>
<tr>
<td>( j = eG )</td>
<td></td>
</tr>
<tr>
<td>( V = V_o - (eL/\epsilon e_0)Gt )</td>
<td></td>
</tr>
<tr>
<td>( j = egd )</td>
<td></td>
</tr>
<tr>
<td>( = eg \left( \frac{2\epsilon e_0}{\rho} \right)^{1/2} V^{1/2} )</td>
<td></td>
</tr>
<tr>
<td>( \tau = \frac{\rho}{2eg} )</td>
<td></td>
</tr>
<tr>
<td>( j = eg\mu_n \tau_n \frac{V}{L} )</td>
<td></td>
</tr>
<tr>
<td>( V = V_o \cdot e^{-t/\tau_{rel}}; \tau_{rel} = \frac{e\epsilon_0}{e\mu_n \tau_n \frac{L}{\epsilon e_0}} )</td>
<td></td>
</tr>
</tbody>
</table>
From the continuity Eq. [46], Poisson's Eq. [47], and boundary condition (a), one obtains by integrating with respect to $x$,

$$\frac{dV}{dt} = -\frac{\mu}{2} E^2 (L, t). \quad [48]$$

For $t < T_r$, the leading front of the charge carriers has not yet arrived at the cathode, therefore $n(L, t) = 0$. The continuity equation gives then by restricting the consideration to $x = L$;

$$E(L, t) = E(L, 0) = \frac{V_0}{L} (t \leq T_r). \quad [49]$$

Inserting Eq. [49] into Eq. [48] the following relations are obtained;

$$\frac{dV}{dt} = -\frac{\mu}{2} \left(\frac{V_0}{L}\right)^2 \quad [50]$$

and

$$V(t) = V_0 - \frac{\mu}{2} \left(\frac{V_0}{L}\right)^2 \cdot t, \text{ for } 0 < t = T_r. \quad [51]$$

The decay rate is, according to this equation, constant and proportional to $V_0^2$. The voltage decays after a transit time to half of its initial value. It is impossible, in principle, to calculate the decay law using the quasi-steady-state approach in the voltage range between $V_0$ and $V_0/2$.

After $t = T_r$, $n(L, t)$ is no longer zero. It can be shown that $n(L, t) = \epsilon_\epsilon \epsilon_0/\epsilon \mu t$. Substituting this expression into Eq. [46], integrating, and imposing that $E(L, t)$ must be continuous at $t = T_r$,

$$E(L, t) = -\frac{L}{\mu} \cdot \frac{1}{t}, \quad [52]$$

hence with Eq. [48],

$$\frac{dV}{dt} = -\frac{L^2}{2\mu} \cdot \frac{1}{t^2} \quad [53]$$

and

$$V = \frac{L^2}{2\mu} \cdot \frac{1}{t}, \text{ for } t > T_r. \quad [54]$$

For $t > T_r$ the hyperbolic time law obtained with the exact analysis corresponds to that of the approximate quasi-steady-state solution.

The influence of deep traps has been considered in particular by K. Keiji Kanazawa and I. P. Batra.\textsuperscript{51} They assumed for their calculation that detrapping from the deep traps is negligible, and that the light is
strongly absorbed. Then the charge carriers are injected into the bulk from the free surface. In contrast to the trap-free model above, the light intensity was assumed to be moderate, so that the carrier density at the surface stays sufficiently low to have $E(0, t)$ virtually undisturbed from its initial value for a short time. The result these authors obtained was that trapping slows down the decay rate and the voltage does not necessarily decay to zero, since the carriers do not travel the entire thickness of the layer. This relationship is illustrated in Fig. 11. Due to the fact that detrapping is neglected, the residual voltage

![Fig. 11 — $\dot{V}/V$ curves for various values of $\tau$. The injection-limited case is represented by the curve labeled $\tau = \infty$. Increasing $\tau$ is identical with smaller trapping rate. (After K. K. Kanazawa and I. P. Batra.)](image_url)

was found to be independent of the light intensity and of the injection process from the illuminated region. The residual voltage $V_r$ is then a function of the $\mu \tau$ product alone, and $V_r$ can therefore be used to determine the lifetime of the carriers. The space-charge distribution is found to be inhomogeneous, indicating the inaccuracy due to taking only the integral space charge into account for calculating discharge curves by the quasi-steady-state approach (Fig. 12). Chen assumed in his calculations an exponential decay of the light intensity going from the surface into the bulk. He also generalized the calculation of the discharge of a trap-free photoconductor using a field-dependent generation rate and field-dependent mobility. Both these effects slow the discharge rate down and give rise to a variety of slightly modified discharge curves, depending on the power laws as-
sumed for the generation rate and mobility. However, there remains the question as to how the photoconductive processes not included in the exact analysis, influence the discharge curves. More sophisticated calculations will have to be done.

5. Examples of Real Materials

Here, selected experimental results on the properties and discharging behavior of photoconductive solids are given. The results are present-

![Diagram](image)

**Fig. 12**—Buildup of trapped-charge density during the decay of a photoinsulator having $\tau = 1$. The photoinjection rate is assumed constant. $\tau = 1$ means that transit time and trapping time are equal. Time $t$ is expressed in units of the transit time for the leading carrier front. (After K. K. Kanazawa and I. P. Batra.)

ed for inorganic crystalline materials, amorphous inorganic materials, and amorphous organic materials. This sequence reflects changes in the processes of the generation of the charge carriers and in their mobility by many orders of magnitude, properties which should also show up in changes of the discharge behaviour.
5.1 High-Mobility Materials

(a) ZnO single crystals

ZnO single crystals have been investigated by stationary current measurements\textsuperscript{53} and by evaluation of the dark decay and light-induced decay of the surface charge.\textsuperscript{54,55} The mobility of the electrons in ZnO at room temperature is 200 cm\textsuperscript{2}/V sec. The I-V characteristics have been measured with conducting crystals of approximately one ohm-cm resistivity. The blocking contact on the free surface was formed by negative ions from a corona discharge, and the current through the samples were measured during the charging process. The results (Fig. 13) indicate that the photocurrent does not obey the laws of Eq. [34] and [35] of Section 3.2. It was proposed that this is because hole trapping increases the space-charge density and, therefore, the field at the surface to a value such that tunneling of electrons from the surface into the bulk occurs. At higher voltages a competition between the extraction rate and trapping rate of the holes restores in part the blocking properties of the contact so that the photocurrent flattens off. The dark current also deviates from the expected voltage depen-

![Fig. 13—I-V characteristic of ZnO single crystal with blocking contacts.](image-url)
dence of Eq. [30]. Detrapping of electrons from deep traps in the depletion layer may make the observation of a stationary current at low voltages very difficult. At high voltages the current is caused by tunneling of electrons from surface states into the bulk, a behavior that was found in measurements of I-V characteristics using liquid contacts.55

The discharge curves $V(t)$ of ZnO single crystals are strictly exponential with time (Fig. 14). This has been explained by assuming that the photocurrent is independent of the voltage and that the penetration depth of the light is comparable to the thickness of the depletion layer. Furthermore, trapping of charge carriers need not be taken into account, in contrast to the stationary photocurrent measurements, because the trapping rate is much smaller than the discharge rate. Therefore the evaluation of the results can be made with the quasi-steady-state model.

The dark decay of corona-charged single crystals can be described by a logarithmic decay law (Fig. 15). Since a photocurrent flows during the charging, the discharge was traced back to an incompletely decayed photocurrent. To obtain a logarithmic decay law, a continuum of traps must be assumed that is filled with photoexcited carriers. There remains the question of whether an explanation on the basis of impurity conduction would result in a similar decay law.
(b) PbO Layers

The properties of polycrystalline PbO layers formed by evaporation have been investigated by Goodman and by du Chatenier. Such layers have a hole mobility of 2.5 cm²/V sec. In his measurements, du Chatenier used sandwich cells with a transparent SnO₂ layer and an Ag layer as contacts. Goodman had a vidicon structure, i.e., the con-
at high voltages the relation given by Eq. [15]. Evaluation of the results gives an electron trap density of $2 \times 10^{13}$ (cm$^2$ eV)$^{-1}$ at the surface and the Fermi level 0.95 eV below the conduction band. In du Chatenier’s photoconduction experiments the relevant charge carriers are the holes. The PbO was illuminated through the transparent electrode, the radiation being sufficiently intense to form a hole injecting contact. The photocurrent shows the $V^2$ law of SCLC and the saturation expected for the photocurrent at high voltages (Fig. 16). In contrast to the theoretical prediction, the current in the SCLC regime was sensitive to the light intensity. This is probably due to an expansion of the carrier reservoir into the layer as the light intensity increases, resulting in an effectively smaller value of the layer thickness, which enters the current equation in the third power.

5.2 Low-Mobility Materials

(a) Amorphous Se

Amorphous Se has a hole mobility of 0.15 cm$^2$/V sec and an electron mobility of about $10^{-5}$ cm$^2$/V sec. The influence of recombination
and trapping on the discharge curves of positively charged amorphous Se have been discussed. Tabak and Warter pointed out that the range limitations used to describe the light-induced decay curves was inconsistent with the ability to fully discharge Se layers with strongly absorbed radiation. Transient photocurrent measurements with blocking contacts revealed that a field-controlled photogeneration process takes place in Se. Recent measurements of the relative photogeneration efficiency by two-photon generation showed that the field dependence of the generation process can also be completely described with the Onsager theory at low fields. At low fields the Onsager theory predicts a field-independent value due to thermal dissociation of the electron-hole pairs. This field-independent value of the carrier generation has not been found before, since strongly absorbed light had been used so that surface recombination and trapping caused deviations from Onsager's theory.

The light-induced discharge curves must be divided into two categories, according to the light intensity used. At low light intensities the discharge is emission limited, and therefore the field-dependent photogeneration process determines the shape of V(t) curve. Experimental decay curves could be fitted quantitatively in the voltage range of interest by inserting the measured field dependence of carrier generation into the theoretical expressions for the decay curves (Fig. 17). The generation rate in amorphous Se was assumed here to vary as E^{1/2}.

Whenever the light level is chosen so high that the number of carriers that are photoexcited within one transit time is equal or larger than the number of elementary charges at the surface, transport limitation due to space charges is observed. This mode of discharge has been achieved with high-intensity light pulses from a Xenon flash lamp. The light intensity was greater than 10^{17} photons/cm^2 sec, in contrast to the previously discussed emission-limited case where the light intensity was 5 \times 10^{10} photons/cm^2 sec. The curves shown in Fig. 18, which give a discharge rate that is initially constant in time, are good evidence for the model developed in Section 4.2. The real proof for the model lies, however, in being able to explain the discharge rate beyond this constant value. According to theory (Eq. [53]) the decay rate should be inversely proportional to the second power of t. The inverse square dependence is indeed satisfied over several decades in discharge rates and transit times (Fig. 19).

(b) Amorphous Polyvinylcarbazole

Amorphous polyvinylcarbazole is characterized by the fact that both
the generation of photocarriers and the mobility of both types of carriers are field dependent.59-61

The photogeneration process can be envisaged here as the autoionization of an exciton to a possible intermediate charge-transfer state in which the electron and the hole are thermalized, but in which still significant coulomb attraction exists. Hence in the absence of field, the quantum yield for free carriers is very low. The generation rate can be increased by a separation step due to the applied field. The Onsager formalism can also be applied.

![Graph](image_url)

**Fig. 17**—Discharge data (circles) of amorphous Se compared with that calculated with $G = 5 \times 10^{10}$ photons/cm$^2$ sec, $\epsilon = 6.3$, $L = 41.6$ $\mu$m, $E = V/L = 2.4 \times 10^5$ V/cm (after I. Chen and J. Mort).

![Graph](image_url)

**Fig. 18**—Photograph showing $V(t)$ (upper trace) and $\dot{V}(t)$ (lower trace). The sweep speed is 0.5 $\mu$sec per division. The vertical sensitivities are: upper trace, 50 V per division; lower trace, $2.5 \times 10^7$ V/sec per division (after I. P. Batra et al.).
The field-dependent mobility in this material was experimentally found to be

$$\mu_D = \mu_D^0 \left( \frac{E}{E_0} \right)^2,$$

with $\mu_D^0 = 4 \times 10^{-7}$ cm$^2$/V sec and $E_0 = 10^5$ V/cm. The field dependence of the mobility is not due to field-assisted detrapping of the carriers in the sense of a Poole–Frenkel effect, but must be described rather by a hopping process as mentioned in Section 3.

Fig. 19—A log-log plot showing the time dependence of $\dot{V}$. The straight line represents the theoretical fit using a value of $\mu = 0.13$ cm$^2$/V sec (after I. P. Batra et al.).

The discharge curves should be characterized by both types of field dependences. Decay curves measured by Comizzoli et al. were interpreted solely on the basis of a field-dependent generation rate. In fact a comparison of the theoretical curves calculated by Chen, which include a field-dependent generation rate and mobility, indicates that if $\mu_0 \propto E^2$ would hold down to the lowest fields, a residual voltage of
the order of 10% to 20% of the initial voltage should be observed. Assuming only a field-dependent generation rate, the residual voltage according to Chen's calculation is negligibly small, which is indeed observed. The discrepancy between the transport and the discharge measurements remains to be explained.

6. Conclusions

Though significant progress has been made in recent years, it seems fair to assert that the physics of the electrical charging and discharging of solids is still a fruitful area of research. Progress has been achieved, especially in the understanding of the discharge of photoconductive by light, whereas the relaxation of charge in the dark has been barely investigated. Similarly, the questions of the interaction of ions with semiconductor and insulator surfaces, the questions of frictional and of contact charging are still poorly understood. Modern experimental techniques of surface physics applied to these problems should help to clarify many of the still open problems.
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Measurement of the Effective Photoelectron Emission Energy

L. A. Ezard*

RCA Solid State Division, Lancaster, Pennsylvania

Abstract—A novel technique is introduced and demonstrated to measure the effective photoelectron emission energy in an image tube with a uniform electric field by comparing the measured modulation transfer function (MTF) to the theoretical MTF expected for monoenergetic electron emission obeying Lambert's Law. Measurements of MTF in an image tube with a uniform electric field are presented. The results indicate that for a multi-alkali photocathode and for incident photons with energies less than 2.5 eV, the electron emission energies are relatively low, less than 0.2 eV.

Introduction

This paper describes a novel technique for measuring the effective emission energy of electrons emitted by a photocathode. The effective electron emission energy, $\varphi_e$, is a weighted average energy that characterizes a polyenergetic electron emission distribution such that the measured MTF curve with polyenergetic electron emission corresponds to the theoretical MTF curve calculated for monoenergetic electron emission having an energy $\varphi_e$. The evaluation of the effective emission energy is achieved in two steps. First, the modulation transfer function (MTF)\textsuperscript{1,2} is measured in a bi-planar image tube.\textsuperscript{3} The tube is operated at a voltage $V$, with a spacing $d$ between the photocathode and the phosphor screen to obtain a uniform electric field be-
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tween the photocathode and the phosphor screen. Second, the measured MTF is compared with the theoretically calculated MTF based on monoenergetic electrons emitted from the photocathode. The electron emission is assumed to follow Lambert's Law.

The theoretical MTF for a uniform-electric-field image tube with monoenergetic photoemission obeying Lambert's Law is given by (see Appendix)

$$MTF = \left| \frac{2J_1 \left( \frac{4\pi f d \sqrt{\varphi/V}}{2} \right)}{4\pi f d \sqrt{\varphi/V}} \right|$$  \[1\]

where $J_1$ is the first-order Bessel function, $f$ is spatial frequency in cycles per millimeter; $e\varphi$ is the electron emission energy in joules; and $e$ is the charge of the electron, $1.6 \times 10^{-19}$ coulomb. The MTF is plotted as a function of the argument $fd\sqrt{\varphi/V}$ in Fig. 1.

![Graph showing MTF vs. $fd\sqrt{\varphi/V}$](image)

**Fig. 1**—Calculated MTF versus the quantity $fd\sqrt{\varphi/V}$ for an image tube with monoenergetic electron emission and the condition $\varphi \gg V$. The spacing is $d$ in mm, electron emission energy $e\varphi$ in eV, applied potential $V$ in volts and the spatial frequency $f$ in cycles/mm.

**Technique for Measuring MTF of an Image Tube**

The modulation transfer function of an image tube having an S20 photocathode was measured with an applied potential of 28 kV. The distance between the photocathode and phosphor screen was 56 mm. This distance limits the resolution to about five or six cycles/mm at
MTF values greater than five percent for the range of applied voltages and input photon energies considered. However, this limitation is an advantage in evaluating the electron optics. The MTF of the electron optics that we seek to evaluate must be obtained by measuring the MTF of the image tube. Furthermore, the optical system composed of the equipment, the electron lens, and the phosphor screen is linear and spatially invariant.\(^4\,5\) Therefore, the measured MTF of the image tube is the product of the MTF of the electron lens, the MTF of the phosphor screen, and the MTF of the equipment. Thus,

\[
\text{MTF}_{\text{electron lens}} = \frac{\text{MTF}_{\text{tube}}}{(\text{MTF}_{\text{equipment}})(\text{MTF}_{\text{phosphor}})}.
\]

Although the MTF of phosphor screens varies somewhat, at spatial frequencies less than 5 to 10 cycles/mm, the variation is in the range of a few percent while the MTF is usually greater than 90%. The MTF of the equipment is also greater than 90% for spatial frequencies less than 5 cycles/mm. Thus, the sources of variation and cumulative errors in the measurements are reduced.

![Cross-section view of the C70021A image tube](image)

**Fig. 2—**Cross-section view of the C70021A image tube used to evaluate MTF of an image tube. The first, second and third intermediate electrodes were operated respectively at 25%, 50%, and 75% of the total applied voltage between the photocathode and the phosphor screen to obtain a uniform electric field.

The RCA C70021A image tube was used to evaluate the MTF of a uniform electric field image tube. This tube, a cross-section of which is shown in Fig. 2, is designed to be operated with a uniform electric and magnetic field parallel to the tube axis. The internal electrodes are connected to a power supply to achieve a uniform electric field, and an external solenoid is used to achieve a uniform magnetic field. For these experiments, the magnetic solenoid was not used. The S20 multialkali photocathode in this tube had a sensitivity of 165 uA/Im.
A block diagram of the apparatus used for measuring the MTF of this tube is shown in Fig. 3. In this setup, a test-object pattern consisting of alternate black and white bars is projected onto the image-tube photocathode by a lens. A second lens then focuses the image at the phosphor screen onto the slit. The phototube converts the light falling on the slit to an electrical signal which is amplified and displayed on the recorder. The test pattern is moved slowly to place the various spatial frequencies into the object space of the lens. The filter can be used to limit the photon energies incident on the photocathode.

![Block Diagram](image)

Fig. 3—Schematic of the equipment for measuring the MTF of an image tube.

Because the test pattern consists of black and white bars, rather than a sinusoidal transmittance, the square-wave response \( r(n) \) is measured. The sine-wave response \( R(n) \) (or MTF) is easily obtained by applying the Fourier conversion formula developed by Coltman as follows:

\[
R(n) = \frac{\pi}{4} \left[ r(n) + \frac{r(3n)}{3} - \frac{r(5n)}{5} + \frac{r(7n)}{7} + \ldots \right] \tag{3}
\]

where \( n \) represents a particular spatial frequency.

To evaluate the MTF of the electron optics of the image tube, first, the square-wave equipment response is measured and converted to MTF with Eq. [3]. Then, a separate evaluation of the phosphor MTF is made. The image-tube square-wave response is measured, as in Fig. 3, and converted to MTF with Eq. [3]. Finally, the electron optics MTF is obtained by dividing the tube MTF by the product of the equipment MTF and the phosphor MTF, as outlined in Eq. [2].

The MTF as a function of spatial frequency was measured with various narrow-bandpass filters placed adjacent to the photocathode. The filters had a nominal pass-band of 1.5% of the peak wavelength at one-half the peak transmission. Because of equipment limitations,
the wavelength variation was confined to between 500 and 850 nanometers. Below 500 nm the radiant energy from the tungsten lamp falls off, and above 850 nm the photocathode response decreases rapidly. At either extreme, the energy into the phototube was low enough so that a signal-to-noise problem limited the measurements on the recorder.

Fig. 4 shows the MTF as a function of the spatial frequency for incident photocathode radiation at 500, 600, 700, 800, and 850 nm. As expected from the theory, the MTF at a specified frequency decreases for a decrease in the wavelength of the incident radiation, which corresponds to an increase of photoemitted electron energy.

![Fig. 4—MTF versus spatial frequency for the C70021A image tube as a function of incident radiant energy at various wavelengths. The operating potential was 28 kV.](image)

**Evaluation of the Effective Electron-Emission Energy**

At this point the effective photoemitted electron energy will be estimated by comparing the theoretical MTF of monoenergetic electron emission with the MTF measurements. An example will demonstrate the technique. The MTF curves for the C70021A image tube operated at 28 kV and various input radiations are given in Fig. 4. Johnson has shown that a plot of ln(MTF) versus spatial frequency on log–log graph paper can transform many measured MTF curves to straight lines over a large range of spatial frequencies. This technique
was used to transform the curves of Fig. 4 to the straight lines in Fig. 5. In addition, a theoretical MTF curve is given for Lambertian monoenergetic emission in Fig. 5. This theoretical MTF curve was plotted using Eq. [1] with \( d \), \( \varphi \), and \( V \) equal to unity. This curve can be used to predict the MTF of a uniform-electric-field image tube. Each value of MTF corresponds to a spatial frequency \( f_i \) on the theoretical MTF curve of Fig. 5. For example an MTF of 0.4 corresponds to \( f_i = 0.2 \). For an image tube with spacing \( d \) and applied potential \( V \) between the photocathode and phosphor screen and with effective electron emission energy \( \varphi_e \), the predicted spatial frequency \( f \) is

\[
f = (1/d)(V/\varphi_e)^{1/2}f_i, \tag{4}
\]

The C70021A image tube was operated at 28 kV and the spacing was 56 mm. For an MTF of 0.3, the spatial frequency (measured value) on the curve for 500 nm radiation was 1.68. Then solving Eq. [4] for the effective electron emission energy \( \varphi_e \) yields

\[
\varphi_e = (V/d^2)(f_i/f)^2 = \frac{28000}{56^2} (0.225/1.68)^2 = 0.163. \tag{5}
\]
The ratios $f_i/f$ were determined for each wavelength and the corresponding values of $\varphi_e$ were calculated. Fig. 6 shows the calculated value of $\varphi_e$ as a function of the input photon energy. A curve was drawn through the points to facilitate the estimation of $\varphi_e$ for various incident photon energies. Apparently, the effective electron emission energy does not vary directly with the input radiation, but the distributions are probably skewed toward low emission energies. It is noted that, as the incident photon energy approaches the threshold energy of the multi-alkali photocathode, the electron emission energy must approach zero.

Fig. 6—The incident photon energy versus the calculated effective electron emission energy. As the incident photon energy approaches the photoemission threshold energy of the photocathode, the effective electron emission energy approaches zero.

Finally, we discuss the fact that the value of $\varphi_e$ calculated depends upon the value of MTF chosen to compare the measured MTF with the theoretical MTF. This is because the slopes of the measured curves do not correspond to the slope of the theoretical MTF curve. This difference is probably due to the fact that the actual photoemission is polyenergetic instead of monoenergetic. For a given spatial frequency, low-energy electron emission leads to high values of MTF, while high-energy electrons result in lower values of MTF. The slope of the theoretical MTF curve for monoenergetic emission, as shown in Fig. 5, is approximately two. An electron energy distribution that is
skewed toward low emission energies can result in an MTF curve with a slope of less than two.

**Conclusions**

A technique has been demonstrated to characterize the photoemission energy from a polyenergetic source in terms of an effective electron emission energy, $\varphi_e$, by comparing the measured MTF in a uniform electric field image tube with the theoretical MTF expected from a monoenergetic source with Lambertian emission. The measurements for the S20 multi-alkali photocathode indicate that for incident photon energies less than 2.5 eV at 500 nm the effective electron emission energies are relatively low, less than 0.2 eV.

The effective electron emission energy of a photocathode is a valuable piece of information, because it is necessary in any attempt to predict the performance of electron optical imaging devices. Furthermore, the measurement of photoemission energy from photocathodes is very difficult to achieve using other techniques.7,8
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**Appendix—Calculation of the Modulation Transfer Function of a Uniform-Electric-Field Image Tube**

The bi-planar image tube3 is the simplest kind of image tube, consisting of a plane photocathode and a plane phosphor screen spaced a small distance from each other in an evacuated envelope. A potential of several kilovolts is applied between the photocathode and phosphor screen. Under this potential, the photoelectrons emitted from the photocathode are accelerated toward the phosphor screen. A point source of electrons at the cathode results in a small circular luminous spot on the screen.

The modulation transfer function is the absolute value of the optical transfer function. The optical transfer function (OTF) can be defined4,5 as the ratio of the Fourier transform of the image to the Fou-
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rier transform of the object. The Fourier transforms are normalized to unity at zero spatial frequency. If the object is a point whose Fourier transform is unity, then the OTF is simply the Fourier transform of the image of the point object. The image of a point object is called a point spread function (PSF). For a circular symmetric PSF, the OTF can be written in terms of the Fourier-Bessel transform:

\[ \text{OTF} = \frac{\int_0^\infty r P(r) J_0(2\pi fr) \, dr}{\int_0^\infty r P(r) \, dr}. \]  

[6]

In this equation, \( P(r) \) represents the amplitude of the PSF at the radius \( r \), \( J_0 \) is the zero-order Bessel function, and \( f \) is the spatial frequency.

Fig. 7—(a) Lambertian emission current \( di \) into a differential solid angle and (b) differential area \( da \) in the image.

For an image tube with spacing \( d \) between the photocathode and screen and an applied voltage \( V \), an electron emitted from the axis at the angle \( \theta \) from the normal with initial energy \( e\varphi \) (where \( \varphi \ll V \)) will strike the screen at distance \( r \) from the axis, as follows\(^9\):

\[ r = 2d \sin \theta \sqrt{\frac{\varphi}{V}}. \]  

[7]

To calculate \( P(r) \) an infinitesimal area in the object plane is considered, as shown in Fig. 7, which has an emission current \( i_0 \). Assuming Lambertian emission,\(^{10}\) the emission current \( di \) from an infinitesimal area into a differential solid angle between \( \theta \) and \( \theta + d\theta \) and \( \alpha \) and \( \alpha + d\alpha \) is given by
\[ \text{This current falls on a differential area } da \text{ at the image plane given by the expression} \]
\[ da; = r dr d\alpha. \]  
\[ \text{The current density } dj \text{ at the image is given by the ratio of } di \text{ and } da; \text{ and is equal to } P(r), \text{ which by use of Eqs. [8] and [9] is expressed by}\]
\[ P(r) = \frac{(i_0/\pi) \sin \theta \cos \theta \, d\theta \, d\alpha}{r \, dr \, d\alpha}. \]  
\[ \text{The radius corresponding to the differential image area is given by Eq. [7].}\]
\[ \text{Substitution of the relations for } r \text{ and } P(r) \text{ given in Eqs. [7] and [10], respectively, into the expression for OTF in Eq. [6] produces}\]
\[ \text{OTF} = \frac{\int_0^\infty r \left[ \frac{i_0 \sin \theta \cos \theta \, d\theta \, d\alpha}{\pi r \, dr \, d\alpha} \right] J_0 (4\pi f d \sin \varphi / \sqrt{V}) \, dr}{\int_0^\infty r \left[ \frac{i_0 \sin \theta \cos \theta \, d\theta \, d\alpha}{\pi r \, dr \, d\alpha} \right] \, dr} \]  
\[ \text{After simplifying and with a change in the integration variable,}\]
\[ \text{OTF} = \frac{\int_0^\pi \left[ \sin \theta \cos \theta \right] J_0 (4\pi f d \sqrt{\varphi / V} \sin \theta) \, d\theta}{\int_0^\pi \sin \theta \cos \theta \, d\theta}. \]  
\[ \text{This expression can be integrated directly in terms of a first-order Bessel function}^1 \text{ as follows:}\]
\[ \text{MTF} = \left| \frac{2 J_1 (4\pi f d \sqrt{\varphi / V})}{4\pi f d \sqrt{\varphi / V}} \right|. \]  
\[ \text{It is apparent from the argument in Eq. [13] that for a specific value of MTF the following relationship is expected}\]
\[ f \propto (1/d)(V/\varphi)^{1/2}. \]
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MTF Measurements of an Image Tube Electron Lens

L. A. Ezard* 

RCA Solid State Division, Lancaster, Pennsylvania

Abstract—A technique is presented for evaluating the MTF of the phosphor screen and the electron lens of an image tube. The technique incorporates a slit adjacent to the phosphor screen. MTF measurements are also presented for a fiber-optic faceplate. The measurements indicate that, for a fixed value of MTF, the spatial frequency is directly proportional to the applied voltage and is inversely proportional to the initial emission energy of photoelectrons.

Introduction

In recent years, it has become standard practice to specify the imaging properties of image tubes in terms of the modulation transfer function (MTF).1–5 The MTF measurement of the image tube usually includes the characteristics of the input and output faceplates (often fiber optics), the electron lens, and the phosphor screen. MTF measurements have been presented in the literature for phosphor screens and fiber-optic faceplates, but only occasionally for the electron lens. It is desirable to know how the MTF of the electron lens varies with the tube operating voltage, because the gain of an image tube is often controlled by varying this voltage. It can be shown1 that for a fixed value of MTF, the spatial frequency \( f \) is directly proportional to the applied voltage and is inversely proportional to the initial emission energy of photoelectrons.
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An experimental image tube with a multi-alkali photocathode was produced to evaluate the modulation transfer function of the electrostatic electron-optical system. In this tube, it was also possible to evaluate the MTF of the phosphor screen. A cross-section of the tube is given in Fig. 1. The image tube is a triode, consisting of a photocathode, a focus electrode, and the anode. A fiber-optic faceplate is used for the photocathode window, and a glass faceplate is used at the phosphor screen. The phosphor screen is a conventional P20 phosphor with a screen weight of 0.8 to 1.0 mg/cm² with a 1000 Å thick evaporated aluminum film.

A thin nickel film, about 8 µm thick, with a 2.5 µm slit, and a 0.05 × 0.05 inch open area was placed adjacent to the aluminized phosphor screen. The 0.05-inch-square open area permits visual observation of the image on the phosphor screen to make necessary light, optical, and electronic-focus adjustments. The 2.5 µm slit is used as an analyzing slit to measure the MTF of the phosphor screen and the electron-optical system on the tube axis.

Phosphor-Screen MTF Measurements

The modulation transfer function of the phosphor screen was mea-
sured using the technique shown in Fig. 2. The image tube was focused, and a collimated light source was used to illuminate the photocathode in an area corresponding to the 2.5 μm slit. The electrons approach the slit at very small angles and can be considered to be a collimated source of electrons flooding the 2.5 μm slit. The line spread function (i.e., the image of a line object) emanating from the phosphor screen was analyzed by an MTF Analyzer.* The line spread function was relayed by the microscope lens and focused on a trans-

![Diagram](Image)

**Fig. 2**—Technique for measuring MTF of the phosphor screen in an image tube.

parent test pattern of variable density. The test pattern is fixed to a rotating drum. The sinusoidal test pattern varied continuously in a logarithmic manner from 0.4 to 10 cycles/mm. The light passing through the test pattern was detected by a photomultiplier tube, amplified, and displayed on a recorder. A suitable circuit was used to synchronize the x deflection of the recorder with the spatial frequency of the test pattern. The 10X microscope relay lens results in a measurement over the frequency range of 4 to 100 cycles/mm.

A separate MTF measurement was made of the equipment response with a 2.5 μm slit and also of the MTF of a similar fiber-optic faceplate. A correction was then applied to obtain the MTF of the phosphor screen where

\[ \text{MTF}_{\text{phosphor}} = \frac{\text{MTF}_{\text{measured}}}{\text{MTF}_{\text{equipment}}} \]  

[1]

The MTF of the phosphor screen is shown in Fig. 3 for several voltages over the range of 4 to 12 kV. As expected, the MTF is lower at low voltages. This reduction is probably due to increased scattering of
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the electrons in the aluminum film and in the phosphor screen at the lower voltages.

The MTF's of the fiber-optic faceplate* and of the MTF analyzer are also shown in Fig. 3. The fiber-optic faceplate performance exceeds the performance of the phosphor screen.

![MTF Graph](image)

**Fig. 3**—MTF of a phosphor screen, fiber-optic faceplate, and the MTF equipment.

**MTF Measurement and Discussion of Results**

This study evaluates the manner in which MTF varies with operating voltage and initial electron emission energy. Theoretical analysis\(^1\text{,}\text{,}\text{,}\text{,}\text{,}^6\text{,}\text{,}\text{,}\text{,}^8\) predicts that, for an electrostatically-focused image tube and for a given MTF, the spatial frequency varies directly with the electric field at the photocathode and inversely with the electron emission energy, \(e\varphi\). Because, for a given tube geometry, the electric field at the photocathode varies directly with applied potential \(V\), the relation \(f \propto V/\varphi\) is expected for a given value of MTF for the image inverter tube.

Fig. 4 shows the technique used to measure the MTF of the electron-optical system of the image tube. A test pattern with four dis-

* Corning Glass Works Co.
crete known spatial frequencies in the form of black and white bars was illuminated by a light source and imaged on the photocathode by the projection lens. The bar image on the photocathode was focused on the 2.5 µm slit adjacent to the phosphor screen by the electron lens of the image tube. The phosphor screen did not degrade the MTF but served only as a transducer to change the electron energy, incident on the slit, to light. The light on the phosphor screen was relayed by a microscope lens to a photomultiplier tube. The phototube signal was amplified and displayed as the y-axis signal on a recorder. The pen was driven in the x-axis direction by an internal sweep circuit. When a white bar was focused on the photocathode, a signal was received by the phototube and displayed on the recorder; a black bar resulted in a minimum signal on the recorder. The test pattern was moved in a direction perpendicular to the bars to generate the variation of signal. The adjustment of the light optical focus of the pattern on the photocathode, the alignment of the bar pattern with the slit, and the adjustment of the tube electronic focus are quite critical. Because the precision of the MTF measurements is limited by the focus and alignment, the measured MTF represents a minimum value to be expected. The actual MTF may be somewhat higher.

The square-wave response measurements were converted to MTF measurements by use of a Fourier series analysis technique. The equipment response was also measured. Corrections were then applied to the tube measurements for the equipment response and the fiber-optic faceplate to obtain the MTF of the electron lens of the image tube.

To evaluate the electron-optical system response as a function of electric field at the photocathode, the MTF measurements were received by the phototube and displayed on the recorder; a black bar resulted in a minimum signal on the recorder. The test pattern was moved in a direction perpendicular to the bars to generate the variation of signal. The adjustment of the light optical focus of the pattern on the photocathode, the alignment of the bar pattern with the slit, and the adjustment of the tube electronic focus are quite critical. Because the precision of the MTF measurements is limited by the focus and alignment, the measured MTF represents a minimum value to be expected. The actual MTF may be somewhat higher.

The square-wave response measurements were converted to MTF measurements by use of a Fourier series analysis technique. The equipment response was also measured. Corrections were then applied to the tube measurements for the equipment response and the fiber-optic faceplate to obtain the MTF of the electron lens of the image tube.

To evaluate the electron-optical system response as a function of electric field at the photocathode, the MTF measurements were

Fig. 4—Technique for measuring MTF of the electron optical system of an image tube.
made at several tube-operating voltages over the range of 4 to 18 kV.*

These measurements are shown in Fig. 5. As expected, the MTF increases when the applied potential is increased.

The points in Fig. 6 show the variation of spatial frequency with operating voltage for a fixed value of MTF = 0.3. A straight line with a slope of unity was drawn on Fig. 6 corresponding to the theoretical relationship that, for a given MTF, the spatial frequency varies directly with the tube operating potential. The fit of the points to the straight line is reasonable considering the critical focus adjustments mentioned above.

![Fig. 5—MTF of the electron optical system of the C21135 image tube for several operating voltages over the range 4 to 18 kV.](image)

To study the MTF of the electron lens of the image tube as a function of initial electron energy, the tube was operated at 6 kV and the test pattern was imaged on the photocathode through several narrow band-pass filters. The measurements for input radiation of 466, 533, 600, and 700 nm are shown in Fig. 7. As expected from theory, the

* From data collected using the RCA electron optics computer program, it was established that an operating potential of 10 kV corresponds to an electric field at the photocathode of 555 V/cm. This information permits the MTF measurements given in this paper to be translated to other similar image tubes, provided the electric field at the photocathode is known.
MTF is significantly higher for radiation at 700 nm than for radiation at 466 nm.

To translate from monochromatic-input photon energy to electron-emission energy, it is convenient to use the concept of effective elec-
tron-emission energy. The effective electron-emission energy\(^1\) is a weighted average emission energy that characterizes a polyenergetic electron-emission distribution such that the measured MTF curve with polyenergetic electron emission corresponds to the theoretical MTF curve calculated on the basis of monoenergetic electron emission that obeys Lambert's Law.\(^{10}\) The effective electron-emission energy for a multi-alkali photocathode was measured in an image tube with a uniform electric field. The results are given in a companion paper.\(^{11}\) Using the results it is possible to transform the MTF response as a function of incident radiant energy to a function of effective electron-emission energy.

![Graph showing spatial frequency vs. effective electron emission energy](image)

**Fig. 8**—The variation of spatial frequency versus the effective electron emission energy for a fixed value of MTF = 0.2. The slope is −1.

The variation of spatial frequency as a function of initial effective electron-emission energy for a fixed value of \(\text{MTF} = 0.2\) is shown in Fig. 8. This curve with a slope of \(-1.0\) forms the experimental basis for establishing the relationship that, for a fixed value of MTF, the spatial frequency varies inversely with electron emission energy in an image-inverter tube.
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Ultra-Thin RF Silicon Transistors With a Copper-Plated Heat Sink
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RCA Laboratories, Princeton, N.J. 08540

Abstract—A new procedure has been developed for fabricating ultra-thin silicon transistors equipped with a plated-copper heat sink. The process replaces most of the thermally lossy silicon collector with copper, thus reducing the thermal resistance by as much as 50%. 12–13 μm thick silicon transistor wafers are routinely processed directly on copper. Individual transistors are separated by wire sawing through the silicon and copper. Multi-cell devices are stress-relieved by the process of sawing through the silicon to define each cell. Transistors fabricated with this technology show thermal resistance and rf performance superior to that of conventional structures when operated in amplifiers in the 3 to 5 GHz range. Amplifiers with standard three-cell TA-8407 transistors deliver typically a cw power output of 5.5 watts at 3.5 GHz; an amplifier with the plated-heat-sink transistor delivers more than 7 watts for the same power input.

1. Introduction

Because microwave power transistors operate at high power densities, careful thermal management is required to minimize the pellet operating temperature and to optimize the performance of the transistors. The operating temperature is a function of the pellet geometry, the amplifier circuit, and the thermal path between the collector junction and the heat sink. One design modification that improves thermal resistance is to increase the number of thermally isolated collector cells while holding the collector-base junction area constant. This approach, given equal emitter edge and base area, results in longer pel-
lets, additional bond-wire interconnections, and larger packages. The approach described here reduces the thermal resistance to the heat sink by replacing most of the collector silicon with copper.

For mechanical reasons, a practical silicon transistor chip is at least 75 μm thick. The thermal resistance in this silicon is approximately 0.5 of the total for a eutectic-mounted transistor on a BeO heat sink. By use of plated copper as a "handle," the silicon thickness can be reduced to 13 μm. This technique has been applied to an rf power transistor, the TA-8407, resulting in improved thermal and electrical performance when compared to that of the conventional structure.

Copper-heat-sink technology has been used for many years to improve the performance of various microwave diodes. Impatt diodes, for example, made by this process operate as amplifiers and oscillators at frequencies up to 60 GHz.\(^1\)\(^-\)\(^3\) The technique consists of epitaxially growing a multilayer silicon structure in which the silicon "handle" can be accurately etched off after a copper heat sink is plated on the wafer face. In addition, the diode contact areas can be grown with sufficient doping to ensure low-resistance contacts. This technology is not directly applicable to bipolar transistors because of the complexity of transistor processing. For example, the multilayer epitaxial wafer cannot be used for transistor processing, because the surface of the grown layer is not sufficiently flat and free of imperfections to permit fine-line definition. In addition, a Cu "handle" on the top surface is not possible since numerous bond-wire interconnects are required for the emitter and base contacts.

Copper-heat-sink technology, as applied to rf transistors, requires precise etch-thinning of the completed transistor wafer, adherent ohmic contacts to the etched collector layer, adherent plating to the metalized collector, separation of the individual transistors, and stress relief for the Si–Cu interface. A chemical–mechanical etch procedure controls the silicon thickness within 2.5 μm over the entire wafer. A low-temperature metalization and copper-plating process give good adhesion and a satisfactory ohmic contact. The individual transistors are separated and stress relieved with a wire saw.

The metalization system is Cr–Pd–Cu–Au. The Cr adheres to silicon and makes a satisfactory contact, Pd is a barrier to keep Cu from diffusing into silicon. Cu has excellent thermal and electrical conductivity and is easy to plate; gold prevents the Cu from oxidizing and facilitates soldering the transistor into packages.

In the next section, the process for fabricating ultra-thin silicon transistors on copper is described. Contact resistance problems are then discussed briefly and finally the performance of the resulting copper-backed TA-8407 transistor is described.
2. Copper Heat-Sink Fabrication Procedure

The heat-sink fabrication proceeds as illustrated in Figs. 1a and 1b. In the first operation, a completed transistor wafer, preferably with gold metalization, is mounted face down on a sapphire disk with quartz wax. This wax is strong enough to hold the wafer during precision back grinding to a thickness of 75 μm while maintaining the wafer faces parallel within 2.5 μm. Since the quartz wax is not compatible with subsequent processing, it is removed after grinding and the wafer is remounted with a soft wax.

![Process flow chart for preparation of wafer for copper-heat-sink transistors.](image)

Fig. 1(a)—Process flow chart for preparation of wafer for copper-heat-sink transistors.

The 75 μm wafer is now etch thinned to a final thickness of 12.7 to 14 μm using the process developed by Stoller. This process utilizes nitrogen bubbled from the bottom of the etching chamber to impinge on the float-mounted wafer to ensure uniform, smooth, blemish-free surfaces. The apparatus permits observation of the color of transmitted light through the wafer during the etching process. With care and experience, the final thickness can be controlled within 2.5 μm, al-
Fig. 1(b)—Process flow chart for copper-heat-sink transistors.

though within 100 μm of the edge the silicon is thinner by 5–7.6 μm. Fig. 2 shows a thinned TA-8407 transistor wafer illuminated by light transmitted through the silicon. The uniform thickness results in uniform light transmission. The light variation at the edges of the figure are caused by the difficulty of photographing the transmitted red light.

The thin wafer, still wax mounted to the sapphire disk, is etch-cleaned with 20:1 nitric HF prior to Cr–Pd–Cu metalization. Careful control of the substrate temperature is required during metalization since the wax melts at 75°C. The metals are electron-gun evaporated in several short charges to minimize substrate heating. The thickness is continuously monitored during the deposition with an quartz crystal oscillator. The film is checked for adhesion; a satisfactory film does not peel, but breaks at the check point.

The metalized wax-mounted wafer is now ready for back plating with 100 μm of copper and 3 μm of gold. At current density of 30 mA/cm², the copper deposits at a rate of 30 μm/hour. After copper plating, 3 μm of gold are deposited in 15 minutes with a current density
of 3 mA/cm². The pellets can now be separated from the demounted wafer with a wire saw using a diamond slurry as the cutting medium.

A wire saw is used to define pellet arrays in laboratory use because of its flexibility; however, it is a slow and thus a poor production process. We have developed a batch separation procedure that consists of selective plating of the Au–Cu heat sink to define pellet areas. The batch separation procedure utilizes Riston “roll on” resist as a plating stop in the separation grids. The individual copper islands are aligned to the transistor pattern on the top surface, defined by the 20-µm-thick resist, and plated up with the previously described pro-

Fig. 2.—Thinned TA-8407 transistor wafer illuminated by transmitted light.

cess. By use of the defined Cu–Au islands as the acid resist, the Cu–Pd–Cr–Si–SiO₂ layer in the grid can be sequentially etched to define the individual transistors. Fig. 3 shows an array of Cu–Au heat sinks defined with a TA-8407 grid mask. The 10-µm-thick islands are on 0.4 mm centers with 50 µm grid spacing.

Because there is a large thermal mismatch between Cu and silicon, it is desirable to keep the silicon–copper chip small. This minimizes stress induced during the high-temperature assembly process. Fig. 4 shows a 3-cell TA-8407, stress relieved by cutting through the silicon
at each cell site and ready for soldering into an assembly. The transistors are soldered into packages with Sn at 220°C. If higher temperature capability is required, Au–Ge eutectic solder can be used at 360°C.

3. Silicon Metal Adhesion and Contact Resistance

Two important requirements for the metal–silicon interface are sufficient adhesion for reliable mechanical strength and a low contact resistance. Because of process constraints, conventional transistor low-resistance alloy contacts such as Au–Sb–Si eutectic or Pd–Si cannot be fabricated. The wax-mounted silicon wafer can only be heated to 75°C, thus restricting the metalization to non-alloy contact systems such as Ti or Cr–Cu. Since initial tests with the substrate tempera-
ture at 50°C show Cr adhesion superior to Ti, Cr is selected for complete evaluation.

Forty Cr–Pd–Cu-backed transistors have been assembled in HF-46 microwave packages with Au–Ge eutectic. These devices have been temperature-cycled from −65°C to 150°C over 100 times without any failures. In addition, Cr–Pd–Cu-backed transistors that are tested to destruction fail in the silicon, not at the Cu–Si interface.

Several investigators have evaluated the contact resistance of Ti and Cr to low-resistivity epitaxial silicon substrates. Terry\textsuperscript{5} reports a specific contact resistance of 300 to 400 × 10\textsuperscript{−6} ohm-cm\textsuperscript{2} for Cr or Ti on 0.01 ohm-cm silicon and 10 × 10\textsuperscript{−6} ohm-cm\textsuperscript{2} for Pt–Si on the same substrate. The contact resistance for the three metals is reduced to 2–3 × 10\textsuperscript{−6} ohm-cm\textsuperscript{2} when the Si resistivity is decreased to 10\textsuperscript{−3} ohm-cm. These values are comparable to those achieved at microwave frequencies by Chiang\textsuperscript{6} and Denlinger for contacts to 10\textsuperscript{−3} ohm-cm silicon for Pd–Si, Ti, and Cr contacts.

We have measured the series resistance of several 2.5 × 10\textsuperscript{−2} mm\textsuperscript{2} TA-8407 collector–base diodes fabricated on 0.01 and 0.002 ohm-cm substrates. With one ampere of forward current, the total voltage drop for a standard eutectic-mounted collector–base diode is one volt. With this voltage as a reference, an additional voltage drop is equal to the product of series resistance and current. The measured series resistance is 1 to 2 ohms for a single cell TA-8407 with Cr contacts to 0.02 ohm-cm collector substrate. For the identical contact, if the collector resistivity is decreased to 0.002 ohm-cm, the series resistance is reduced to under 0.1 ohm.

Two-point probe spreading-resistance measurements have been made on several Cr-contact transistors to evaluate the resistance-doping profile and thus establish the high-resistance region. This tool is used routinely to evaluate doping profiles and P–N junctions.\textsuperscript{7} In addition, we have used the probe to detect a resistance increase at the contact, which confirms the rectifying characteristic of the Cr–Si interface.

Since the two-point probe reads the resistance of a small volume; with an appropriate cross section, the resistance profile can be accurately defined. Fig. 5 shows two cross sections of the boundary between the Cr–Cu and silicon. For the cross section where the probe interrogates the copper first, a low resistivity is measured when the probes are on the copper. Even if there is a rectifying boundary at the interface, the resistivity increases rapidly and smoothly when the probes are moved onto the silicon. When the probe moves from Si onto Cu, the resistance change at the interface is determined by the contact resistance. Case 2 in Fig. 5 shows the resistance change with
no contact resistance, a smooth decrease as the resistivity of Cu is detected by the probes. If the interface is rectifying, as the probes approach the interface, the mobile carriers are depleted and the resistance increases until the probes move onto the copper. This resistance profile is Case 3 in Fig. 5.

![Resistance Probe Analysis Diagram](image)

Fig. 5.—Resistance probe profile of a metal-silicon interface.

All three cases were investigated using an 8-μm diameter probe with 100-μm spacing. Fig. 6 shows the spreading resistance data for the probe moving from 0.01 ohm-cm Si to Cu, Cu to 0.01 ohm-cm Si, and 0.002 ohm-cm Si to Cu. A high resistance region is measured only for the 0.01 ohm-cm Si to Cu probe, consistent with our previous analysis. Thus, the rectifying contact at the Cr to 0.01 ohm-cm Si interface and the ohmic contact at the Cr to 0.002 ohm-cm Si boundary is directly observed. Because of the fragile nature of the small sample, however, larger sections should be evaluated to assess the full capabilities of the technique.

Since it is desirable to apply copper heat sinks to standard transistors with 0.01 ohm-cm substrates directly from the production line, several sintered contacts have been evaluated to reduce the contact resistance. The contact resistance on a thin transistor wafer is difficult to reduce since any alloy procedure must be done below the Al-Si
eutectic temperature of 577°C. This constraint eliminates ohmic contacts, such as Pt–Si where sintering is done at 600°C or ion beam doping of Si where anneal-activation occurs in excess of 700°C.

Ohmic contacts to diffused emitter and base regions have been reported by J. Banfield with Pd–Si sintered at 350°C. Several complete transistor wafers were thinned to 13 μm, and Pd was deposited on the collector and sintered at 300°C. Because of thermal stress, only one-quarter wafers are used. The collector contact resistance for transistors separated from these wafers is comparable to that measured for non-sintered Cr–Si contacts.

![Fig. 6.—Resistance probe measurements of copper-heat-sink TA-8407.](image)

All of the Cu-backed transistors evaluated at high frequency are processed from conventional 0.01 ohm-cm substrates; hence each cell has a contact resistance of 1–2 ohms. This resistance does not introduce appreciable loss up to frequencies of 5 GHz in the 28-volt amplifiers used to evaluate these devices. Additional work is required to establish the significance of the contact resistance at rf frequencies.

4. Performance of Copper-Backed RF Transistors

The plated-heat-sink process has been used to copper-back several
TA-8407 transistor wafers. The specific wafer runs are optimized for class-C operation in the 3-to 4-GHz frequency range.

The performance of a conventional thickness three-cell pellet and a similar 13-μm-thick pellet from the same run backed with a 75-μm plated copper heat sink are evaluated in separate but identical common-base class-C amplifiers. Fig. 7 is a photograph of one of the test amplifiers. The microstrip circuitry is fabricated on alumina boards.

![Fig. 7.—3-3.5 GHz test amplifier.](image)

![Fig. 8.—Output power for copper heat sink and conventional three-cell TA-8407 amplifiers with $t_p = 2\mu s$.](image)

$$\begin{align*}
\text{P}_{\text{IN}} &= 1.25 \text{ W} \\
\text{t}_p &= 2\mu \text{s} \\
D &= 20\% \\
V_C &= 28 \text{ V} \\
T_C &= 22\degree \text{C}
\end{align*}$$
and the transistor pellets are mounted on tuned BeO carriers. The two amplifiers are first tuned for uniform gain over the 3.1-to 3.5-GHz frequency range when driven with a 2-µs pulsed signal at 20% duty cycle and a peak power of 1.25 watts. The measured peak power outputs of the two amplifiers at this operating condition are similar and are plotted in Fig. 8. Heating effects are absent and the gains track within 0.4 dB at any frequency in the band. When operated with a 1.5-ms-long pulse at 20% duty cycle and a 1.25-watt peak-power input, the observed average power output is lower when compared to the power output at 2-µs operation. This power drop is caused by thermal effects and is significantly smaller for the plated heat-sink amplifier. The average power output ratios $P_0 (1.5 \text{ ms})/P_0 (2 \mu\text{s})$ are plotted in Fig. 9 for both amplifiers. For the standard amplifier, this ratio varies between 0.72 and 0.79 (corresponding to a 1.0 to 1.4 dB power drop) over the frequency range. In contrast, for the copper-backed pellet amplifier, the power drop is only 0.1 to 0.3 dB.

For pulsed operation, the output-power drop and the phase variations during the on time are important in many applications. Table 1 shows the comparative results obtained at 3.3 GHz from the two test amplifiers for three operating conditions; 2-µs pulsed (reference), 1.5-ms pulsed, and cw. Listed are the peak-power output $P_0$ at the end of the pulse, the power drop $\Delta$ in dB (the leading edge to trailing edge power ratio), and the phase settling $\phi$ in degrees (the difference of phase during the pulse).

The comparative tests show clearly the advantages of the plated-heat-sink transistor. With a 2-µs pulse, the amplifiers have compara-
ble gain and output power; as the pulse length increases to 1.5 ms, the gain and output power for the Cu-heat-sink amplifier is almost 20% higher than the conventional one. Under cw conditions, the Cu-heat-sink amplifier has over 25% more gain and power than the conventional structure. In addition to higher output power and gain, the hot-spot thermal resistance for the copper-backed TA-8407 is 1/3 less, resulting in lower junction temperature for identical operating conditions and thus improved power-density capability.

**Table 1—Comparison of Three-Cell Amplifiers Using Standard and Plated-Heat-Sink Transistors (TA-8407) for Pulsed (20% Duty Cycle) and CW Operation** ($P_o =$ Output Power, $\Delta =$ Pulse Droop, and $\phi =$ Pulse Settling)

<table>
<thead>
<tr>
<th>Transistors</th>
<th>$P_o$ (W)</th>
<th>$\phi$ (°)</th>
<th>$\Delta$ (dB)</th>
<th>$P_o$ (W)</th>
<th>$\phi$ (°)</th>
<th>$\Delta$ (dB)</th>
<th>$P_o$ (W)</th>
<th>$\Delta$ (dB)</th>
<th>Thermal Resistance (°C/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>8.3</td>
<td>0.5</td>
<td>0</td>
<td>5.6</td>
<td>14</td>
<td>1.7</td>
<td>5.2</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Plated-Heat-Sink</td>
<td>8.3</td>
<td>0.5</td>
<td>0</td>
<td>7.4</td>
<td>9</td>
<td>0.4</td>
<td>7.2</td>
<td>0.6</td>
<td>4.2</td>
</tr>
</tbody>
</table>

5. Conclusions

This new fabrication procedure permits the processing of 13-μm-thick silicon transistors with an integral copper heat sink. The procedure has been applied to one- and three-cell TA-8407 transistor chips and is generally applicable to any size array. Amplifiers made with these transistors show less pulse droop and higher output power than amplifiers made with conventional structures. The improved thermal resistance extends the power density capability of a given rf transistor design, thus resulting in lower operating temperature and improved reliability.

A direct comparison is made for TA-8407 transistors from an identical lot but different wafers. The hot spot thermal resistance is 50% less for a single cell and 30% less for a three-cell Cu-heat-sink transistor when compared to the conventional structure. Even though the performance is comparable for 2-μs pulsed signals, the devices with the lower thermal resistance show superior performance when evaluated for 1.5 ms pulse and cw performance.

In a cw class C amplifier at 3 GHz, a three-cell copper-backed TA-8407 transistor delivers over 25% more power and gain than a conventional transistor structure.
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Wideband Signal Recording on Film Using (AlGa)As CW Injection Lasers

J. E. Roddy

RCA Advanced Technology Laboratories, Camden, N. J.

Abstract—CW injection lasers have demonstrated excellent performance when used in a wideband film recorder to replace a gas laser and its external light modulator. The injection lasers have been internally modulated from 1 to 200 MHz (±2 dB) and film recordings of signal frequencies up to 100 MHz (160 cycles/mm) have been made. The lasers are double-heterojunction, (AlGa)As devices emitting up to 10 mW at 710 nm when operated at 77°K. Comparisons are made between injection laser performance and data taken previously on an argon laser recorder.

1. Introduction

Present wideband film recorders use gas lasers and external light modulators. While impressive performance has been achieved, these components are bulky, mechanically elaborate, expensive, and require considerable power. If laser recording is to be used for other than a few highly specialized data-capture applications, the component costs must be reduced and reliance upon high-precision parts must be minimized. Semiconductor lasers have recently become an attractive record-signal source because they can be internally modulated at very high rates and are potentially inexpensive. These lasers are small, rugged, reliable, and require only a few watts at a few volts for operation.

Two developments have made the use of injection lasers in wideband recording particularly worth considering at this time. First, laser diodes that emit continuously at wavelengths below 720 nm in excess of 5 mW have been fabricated.¹ Second, extended-red-sensitive holographic films that can be exposed by wavelengths as long as 720 nm have been developed by Kodak and Agfa-Gevaert. Dry silver film sensitive to 700 nm has also become available.*

This paper describes wideband modulation and film-recording experiments made with semiconductor injection lasers. Comparisons

* 3M Company.
are made to data taken previously on an argon laser recorder that was modified to accept the semiconductor laser source.

The laser diodes used for the experiments are stripe contact, double heterojunction (AlGa)As.† Five to ten mW at 710 nm was achieved when the diodes were operated at 77°K.

Cryogenic cooling was required to obtain sufficient light power at a wavelength to which presently available high-resolution films are sensitive. The quantum efficiency at room temperature drops significantly in (AlGa)As diodes for emission wavelengths shorter than about 800 nm.2 However, for these shorter wavelengths, the quantum efficiency can be greatly improved by decreasing the diode temperature. For a 710-nm wavelength, cw lasing at adequate power levels is attainable with liquid nitrogen as a coolant (77°K).

2. Component and System Requirements

2.1 Gas Laser Recorder

The original argon laser recorder, which has since been modified to accommodate the laser-diode source, is shown in Fig. 1. The output of an argon laser (approximately 1 W, all lines) is passed through an electro-optic light modulator where the beam intensity is modulated by the input-signal information. The modulated beam is expanded to fill the imaging lens and focused to a diffraction-limited spot on the film. A polygon rotating mirror, located within the focus of the imaging lens, deflects the modulated spot in an arc at a rate of 63,500 cm/sec. Silver halide film is transported past the scanning laser beam and is exposed by it along transverse tracks in a format similar to that of rotary-head video-tape recording. After the film is developed, it is transported past the scanning beam, which once again becomes intensity modulated, this time by the transmittance variations of the film. The light is collected using appropriate optics and is photodetected, yielding a reproduction of the original signal.

For injection-laser recording, the gas laser and external light modulator were replaced by an injection laser and its cooling structure. The beam expander was removed and an f/2 collection lens was installed to collimate the output of the laser diode.

2.2 Laser-Diode Source

A diagram of the double-heterojunction (AlGa)As diode used is shown in Fig. 2. A 13-μm-wide stripe contact, which runs the length

† Supplied by RCA Laboratories, Princeton, N. J.
of the cavity (320 µm), restricts the current flow to a small volume. The actual emitting region on the output facet is approximately 20 µm wide by 0.5 µm high. The stripe contact keeps the threshold current low and improves cooling, allowing a high continuous output for a given emitting facet length. The data reported here was taken using a diode that appeared to be particularly suited for wideband signal recording application. The characteristic curve of this diode is shown in Fig. 3. As can be seen from the figure, the threshold current is about 420 mA, above which the light output increases linearly with input current. The diode light output can be directly modulated by controlling its forward bias current. For a continuous analog recorder, it is desirable to bias the diode into the lasing region with direct current and vary the light about this bias value by applying a high-frequency signal current. For this diode, acceptable recordings were obtained using a 450-mA bias and a 75-mA p-p signal current. The resultant contrast ratio measured in the record spot was 25:1. The percent modulation was 92%.
The diodes were supplied on individual mounts that were installed in a vacuum dewar for testing as shown in Fig. 4. Fig. 5 is a view of the diode mount through the dewar window. A broadband electrical drive signal and bias network was fabricated on a hybrid board and installed in the dewar close to the diode mount.

2.3 Light Power Requirements

The spectral sensitivity curve for AGFA 10E75 film is shown in Fig. 6. To expose this film with a 710-nm source to a density of 1.0 re-
quires an energy density of 50 ergs/cm². The laser power required in the record spot is given by

\[ P = KWV, \]

where \( K \) is the film sensitivity (50 ergs/cm²), \( W \) is the track width, and \( V \) is the scan velocity.

For a track width of 25 \( \mu \text{m} \) and a scan velocity of 63,500 cm/sec, a record spot power of 0.8 mW is required. The transmission and aperturing losses of the recorder are about 5:1. Therefore, a 4-mW peak output from the diode is sufficient to produce the required maximum density of 1.
2.4 Optical System

The basic optical system is shown in Fig. 7. The design is dependent upon the emitted beam pattern which, due to multimoding effects, can be quite different for diodes of the same type. A reasonably fast spherical lens is needed to collect and collimate the divergent fan-shaped diode beam into a rectangular beam of suitable aspect ratio. If necessary, cylindrical lenses in the form of a beam expander or reducer can be used to modify the aspect ratio. This collimated rectangular beam is then focused onto the film by an imaging lens with the scanning mirror forming the limiting aperture. The rectangular format of

Fig. 6—Sensitivity curve for AGFA 10E75 film (exposure of 50 ergs/cm for $D = 1$ and 6300 Å).

Fig. 7—Laser-diode recorder optics.
the laser diode beam has proved to be particularly efficient in illuminating polygon scanners. A summary of system parameters is as follows:

Collection lens—f/2, 10 cm focal length, collects 72% of the diode emission.
Imaging lens—f/2.8, 15 cm focal length.
Scanning mirror—hexagon.
Spot velocity—63,500 cm/s
Film AGFA 10E75, $K = 50$ erg/cm² for $D = 1$ at 710 nm
Across-track spot size (track width)—25 μm.
Along-track spot size—8 μm.
Required laser power (peak) = 4 mW (for continuous recording, twice this power (8 mW) is required, since two hexagon mirrors must be illuminated.)
Electrical drive requirements—450 mA dc, 75 mA p-p ac.
Calculated record MTF at 710 nm—250 lp/mm limiting, 100 lp/mm at 50% MTF.
Electrical Bandwidth—63.5 MHz at the 50% record MTF point.

The size of the record spot is determined by the combination of the imaging lens and the scanner mirror facet. Both the record spot velocity and the emission wavelength affect the signal bandwidth at 50% MTF.³

3. Experimental Results

3.1 Beam Patterns and Spot Size versus Current

The beam divergence of the laser diode used in these tests measured 32° to the half-intensity points in the plane perpendicular to the lasing junction (along track direction). The divergence in the plane of the lasing junction (across track direction) varies from 5° to 15° (full width to the nulls) with drive current. When imaged through the recorder optical system, the spot size in the track width (across track direction) varies with this beam divergence. Fig. 8 shows the beam pattern at three current levels 5 cm from the diode. Fig. 9 shows the record spot at approximately the same current levels. A 2.5 × 1.0 cm aperture was placed before the imaging lens to simulate one facet of the scanning mirror. The data in these photographs is summarized in Table 1.

The actual track widths recorded on AGFA film were included for
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Fig. 8—Laser-diode beam pattern at various current levels.

Comparison. Basically this data, along with the diode characteristic shown in Fig. 3, indicates that over the drive current range extending from 435 to 550 mA, the diode output power increases 10 to 1 and the track width increases by 3 to 1. Therefore, the gain in useful record spot power for a constant spot width is about 3.3 to 1 instead of 10 to 1 as might be expected from the characteristic curve. Slightly above threshold, the laser appears to be in single-mode operation. The effect of multimoding on the beam pattern at higher drive current levels is apparent in Fig. 8. The variations in intensity in the beam pattern at 495 mA are noted in Fig. 10. At this current level, the laser beam is linearly polarized greater than 100:1, with the optical E-vector in the plane of the junction. Fig. 11 demonstrates the diffraction-

<table>
<thead>
<tr>
<th>Current (mA)</th>
<th>Across-Track Beam Divergence</th>
<th>Spot Size on Polaroid Film (µm)</th>
<th>Recorded Track Width at 63,500 cm/s on AGFA 10E75 Film (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>435</td>
<td>5.4°</td>
<td>8.8 x 25</td>
<td>18</td>
</tr>
<tr>
<td>495</td>
<td>10.7°</td>
<td>8.8 x 46</td>
<td>38</td>
</tr>
<tr>
<td>550</td>
<td>14.3°</td>
<td>11 x 62</td>
<td>50 (estimated)</td>
</tr>
</tbody>
</table>

Table 1
limited spot quality obtainable. The \( [(\sin x)/x]^2 \) intensity pattern characteristic of a uniformly illuminated rectangular aperture is distinctly visible.

The track width variations noted above are not expected to be a serious problem in a signal recorder. However, aperturing would be required to more closely control spot growth in direct image recorders,
since it is generally desirable to have the same MTF in both the along-track and across-track directions.

3.2 Frequency Response, Distortion, and Noise

The test setup for frequency response, distortion, and noise data is shown in Fig. 12. The modulated output of the injection laser is shown in Fig. 13a as detected over a frequency range extending from 1 to 200 MHz. For comparison, the wideband sweep from 1 to 200 MHz of an externally modulated argon laser is shown in Fig. 13b. An electro-optic light modulator developed by RCA in 1969 was used,
Fig. 13—Sweep response comparison.

Fig. 14—Harmonic distortion test.
achieving a contrast ratio of 5-to-1 for a drive-signal amplitude of 44 V p-p, across a 27-ohm impedance.\textsuperscript{5}

The harmonic distortion was quite sensitive to bias current for the diode sample used. However, other diodes did not exhibit this sensitivity. Figs. 14a and b show a 50-MHz drive signal and the detected signal, respectively, for 450-mA bias current and 75 mA p-p drive. For the detected signal, the second harmonic was 35 dB below the fundamental and the third harmonic was 37 dB down.

Signal-to-noise ratio was measured using a selective microvoltmeter with a 300-kHz slot. When converted to the 150-MHz recorder bandwidth, the SNR (peak-to-peak signal to rms noise) is greater than 40 dB. The laser was free of undesired spectral components due to mode beats within the frequency band of interest. The fundamental longitudinal mode beat frequency \( c/2L \) for the laser diode used was 500 GHz, compared to 115 MHz for the argon laser. Therefore, an additional cavity was not required to inhibit multiple longitudinal modes, since the beat frequency was well above the signal frequency band.

3.3 Record Tests

A dc bias of 450 mA and ac signal swing of 75 mA p-p produced optimum recordings. Under these conditions, the peak power striking the film was measured at 0.73 mW while the average was 0.25 mW. Fig. 15a is a photomicrograph of an argon laser recording at 60 MHz (100 cycles/mm). Fig. 15b shows an injection laser recording at the same frequency. The improved recording mode with the laser diode source is attributed primarily to the higher contrast ratio available (25:1) from the modulated diode output. Figs. 16 a, b, c, and d are semiconductor laser recordings at 30, 60, 80, and 100 MHz, respectively.

3.4 Comparison of the Argon Laser System with the (AlGa)As Laser System

Table 2 compares the two laser systems for continuous recording at 63,500 cm/sec spot velocity.

The recordings made with laser diodes were not continuous. Continuous recording is accomplished by illuminating 2 separate polygon mirrors, which requires twice the laser power. The argon laser recorder has substantial optical losses due to the line selecting prism, the
Fig. 15—Comparison of laser diode to argon laser/EO modulator recordings at 60 MHz.

Fig. 16—Laser diode recordings.
etalon, the light modulator, and the aperture that converts the circular beam to a rectangular format.

4. Summary and Conclusions

CW injection lasers have demonstrated excellent performance when used in a wideband film recorder. Such lasers have been internally modulated from 1–200 MHz (±2 dB) and film recordings of signal frequencies up to 100 MHz (160 cycles/mm) have been made. The lasers are stripe contact (AlGa)As devices emitting up to 10 mW at 710 nm at an operating temperature of 77°C. Plans for future experiments include the mating of an injection laser with an acousto-optic beam deflector\(^4\) to make a laser scanner or film recorder. The use of reliable 800-nm cw room-temperature diodes, recently developed,\(^6\) to expose IR film in a moderate-resolution image recorder is also planned.
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The Chirp Z-Transform—A CCD Implementation

G. J. Mayer

RCA Missile and Surface Radar Division, Morristown, N.J.

Abstract—The chirp z-transform is a signal processing algorithm that can efficiently evaluate the z-transform of a time sampled signal when implemented using charge-coupled devices. The charge-coupled-device chirp z-transform realizes significant hardware savings over alternative approaches to perform spectral analysis and has the potential of greater signal-processing flexibility.

1. Introduction

Charge coupled devices (CCD’s) are MOS integrated circuits that provide analog delay of electric charge. The optical or electrical input to the CCD is sampled and converted to a packet of charge whose magnitude is proportional to the input. The charge packet moves down the CCD stages, shift register fashion, under the control of clock voltages. The charge packets are transferred from one stage to the next until they reach an output stage where the magnitude of the charge packet is sensed and converted to an electrical analog signal. The clock frequency and the number of stages transferred determine the time delay introduced. These characteristics led initially to the application of CCDs to image sensing and digital memories.

More recently, the application of CCD’s to analog signal processing has been receiving great interest. Analog signal processing using CCD’s has great potential in areas as diversified as consumer television, seismic instrumentation, and radar systems. In analog sampled-data signal processing, the continuous analog signal is sampled and the analog value is retained. In digital signal processing, on the other
hand, the continuous analog signal sample must be digitized. The digitizing process involved is a source of error and is only the first operation in a stream of complex processing steps.

Analog signal processing using CCD's employs two architectures, untapped and tapped analog delay lines. Applications for the untapped delay line include electrically variable analog delay, time expansion and compression, and time alignment of analog signals. Tapped delay-line applications include time correlation of analog signals, spectrum analyzers, and band-width compression. Some CCD signal processing devices that have been developed at various laboratories are described in References [1]-[3].

2. Chirp Z-Transform Algorithm

A signal processing application that makes use of both untapped and tapped CCD delay lines is the chirp z-transform\(^4\) (CZT), which is an algorithm that evaluates the z-transform. Presently, spectrum analysis in signal processing is performed by the fast Fourier transform (FFT) which is an implementation of the discrete Fourier transform (DFT). The CZT algorithm offers many signal processing advantages over the FFT, but only if it can be implemented using analog techniques. Such an implementation is possible using CCDs. The hardware savings of CCD technology and analog sampled-data signal processing offer added incentive to develop the CCD chirp z-transform.

The following derivation is based upon a report by Rabiner, Schaffer, and Rader (Ref [4]). The CZT algorithm evaluates the z-transform of a sequence of \(P\) samples as shown in Fig. 1. The z-transform of a sequence of samples \(x_p\) is defined as

\[
X(z) = \sum_{p=-\infty}^{\infty} x_p z^{-p}. \tag{1}
\]

Assuming that the right side of Eq. [1] converges for some values of \(z\), and restricting the evaluation of the z-transform to sequences with a finite number \(P\) of non-zero samples, Eq. [1] becomes

\[
X(z) = \sum_{p=0}^{P-1} x_p z^{-p}. \tag{2}
\]

For a finite number of points \(z_k\),

\[
X_k = X(z_k) = \sum_{p=0}^{P-1} x_p z_k^{-p}. \tag{3}
\]

The special case of the z-transform which has received consider-
able attention is the set of points equally spaced around the unit circle of the $z$-plane:

$$z_k = \exp\left(j \frac{2\pi}{P} k\right), \quad k = 0,1, \ldots, P-1,$$  \[4\]

which gives

$$X_k = \sum_{p=0}^{P-1} x_p \exp\left(-j \frac{2\pi}{P} pk\right), \quad k = 0,1, \ldots, P-1.$$  \[5\]

Eq. [5] is the discrete Fourier transform (DFT). Thus, the DFT is a special case of the $z$-transform and contains inherent limitations. The limitations include (1) integration only on the unit circle of the $z$-plane; (2) the number of time samples must be equal to the number of points evaluated by the $z$-transform; (3) the number of samples evaluated for efficient operation, must be a power of two; and (4) the angular spacing of $z_k$ is as specified by Eq. [4]. The CZT algorithm eliminates these limitations.

\[6\] $z_k = AB^{-k}, k = 0,1, \ldots, K-1$

where $K$ is an arbitrary integer and $A$ and $B$ are arbitrary complex numbers of the form

$$A = A_0 \exp(j 2\pi \theta_0)$$  \[7\]

$$B = B_0 \exp(j 2\pi \phi_0).$$  \[8\]

Therefore Eq. [3] becomes

$$X_k = \sum_{p=0}^{P-1} x_p A^{-p} B^{pk}, \quad k = 0,1, \ldots, K-1.$$  \[9\]
By making the substitution\(^5\)
\[ p_k = \frac{p^2 + k^2 - (k - p)^2}{2}, \]
Eq. [9] becomes
\[ X_k = \sum_{p=0}^{P-1} x_p A^{-p} B^{(p^2/2)} B^{(k^2/2)} B^{-(k-p)^2/2}, k = 0, 1, \ldots, K - 1. \] [11]

While Eq. [11] appears to be a more complicated expression of Eq. [9], it leads to a more efficient hardware implementation. Eq. [11] can be broken into three processing parts.

![Fig. 2—Processing steps of the chirp z-transform.](image)

The first part consists of a complex multiplication
\[ y_p = x_p A^{-p} B^{p^2/2}, p = 0, 1, \ldots, P - 1 \] [12]
The series \( y_p \) is then multiplied by the term \( B^{-(k-p)^2/2} \) and summed to perform complex convolution
\[ g_k = \sum_{p=0}^{P-1} y_p B^{-(k-p)^2/2}, k = 0, 1, \ldots, K - 1. \] [13]
The series \( g_k \) is multiplied by \( B^{k^2/2} \). Therefore
\[ X_k = g_k B^{k^2/2}, k = 0, 1, \ldots, K - 1. \] [14]

This CZT three-step process is illustrated in Fig. 2.

Use of the CZT algorithm thus eliminates the limitations of the DFT mentioned earlier:

1. The CZT algorithm can evaluate the z-transform along contours inside and outside the unit circle of the z-plane. By evaluating the z-transform along a selected contour, the transfer function
of a linear system can be adjusted to sharpen or flatten the frequency response. The choice of contour is dependent on which of the system's poles should be emphasized.

(2) The CZT algorithm allows arbitrary selection of starting frequency and frequency spacing, independent of the number of time samples. It can therefore evaluate high-resolution narrow-frequency-band spectra at relatively low cost, providing high resolution for a limited range of frequencies and low resolution for the undesired ranges of the rest of the spectrum.

(3) With CZT, interpolation between time samples of a bandlimited function can be obtained with greater ease than with the DFT, and interpolation at arbitrary sampling intervals can be performed efficiently.

As an example of the signal processing tasks to which the CZT is applicable, we will describe here its use as a spectral analyzer that will process complex data. The implementation of the algorithm is derived from Fig. 2 and is shown in Fig. 3. In the derivation the real and complex quantities are represented by \( i \) and \( q \), respectively. Letting

\[
f = A^{-p}B^{p^2/2} \quad [15]
\]

\[
y = xf \quad [16]
\]

\[
y = x_i f_i + jx_i f_q + jx_q f_i + j^2 x_q f_q \quad [17]
\]

\[
y_i = x_i f_i + j^2 x_q f_q \quad [18]
\]
\[ y_i = x_i f_i - x_q f_q \]  
\[ y_q = j x_i f_q + j x_q f_i \]  
\[ y_q = j (x_i f_q + x_q f_i). \]  

Similarly, letting
\[ e = B^{-p^2/2}, \]  
\[ g = y^* e \]  
\[ g = y_i^* e_i + y_i^* j e_q + j y_q^* e_i + j y_q^* j e_q \]  
\[ g_i = y_i^* e_i - y_q^* e_q \]  
\[ g_q = y_i^* j e_q + j y_q^* e_i; \]

and letting
\[ d = B^{k^2/2}, \]  
\[ X = g d \]  
\[ X = g_i d_i + j g_i d_q + j g_q d_i + j^2 g_q d_q \]  
\[ X_i = g_i d_i - g_q d_q \]  
\[ X_q = j (g_i d_q + g_q d_i). \]

For \( B_0 = 1 \) in Eq. [8], the sequence \( B^{p^2/2} \) is a complex sinusoid. Eqs. [15], [22], and [27] can therefore be represented as follows:

\[ f_i = \cos \pi p^2/P \]  
\[ f_q = -\sin \pi p^2/P \]  
\[ e_i = \cos \pi p^2/P \]  
\[ e_q = \sin \pi p^2/P \]  
\[ d_i = \cos \pi k^2/K \]  
\[ d_q = -\sin \pi k^2/K \]

Substituting Eqs. [32], [33], [34], [35], [36], and [37] into Eqs. [19], [21], [25], [26], [30], and [31], respectively, the complex CZT implementation can be described:

\[ y_i = x_i (\cos \pi p^2/P) + (\sin \pi p^2/P) \]  
\[ y_q = j [ -x_i (\sin \pi p^2/P) + x_q (\cos \pi p^2/P)] \]  
\[ g_i = y_i^* (\cos \pi p^2/P) - y_q^* (\sin \pi p^2/P) \]
\[ g_q = y_\ast j (\sin \pi p^2/P) + jy_q \ast (\cos \pi p^2/P) \]  
\[ X_i = g_i (\cos \pi k^2/K) + g_q (\sin \pi k^2/K) \]  
\[ X_g = j[-g_i (\sin \pi k^2/K) + g_q (\cos \pi k^2/K)] \]

The CZT of Fig. 3 can be implemented using off-the-shelf analog components and CCD's.

**Implementation of the Chirp Z-Transform with CCD's**

The application of CCD's to the chirp z-transform algorithm requires the use of tapped and untapped delay lines to perform the convolution shown in Fig. 3. A tapped CCD is used as a correlator with the weights in reverse order (see Fig. 3). It gives partial product terms. An untapped CCD is used to combine these terms and give convolution. A block diagram of the CCD CZT is shown in Fig. 4.

The CCD correlators of Fig. 4 can be implemented using either of two arrays. One is a thirty-two stage delay line, where each stage of the delay line is tapped and weighted. This is accomplished using a split-gate weighting technique (see Figs. 5 and 6). Fig. 5 shows the split-gate electrodes above the SiO\textsubscript{2}-Si interface, which contains the charges. The amount of charge passing under the split-gate electrodes is sensed and weighted according to the percent of the electrode for the positive (+\(\phi_2\)) and negative (−\(\phi_2\)) bus as shown in Fig. 6. In Fig. 6 the first split gate is more negatively weighted, the second more positively weighted, and the third is equally weighted. The output signal is obtained by connecting the +\(\phi_2\) and −\(\phi_2\) bus to a differential amplifier circuit. It is not only necessary to sense the signal due
to the charges and the weighting, it is also necessary to eliminate the $\phi_2$ clock.

The weighting required is incorporated into the mask at the time of fabrication of the CCD. Although mask programmable weighting is a viable technique, it is an inherent limitation.

The other CCD array, currently under development, uses a weighting technique that allows for programmable weights. This array consists of two sixty-four stage CCD delay lines that are tapped at every other stage. The tapped outputs are coupled, as shown in Fig. 7, through four-quadrant MOS multipliers (*1 through *32). The + and − bus lines are the output of the MOS multipliers, and a differential amplifier circuit is used to obtain the partial product terms of the convolution. The partial products are summed, to give the convolution, using operational amplifiers.

The other major part of the CZT consists of the CZT weighting, which occurs before and after the correlation as shown in Fig. 4. Since

---

**Fig. 5**—Split-gate CCD.

**Fig. 6**—Split-gate weighting.
both are implemented in essentially the same manner, a single
description will suffice. Two techniques have been envisioned. The first
consists of wideband four-quadrant analog multipliers with the
weights generated by programmable read-only memories (PROM's)
and coupled through digital/analog converters (D/A's). This would
provide the appropriate weights in analog form. The second tech-
nique uses multiplying D/A's with PROM weight storage.

The entire CZT requires appropriate clocking and timing circuitry
for processing and weight generation. Initially a feasibility model of
the CZT would evaluate thirty-two complex z-transform samples. To
accomplish this would require sixty-four clock periods. The first
thirty-two clock periods would be used for the CZT weighting prior to
correlation and to fill the correlator. The second thirty-two clock pe-
riods would empty the correlator and perform the CTZ weighting
after the correlation. A correlator length of thirty-two taps was cho-
sen to optimize the flexibility of use in various signal processing sys-
tems.

![Fig. 7—Programmable weight CCD correlator.](image)

**Computer Simulation**

The CZT algorithm was programmed to verify the anticipated opera-
tion of the CZT and to provide the values necessary for the CZT con-
volution. The convolution values generated were used to program the
split gate weights as shown in Figs. 5 and 6. These weights, for the I
and Q arrays, are shown in Table 1.

The program verified that the CZT algorithm performs the z-
transform and that the complex correlation technique used performs
the complex convolution. The input for the CZT requires that the
thirty-two input samples be followed by thirty-two zeros. This is nec-
essary, as the convolution is performed using a correlator. The first
thirty-one output samples are invalid for the same reason. Output
samples thirty-two to sixty-three therefore, constitute the spectral
Table 1—CZT Convolution Weights

<table>
<thead>
<tr>
<th></th>
<th>BI</th>
<th>BQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.995184</td>
<td>0.098025</td>
</tr>
<tr>
<td>2</td>
<td>0.923877</td>
<td>0.382689</td>
</tr>
<tr>
<td>3</td>
<td>0.634389</td>
<td>0.773014</td>
</tr>
<tr>
<td>4</td>
<td>-0.000005</td>
<td>1.000000</td>
</tr>
<tr>
<td>5</td>
<td>-0.773013</td>
<td>0.634390</td>
</tr>
<tr>
<td>6</td>
<td>-0.923878</td>
<td>-0.382688</td>
</tr>
<tr>
<td>7</td>
<td>0.098023</td>
<td>0.995184</td>
</tr>
<tr>
<td>8</td>
<td>1.000000</td>
<td>-0.000007</td>
</tr>
<tr>
<td>9</td>
<td>-0.098012</td>
<td>0.95185</td>
</tr>
<tr>
<td>10</td>
<td>-0.923881</td>
<td>-0.382681</td>
</tr>
<tr>
<td>11</td>
<td>0.773011</td>
<td>0.634393</td>
</tr>
<tr>
<td>12</td>
<td>0.000011</td>
<td>1.000000</td>
</tr>
<tr>
<td>13</td>
<td>-0.634398</td>
<td>-0.773006</td>
</tr>
<tr>
<td>14</td>
<td>0.923880</td>
<td>0.382682</td>
</tr>
<tr>
<td>15</td>
<td>-0.995186</td>
<td>-0.098006</td>
</tr>
<tr>
<td>16</td>
<td>1.000000</td>
<td>-0.000005</td>
</tr>
</tbody>
</table>

output of the CZT and, for simplicity, will be numbered one to thirty-two. The inputs and outputs used in the simulation are shown in Figs. 8 through 13.

Figure 8 shows a real (XI) and imaginary (XQ) sinusoidal input of two cycles across the aperture. The output magnitude ratio and phase angle are also shown corresponding to this input. Fig. 9 shows an input of twice the frequency (four cycles) and the corresponding output, which is shifted two spectral lines to the left. Fig. 10 shows an input of four times that of Fig. 8. The output here is shifted by six spectral lines to the left of that in Fig. 8. In Fig. 11 the input of sixteen cycles (eight times that of Fig. 8) gives an output whose spectral line is shifted fourteen spectral lines to the left of that in Figure 8.

![Figure 8](image-url)

Fig. 8—Real (XI) and imaginary (XQ) sinusoidal input of two cycles across the aperture.
Fig. 9—Input twice that of Fig. 8 (4 cycles) and corresponding output.

Fig. 10—Input four times that of Fig. 8 and corresponding output.

Fig. 11—Input of sixteen cycles and output (shifted 14 spectral lines to the left of Fig. 8).
Fig. 12—Superposition (addition of inputs from Figs. 8 and 11) and corresponding output.

Fig. 12 illustrates superposition, as the input is the addition of the inputs from Figs. 8 and 11, and the output is the addition of the outputs.

To simulate the impulse response with I and Q processing, values for the impulse can be chosen to give an arbitrary phase angle. In Fig. 13 the values for the input were chosen to give a phase angle of 74.5°. The simulated output for this input is shown in Fig. 13 and gives the expected results.

The inverse chirp z-transform (CZT⁻¹) takes z-transform samples of a time sampled input and converts them back into the time domain. Computer simulation was used to determine the proper algorithm. This was done as shown in Fig. 14. The first attempt to obtain the CZT⁻¹ used a CZT and varied the sign of the inputs. Table 2

Fig. 13—Simulated output for input chosen to give phase angle of 74.5°.
summarizes these simulations. The time input used is shown in Fig. 15 along with the CZT output. This input was chosen because its asymmetry would be helpful in determining if the CZT\(^{-1}\) output was in the proper time sequence.

The results of the simulations shown in Table 2 suggest that the CZT\(^{-1}\) algorithm should accept the z-transformed samples in reversed order. A second set of simulations was undertaken in which the first z-transformed sample out of the CZT is the last one into the CZT\(^{-1}\) and so on. A summary of these simulations is shown in Table 3.

From the simulation, it is observed that the correct CZT\(^{-1}\) al-

<table>
<thead>
<tr>
<th>Case</th>
<th>Sign of CZT(^{-1}) Inputs</th>
<th>CZT(^{-1}) Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+ +</td>
<td>Reverse time sequence, 180° out of phase</td>
</tr>
<tr>
<td>2</td>
<td>+ -</td>
<td>Correct, Reverse time sequence, 180° out of phase</td>
</tr>
<tr>
<td>3</td>
<td>- +</td>
<td>Reverse time sequence, 180° out of phase, Correct</td>
</tr>
<tr>
<td>4</td>
<td>- -</td>
<td>Correct, Reverse time sequence, 180° out of phase</td>
</tr>
</tbody>
</table>

<p>| Table 3—Simulations for CZT(^{-1}) with Z-Transformed Samples in Reversed Order |
|-------------------------------|-----------------------------|----------------------|</p>
<table>
<thead>
<tr>
<th>Sign of CZT(^{-1}) Inputs</th>
<th></th>
<th>CZT(^{-1}) Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 5</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Case 6</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Case 7</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Case 8</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Fig. 15—Time input used in CZT⁻¹ simulation and output.

Algorithm requires that the sequence of the z-transform samples for the input be reversed with no sign change.

Applications

The CCD chirp z-transform can be used in a variety of applications. One example, where its application could have great impact, is in pulse compression. Pulse compression is a signal processing function used in radar and sonar systems to reduce the peak power requirements of the transmitter by sending out a long coded pulse and then compressing the received pulse to obtain resolution comparable to that obtained when transmitting a narrow pulse.

Fig. 16 is a block diagram of a linear FM pulse-compression system incorporating a CZT and CZT⁻¹ using the step transform. The step transform algorithm functionally operates by mixing the expanded pulse video input with a frequency ramped sawtooth reference waveform. The effect of this mixing is to convert the long-duration-input linear FM waveform into a staircase waveform with individual "steps," each of duration much less than the expanded pulse length. The staircase waveform steps are obtained by repeating the reference for each ramp of the sawtooth. The first CCD CZT operates on the continuous steps and enters the spectral coefficients associated with

Fig. 16—CCD step transform.
each step into the reorder CCD memory. The second CCD CZT operates on appropriately selected spectral samples from each of the steps across the entire waveform and provides a coherent weighted sum at the output. A square-sum combination of the real and imaginary output channels provides the compressed pulse output. Fig. 16 is a simplified diagram; the reader is referred to Ref. [6] for a more complete treatment of the step-transform process.

Further analysis has indicated that the CZT processing functions and those required by the step-transform process, can be combined to streamline the CCD step-transform processor. A simplified block diagram is shown in Fig. 17. The half-aperture delay is provided to facilitate a continuous matched filtering process. If the processor is implemented with the 32-stage CCD correlator described earlier, the time bandwidth product will be 256. Longer time-bandwidth products can be obtained by cascading the correlators and appropriately changing the memory and reference storage. The two reference storage locations combine the CZT weighting coefficients, reference waveform, and sidelobe suppression weighting. This functional combination results in a very efficient hardware implementation.
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