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Elements of
Television Systems


An image orthicon eamera chain. The camera is on the upper level. Monitors and control equipment are on the tabke. The units on the floor are pewer supplies. (Courtesy of Allen B. Du Mont Iaboratories, lne.)

To my wife,
BERENICE

## PREFACE

Recent trends in the development of television systems for specialized industrial uses and for the transmission of images in full color have made classical methods obsolete for teaching the principles of those systems, if "classical" may be applied to a ten-year interval. These methods have concentrated on the television broadcasting system as standardized in the United States of America. It is believed that this limited point of view leads the student to misconceptions about transmission standards and, in some cases, to incorrect interpretations of design philosophy. For this reason the present work begins with a study of closed systems, those that rely upon cable connections between sending and receiving apparatus. In this manner those features of the commercial system that depend solely upon the use of radio waves as a carrier are eliminated, and the field of interest is restricted to the problems of converting an image to an electrical signal and of reversing that process.

In the second portion of the book the point of view is expanded to include the complications introduced by using a radio link in place of interconnecting cables. The last portion is concerned with methods of superimposing color-perception on a system which is inherently color blind. Since details of a new art change rapidly, an attempt is made to concentrate on the basic principles involved. Liberal use of footnote references to articles in the literature has been made so that the interested student may readily locate source material. Where there is need for an equation or a method of approach which may have been crowded out of the mind of the practicing engineer, reference has been made to only one of the many standard texts in electronics or radio engineering that cover such material.

In regard to notation an attempt has been made, in so far as possible, to use a consistent set of symbols throughout the book, even when this policy requires notation different from that used in the source material. Free use has been made of the symbols a-c and d-c as adjectives, and frequency is specified in cycles, kilocycles, or megacycles, the "per second" being omitted to conform with the current,
though inelegant, trend. In several sections, the angular frequency, $\omega$, is referred to as frequency when no chance for ambiguity is present.

It is a pleasure to acknowledge the invaluable assistance of Mr. Leonard Mautner and Dean W. L. Everitt, who furnished constructive criticism of the manuscript, and also Dr. Irving Wladaver for his help in preparing much of the photographic material. My thanks are also extended to Mr. P. H. Gridley and his associates for their cooperation and excellent workmanship in the preparation of the illustrations.
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Part 1
CLOSED TELEVISION SYSTEMS

## CHAPTER 1

## TRANSMISSION OF PICTURES

## 1-1. Definitions

Television has been defined as the electrical transmission of a succession of images and their reception in such a way as to give a substantially continuous reproduction of the subject or scene before the eye of a distant observer. Any complete electrical network that, meets these requirements is termed a television system and its function is to generate, transmit, and reproduce video or picture information. Since the information to be conveyed is not electrical in nature, the network must have at least three basic elements: first, a transducer that serves to convert the optical data into some sort of equivalent electrical signal; second, an electrical link to carry these signals to a distant point; and third, another transducer that reconverts the electrical signals into an optical image which is acceptable to an observer at the distant point. These three elements are directly related to the threefold function of the television system stated above: a transducer to generate, a link to transmit, and a transducer to reproduce the desired information.

What additional components are required over and above these three depends largely upon the character of the information, the speed of transmission, and the characteristics of the transmission medium. Thus, if an intelligent engineering approach to the subject of television systems is to be taken, we must first look to the nature of the information which the system must handle.

The foregoing statements are more or less applicable to any electrical communications network which is to transmit information that is nonelectrical in itself. For example, in the transmission of speech by telephone, microphone and receiver serve as transducers with the connecting link furnished by wires. The additional elements of the telephone system-such as repeating amplifiers, modulators, filters and detectors in a carrier system-depend on the wire transmission characteristics, the time allowed for transmitting a given amount of
information, and the very nature of speech itself. In order to design transducers and other components that will give a satisfactory reproduction of the speech input, the engineer must first know the characteristies of the signals with which he is dealing. Hence, in our approach to the elements of television systems we start first with a brief amalysis of a picture and the problems of transmitting such a picture over an dectrical communication channel. From this we may proceed to a study of transducers and their associated equipment which will provide an electrical signal acceptable to the chamnel. The various components may then be joined into typical television systems.

Throughout this entire procedure we must remember that practical picture transmission involves the production of the illusion of a complete picture for the distant ohserver and that the function of the television engineer is to design, build, and maintain a commercially feasible system which will accomplish this illusion.

## 1-2. A Matter of Dimensions

Since the transmission of pieture information is to take place over an electrical link of some sort, it seems desirable to see if such a link imposes any broad limitations on the type of signals which it can convey.

By definition, the response of an electrical circuit is a single-valued function of time. By this we mean that if signals from a number of sources are applied to the input terminals of a four-terminal network, they will add in such a manner that the voltage at the output terminals will have one, and only one, value at any instant of time. Whereas it is true that the output signal over a period of time may be resolved into separate frequency components, still it has only one amplitude instantaneously. We might say, then, that an electrical link is limited in that it may accommodate only a single-valued function of time. As an illustration of this principle we may consider the network shown in Fig. 1-1. An external noise source introduces a component of current $i_{s}(f, t)$, which adds to the signal current $i_{s}(f, t)$. A current $\left[i_{s}(f, t)+i_{s}(f, t)\right]$ which has only one amplitude at any instant will be delivered to the receiver. It would seem. therefore that a communication channel is limited in the type of signal it can handle; all components will add to give a single-amplitude function of time.


Fig. 1-1. Signal and noise combine 10 give a single-valued function of time.


Fig. 1-2. Sound pressure is a singlevalued function of time.

Fortunately for the communication art most forms of intelligence that are transmitted by electrical means are either inherently singlevalued or may be foreed into a single-ratued form. Speech is an example of the first type because the spoken message may be represented at any point in space by a plot of sound pressure against time. This is illustrated in l'ig. 1-2. If a suitable microphone is placed at that point, the variations in pressure would be converted into corresponding variations in voltage or current, and, in the absence of distortion, the electrical signal would also appear as in Fig. 1-2 but with the pressure scale replaced by voltage or current. Thus in the transmission of speech by wire-and the discussion may be extended to include radio communication-the entire message may be represented by a single-valued function of time.

Turning to the problem at hand, we have an example of the second type of intelligence. Let us consider that a picture or photograph of some sort is to be transmitted and, further, let us try to handle picture transmission in the same manner as speech. In place of a microphone a phototube is used as a transducer. If the light from the photograph is focused onto the phototube, an electrical current will be developed which once again is a single-valued function of time, but notice that all detail of the image is lost in the electrical signal. Since the phototuhe "sees" the entire image, the best it can do is to develop a signal that is proportional to the average brightness of the image. It has no way of recognizing that the pieture is in fact a bounded, two-dimensional continuum of brightness. We might say that there is a complete incompatibility between the information to be transmitted, which is inherently two-dimensional, and the electrical system, which is only capable of handling a one-dimensional signal.

This basic incompatibility may be resolved, however, by a compromise. Experience with photographs and half-tone printing methods has shown that as a result of the limited acuity of the eve a perfectly satisfactory picture results if the continuum of brightness is replaced by a field of elemental areas, the brightness of each being the average brightness of the corresponding area in the original image. This concept is illustrated in Fig. 1-3, where the actual variation in


Fig. 1-3. The actual distribution of brightness is replaced be a number of samples.
brightness across the picture is replaced by a large number of samples of average brightness. If this process be extended in both dimensions over the picture, it may be seen that the original picture will be replaced by $M$ smaller pictures, each of which is of constant brightness. $M$ may be termed the "figure of merit" of the approximate picture, and the greater the number of samples, the closer will be the approximation of the original scene.

How this procedure is accomplished in an actual system will be described later. For the moment a simple system may be proposed. Let the picture be focused on a field of infinitesimally small phototubes, spaced elosely together. Then the output of each phototube is proportional to the average brightness of an elemental area. Now


Fig. 1-4. The srenc is focused onto an array of phototubes.
if the information so derived is to be transmitted to some point over a wire system, for example, a reproducing system which will convert voltage to brightness is required, which further has a one-to-one correspondence to the phototubes in regard to both number and position.

Since the phototube for each picture element delivers the proper type of electrical signal for a communication channel, the entire picture may be transmitted by connecting the $M$ phototubes to $M$ reproducing elements so that signals from all the elements are transmitted simultaneously in parallel. Care must be taken that each pair of pickup and reproducing elements so connerted occupy corresponding positions in the over-all pirture field so that the space co-ordinates are restored. Whereas such a parallel transmission system as shown in Fig. 1-5 appears feasible on paper, its accomplish-


Fig. 1-5. Parallel transmission.
ment is practically out of question when it is realized that for a satisfactory picture some 100,000 elements and channels would be required. This number is determined by such factors as picture size and viewing distance, but 100,000 is a good round number to represent the order of magnitude of the problem posed by this parallel transmission system in which information from all $M$ elements is transmitted simultaneously and over parallel communication channels.

One practical value of the parallel transmission system just described is that it illustrates the concept of sampling which is of great importance in picture transmission: one large area whose brightness varies from point to point may be replaced by $M$ small areas or samples, the brightness of each being a sample of the brightness in the corresponding region of the original picture. The purpose of the sampling process is to render the bidimensional information amenable to transmission over $M$ electrical systems.

We must now find a means of reducing the number of channels. We have seen that the picture may be sampled in space. If now it he sampled in time as well, the problem is solved. Suppose that two rotating, sampling switches are introduced into the system as shown in Fig. 1-6. With this arrangement the phototube outputs are


Fig. 1-6. Sequential transmission. Picture information from the several pickup elements is sampled in sequence.
sampled in an orderly fashion and a complete compatibility exists: the two-dimensional information has been reduced to a single-valued function of time. Nevertheless some sarrifice is made for the compromise. The original image has been resolved or broken up into.$/ I$ elements with a loss in resolution or detail, and the entire picture is never displayed in its entirety at any instant at the reproducer. This second fact requires that the sampling process occur at a rate sufficiently high that the eye may reassemble the picture and see its motion reproduced in a satisfactory manner.

This second or sequential system of pirture transmission, in which the picture elements are sampled in time, forms the hasis of modern television systems and, as such, needs closer examination. ('onsider the requirements on the three main components of the system. Pichul System:
(1) Is a photoelectric transducer.
(2) Breaks the picture up into $I /$ samples or elements in space.
(3) Has a selecting mechanism that samples these clements in some orderly manner in time and delivers these samples in sefuence to the communication channel.
Reproduciny S'ystem:
(1) Is an electrophoto transducer.
(2) Has a seleeting mechanism which, operating in exact synchronism with the pickup selector, delivers the time samples from the communication system to the proper playback elements so that each sample is restored to its proper position in space.

## Communication Chammel:

(1) Must have the capabilities, i.e., bandwidth and delay chararteristics, to deliver all signal and switch-synchronizing information furnished by the pickup system over the required distance to the reproducing system, and all this with a minimum of distortion.

Over a period of years considerable ingenuity has heen used to develop devices which at the pickup end combine the functions of breaking up the picture into elements, selective switching, and converting light to voltage or current. Typical of these are the image dissector, the ironoscope, and the image orthicon. At the reproducing end the same functions have been combined into the cathoderay tube, or ('RT, which is used exclusively for direct-view television service and will be assumed as the reproducing transducer through the rest of this book.

The combined functions of breaking the scene up into elemental areas and switching them is termed "scanning." In the several devices mentioned above, scanning is accomplished by rausing a beam of electrons to be deflected over either a suitable photoemissive surface for pickup or a fluorescent surface for reproducing.

## 1-3. Facsimile v. Television

Generally speaking there are two types of service in which proture information is transmitted: facsimile and television. In the former, a photographic image is delivered at the playback end, whereas in television an optical image must be presented which is suitable to the human eye. Because of this difference in display at the receiving end the actual details of the two systems differ considerably. ('onsider the problem in television. It has been stated before that the entire scanning process must proceed at a fast enough rate so that the eye can successfully integrate the samples which are displayed in sequence into a complete pieture. The eye never sees a complete image of the picture, but only a small part of it at any given instant. The question arises, then, how fast must the entire picture area be covered by the scanning device? A number of factors are cogent, two of them being retina retentivity in the eye and, where phosphor-coated (IR'T's are used for display, the glow time of the phosphor. The former is a psychological phenomenon in which the eye "sees" an image for a short period after the stimulus is removed. It is this property of the eye which makes possible effective integration of all the information which has been presented in sequence.

The second factor is a characteristic of all phosphors or fluorescent materials which after being bombarded by an electron stream, continue to glow with the intensity deereasing exponentially in time. The actual decay time from the removal of excitation until the intensity reaches the threshold of visibility may be controlled by proper composition of the fluorescent material being excited. In P4 sereens of the type used for television service this decay time is in the order of a millisecond.' This short but finite glow period is of considerable aid to the eye in reassembling the entire picture from its many parts.

Another factor to be considered is that motion in the original televised scene must also be reproduced. This problem is shared in "moving" pictures in which a series of "still" photographs must be presented in rapid enough succession so that apparent motion results. The einema industry has found that if the eve is presented at least 16 complete pietures per second, then the illusion of motion is satisfactory. This figure of 16 pictures per second also presents the sequential data to the eye rapidly enough so that not only motion but the entire television picture itself appears satisfactory to the eye. It will be seen later that flicker difficulties place further demands on the speed of picture presentation.
Summarizing, it is seen that the eve demands at least one picture in $1 / 16$ second. In facsimile service on the other hand, a photographic image is constructed and the demands on speed of presentation are much less stringent. In fact, 20 or more minutes may be utilized in the transmission. reception, and reproduction of a single still picture. Translated in terms of scamning requirements, this means that the scaming in facsimile work is extremely slow and mechanical means for moving some scanning element may be used. With this slight hackground, a facsimile system may be described which will illustrate the principal components required and the interrelationship between them.

## 1-4. A Facsimile System

It will be assumed that a high-quality photograph of a normal size of 7 in . by $8 \frac{1}{2}$ in. is to be tramsmitted. If this is illuminated, the light reflected from its surface will contain information as to the

[^0]brightness distribution over the picture area. This must be converted to electrical energy so that the first component required in the system is a photoelectric transducer. A phototube or photocell will serve in this capacity.

Secondly, means must be provided for the reduction of the picture into a number of elemental areas and for switching them to the communication channel in orderly sequence. In the previous discussion of sequential transmission an array of infinitesimally small phototubes plus a switch was proposed. In the interest of simplicity, however, assume that this multiplicity of stationary phototubes is replaced by a single phototube which scans across the image. By this simple expedient the two functions of breaking into elements and switching may be combined. In a typical type of facsimile equipment ${ }^{2}$ the scanning phototube is fixed, and the copy is made to move in front of it, as shown in Fig. 1-7. In order that the photocell see only a small elemental area of the picture a special optical system is used. As may be seen from the diagram, light from an exciter lamp


Fig. 1-7. The pickup equipment of a facsimile system. (Courtesy of Times F'acsimile ('orporation.)

[^1]of constant intensity is focused onto the moving copy. The reflected light passes through a small defining aperture in the light-tight housing to the photorell. Ideally this aperture should be infinitesimally small since it determines the size of the picture elements and hence the detail in the final image. Practical considerations rule out this possibility, however, and the actual aperture size is about 0.01 in . square. We shall see in Chapter 5 that the finite size of this scanning aperture introduces distortion in the electrical signal and that the nature of the distortion is such that it may be corrected electrically.
Since the photocell provides the required conversion from light to voltage, we next consider the scanning means which move the picture area across the aperture. It may be seen in Fig. 1-7 that the copy is fixed on a drum that is keyed to a revolving lead screw. Thus when the synchronous motor operates, the ropy drum revolves and moves along the lead screw. In this manner the entire copy is scanned. Speed control of the entire process is maintained by driving the synchronous motor from a stable-frecfuency tuning-fork oscillator. The output of the fork oscillator is also used as a carrier which is amplified and fed to the communication channel.

The inverse process must be carried out at the reproducing end of the system; that is, a similar scanning drum is required to restore the sampled information to its proper location in the image, and the electrical signal must be converted back to light so that it may expose the photosensitive paper which is wrapped around the receiving drum. The major portions of the reproducing system are shown in Fig. 1-8. The drum is driven at proper speed by a fork-controlled synchronous motor and the optical system consists of a focusing lens and a neon light whose luminous output is proportional to the incoming electrical signal. The final image is produced by developing the photographic image, which has been exposed on the revolving drum.

Now it can be seen that if the image is to be reproduced properly, both drums must rotate in synchronism. Since both motors will rotate at the same speed as a result of the action of the fork oseillators, it is only necessary that the two drums start scanning in phase. This is accomplished in the following manner: At the beginning of a transmission the reproducing drum is prevented from rotating by the clutch, stop arm, and trip magnet shown in Fig. 1-8. As the recording drum of Fig. $1-7$ starts to rotate, the photocell scans the phasing spot and transmits a phasing pulse which is fed to the communication


Fig. 1-8. The reproduring equipment of a farsimile system. (Courtesy of Times Facsimile Corporation.)
channel. When this pulse arrives at the receiving end, the trip magnet releases and the reproducing drum begins to revolve. As we have seen, the control afforded by the fork oscillators will hold the two drums in synchronism for the duration of the transmission.

Some idea of the performance of this facsimile equipment may be had from the following figures: With the two drums rotating at 90 revolutions per minute an image of 7 -in. by $8 \frac{1}{2}-\mathrm{in}$. size may be transmitted in seven minutes within a 2000 -cycle bandwidth. In more familiar terms, average typewriter copy may be transmitted at a rate of approximately 130 words per minute.

As we extend the ideas of picture transmission we shall see that, for a given amount of transmitted detail, bandwidth and time of transmission may be interchanged. We shall also see that in the television system a more complex system of synchronizing the pickup and reproducing scanning motions is required.

It would be desirable at this point to set up an analogous simple television system so that the requirements of the two types of service, facsimile and television, could be compared. It has been pointed out, however, that the scanning speeds required in television are so high that the use of some mechanical scanning svstem such as described
above is precluded. ${ }^{3}$ Recourse must be made to electronic scanning systems and a description of the all-electronic television system will be postponed until certain of its important components have been discussed.

These chief components are the pickup and display devices plus the units required to produce scanning in them. The over-all approach in the remainder of this book will be to describe, and where feasible, to set up design procedures for the various components required for a closed system comprising a single pickup assembly and a single reproducing assembly interconnected by wire. This simple type of system has many fields of application. ${ }^{4}$ With the simple system completed, the problems of a commercial television broadcasting system will be considered. Here the prohlems are more complex, first because a large number of reproducing assemblies or receivers are associated with any given transmitter, and second because the wire link between sending and receiving ends is replaced by a radio communication system. These added complexities require considerable modifications in the simple closed system. The over-all treatment, then, is a progression from the specific to the more general.

In developing the closed system we shall follow a definite method of approach: In Chapter 2 we shall set up a number of standards which specify the pattern in which the image is scanned. In ('hapter 3 we study the various means of producing the required seamning pattern and set up the wave forms of voltage required to cause an electron beam to follow the prescribed scanning pattern. With the scanning voltage specified we consider circuits for generating these voltages in ('hapter 4. Next a study is made of the distortion introduced by the scanning process. The three remaining chapters take up the television camera tubes, the video amplifier circuits used for amplifying their output signals, and assemble these components into three basic types of closed television systems.

[^2]
## CHAPTER 2

## PICTURE STANDARDS

A successful communication system must have agreement between transmitter and receiver concerning how certain functions are to be performed. For example, in speech it is understood that sound is to be the common carrier and, except for the rare case of the lip reader, it is assumed by the message source that an ear, rather than an eye or nose, is to be the receiver. Once this agreement between transmitter and receiver has been reached, standards may be set up specifying how these various functions shall be performed. In the case of the various commercial broadcasting services where individual agreements between the tremendous number of transmitters and receivers would be impractical, the Government in the form of the Federal Communications Commission establishes and enforces the standards. The need for this standardization is particularly strong in telecasting services because of the so-called "lock and key" relationship between the two ends of the system; all receivers within the service area of a given transmitter must be able to receive and display its program material satisfactorily. On the other hand, in a simple closed wire-connected system involving only one transmitter and one receiver these standards may be held to the barest minimum.

In the discussion of standards, then, the elements requiring standardization fall into two broad categories: those pertaining to any system, closed or broadcasting, and those relating more specifically to commercial telecasting by radio. Those of the first group which have to do with the picture proper and the method by which it is scanned are the subject of this chapter.

In a closed system what factors must find agreement between the pickup and playback ends? Probably the most obvious answer is picture shape. Furthermore, if reference is made to the general requirements of scanning outlined in the last chapter, it will be seen that speed, geometry, and direction of scan must also be included.

Other factors are the figure of merit or number of elemental areas used and the rate of picture transmission. These will now be considered.

## 2-1. Picture Shape

At first glanee the choice of one picture shape from the infinite number of possible shapes is a difficult one. Practically speaking, however, the choice is quite limited because scanning problems require that the shape of the scanned area be some regular and simple geometric pattern. Thus the field of choice is narrowed on this basis to three shapes: the circle, the square, and the rectangle.

It has been stated previously that the most common display device in modern television is the cathode-ray tube. Since for constructional reasons these tubes are often built with circular viewing screens, ${ }^{1}$ it seems reasonable to choose a circular picture shape, because then the entire fluorescent surface of the tube may be used for display of the picture. The following question must now be answered: Given a circular picture shape, can it be scanned in some relatively simple pattern? Two reasonable possibilities exist which are shown in Fig. $2-1$. A set of closely spaced horizontal (or vertical) lines may be used. The solid lines indicate a "forward" trace; the dotted lines, a "reverse," retrace, or flyback path over which the electron beam returns to its pattern-starting point. For ease of scanning, picture data is presented on the forward trace only. During flyback, which is made as short as possible, the electron beam is blanked out to prevent contamination of the image display. Despite the circular tube shape all the scanning lines are shown of equal length in order to case the requirements on the scanning generator.

From the viewpoint of utilizing as much as possible of the scanning time for picture presentation the horizontal linear scan of Fig. 2-1a is poor. On the other hand, it provides maximum utilization of the tube face. Notice that an alternative system would shrink the

[^3]

Fig. 2-1. Sraming a circular area. (a) Linear horizontal scan, (b) Spiral scan.

fig. 2-2. An enlarged image may be obtained by expanding the sweep, but only with the los of a large portion of the pieture.
scanning pattern so that it lies entirely within the limits of the tube face, in which case all of the sweep time is utilized, but part of the fluorescent screen is lost. In effect, then, we may trade time utilization for space utilization. These two alternative schemes are illustrated in Fig. 2-2. It may be seen that the smaller scan results in a square or rectangular picture shape, which will be discussed later in this section.

We have just seen that the linear horizontal scan of a circular image is wasteful of large intervals of scanning time. Consider a second alternative, the spiral scan. Here the entire scan may be used for display. Hence it appears that the spiral scan is satisfactory on this basis. But other questions arise, such as: ('an this scanning pattern be generated without too much difficulty, and what, if any, are its disadvantages?

In answer to the first question assume that a CRT employing electrostatic deflection is used. Figure 2-3 shows the circuit diagram of one type of circuit which will provide the necessary voltages to generate the spiral. In the diagram the center-tapped input transformer with $R_{1}$ and ('1 constitutes a phase shift network which feeds sinusoidal voltages in quadrature to the grids of $V_{1}$ and $l_{2}$. If, for the moment, the screen grids are held at a constant voltage, the amplified grid voltages will cause the electron beam to follow a circular path on the cathode-ray tube screen. If the screen voltages now be varied in a saw-tooth manner as shown in the diagram, the amplification of each stage will change with the screen voltage. This means that the electron beam follows a circular path of increasing radius or a spiral.


Fig. 2-3. Cirruit for generating a spiral sean on an electrostatie deflection cathode-ray tuine.

The number of revolutions in the complete spiral is determined by the relative periods of the two wave forms. the sinusoid $"$ and the saw-tooth $b$. For example, if the rise time of the saw-tooth is 1 millisecond and the period of the sinusoid is 10 microseconds, the electron beam will complete 100 revolutions as it moves radially from the eenter to the outer edge of the screen.

The circuit just described, although practical from the point of view of circuitry, has a prime disadvantage, which is the result of the nonconstant linear velocity of the scanning beam. The same sort of problem exists in the making of phonograph records. Since the angular speed (or speed of rotation) remains constant, the linear speed increases as the spot moves away from the center of the screen. On the cathode-ray tube this means that in the regions near the tube center where the linear velocity is low, the fluorescent sereen is excited for a longer interval than are the outer portions of the sereen where the electron beam is moving faster. This results in a spurious brightness modulation of the screen, which shows up as maximum brightness in the center and tapers off linearly to the edges. Compensation of the center brightness may be accomplished by applying a saw-tooth voltage to the control grid of the cathode-ray tube, which gradually raises the grid voltage as the scanning beam moves outward on the screen. Compensation of this type is difficult to accomplish. however, because of difficulties in properly combining the correcting
voltage and the incoming picture signal voltage, which also must be applied to the control grid of the ('RT.

This disadvantage alone is sufficient to rule out the circular picture and spiral sean for most practical purposes. Some further objection has been raised that the circular shape is not pleasing on aesthetic grounds. Probably the greatest single factor which caused elimination of a circular shape is that the cinema industry has standardized on a horizontal rectangle. Thus any television system which has hopes of using motion pictures as a souree of program material is forced to eliminate the circular shape on the grounds that approximately 40 per cent of the picture information would be eliminated.

Two other picture shapes remain for discussion-the square and the rectangle. If a rectangle is inscribed in a rircle it may be shown quite casily that its area will he maximum if it is a square; hence, of the two shapes the square gives better utilization of the circular tube face. Furthermore, scanning problems are minimized in a square picture and the simple horizontal linear scan shown in Fig. 2-1a may be used. Although this form of pieture may be satisfactory for certain industrial or military uses, once again if moving pictures are to be used as program material, it must be ruled out berause of loss of program material. It is of interest to note, however, that in several systems, designed specifically for naval and military use, the square picture shape has been rojected for the more common shape of the telecasting standards to be described.

The square may also be excluded on aesthetic grounds for, as Van Dyck ${ }^{2}$ has pointed out, a rectangle of width-to-height ratio equal to unity is not "powerful" or "pleasing." Whereas this last reason for excluding the square is open to criticism on subjective grounds, at least the demands on a commercial telecasting system to transmit moving pictures makes the decision final for that type of service.

The remaining picture shape to be discussed is the rectangle, and although there are an infinite number of possible width and height combinations, it seems reasonable to choose those of the motion picture industry. Considerable argument has been put forth for this choice for commercial telecasting, ${ }^{3}$ but the fact still remains that

[^4]agreement with the cinema industry is advantageous to a new industry which must rely to a large degree on the relatively inexpensive and good-quality program material a a ailable on film.

It shall be assumed, then, in the rest of this book that the horizontal rectangle of width-to-height, or "aspect," ratio 4 to 3 is the standard of picture shape which gives a pleasing picture and is capable of handling all normal programming requirements.

## 2-2. An Estimate of the System Bandwidth

In order to discuss intelligently certain other standards we shall digress at this point to develop an approximate equation for the bandwidth required to transmit a television signal. It must bo stressed that the following derivation is approximate and is based on rather crude assumptions. Its use is justified, however, because it does show exactly how bandwidth is related to the number of scanning lines and the rate at which the pictures


Fig. 2-4. The rheqkerboard pattern. are transmitted.

In Fig. 2-4 is shown a checkerboard pattern composed of alternate squares of black and white. Assume that this pattern is scanned by an aperture which is infinitesimally narrow but of the same height as the individual squares in the checkerboard. Assume further for the moment that the aperture is in perfect vertical alignment with the rows of squares. moves with constant velocity from left to right on row 1 , returns in zero time from right to left, and then continues the scan on row 2 and so on. Under these conditions, the generated signal would be a square wave.

Now let $N_{v}=$ number of elcments along a vertical line,
$N_{h}=$ number of clements along a horizontal line, and
$f_{p}=$ frame frequence or number pictures scanned per second.
Then the number of cyeles of spuare wave generated per picture is

$$
\frac{1}{2} \cdot N_{r} \cdot N_{n}
$$

If it be further assumed that this square wave may be represented by its fundamental component, the frequency $f_{v}$ of this component becomes

$$
\begin{equation*}
f_{r}=\frac{1}{2} N_{r} N_{h} f_{p} \tag{2-1}
\end{equation*}
$$

and since $N_{h}=A N_{v}$ for the checkerboard, $A$ being the aspect ratio,

$$
\begin{equation*}
f_{v}=\frac{1}{2} \cdot 1 N_{r}^{2} f_{p} \tag{2-2}
\end{equation*}
$$

Under the assumed condition that the aperture height is the same as that of the squares in the pattern, $N_{v}$ is equal to $n$, the total number of lines in the scanning pattern, and we may rewrite (2-2)

$$
\begin{equation*}
f_{v}=\frac{1}{2} \cdot 4 n^{2} f_{p} \tag{2-3}
\end{equation*}
$$

Now it will be realized that ef. (2-3) has been derived under an ideal condition because we assumed the scanning aperture to be in perfect vertical alignment with the rows of squares in the checkerboard pattern. Under this condition the reproduced image would be identical to the original image as shown at $a^{\prime}$ in Fig. 2-5; in general however,


Fig. 2-5. Effect of aperture alignment on reproduced detail.
this ideal alignment will not occur and detail will be lost in the image because of it. For example, let us assume that the aperture is so much out of alignment that it just straddles two adjacent horizontal rows in the checkerboard, as shown at $b$ in the figure. Then, since the aperture responds to the average brightness of the area which it covers, it will interpret the entire checkerhoard as 50 per cent gray, and no detail would be reproduced as illustrated at $b^{\prime}$. Between these two extremes of perfect and zero reproduction of detail lie any number of possibilities. It is evident, then, that eq. (2-3) obtains only in the ideal case. It has been customary, therefore, to introduce an empirical factor $K$, the utilization coefficient, into the equation to allow for
the inevitable misalignment between the aperture and scanned material. For the general case, then, the expression for the maximum video frequency should be rewritten

$$
\begin{equation*}
f_{r}=\frac{1}{2} K \cdot 1 n^{2} f_{p} \tag{2-4}
\end{equation*}
$$

Kell, Bedford, and Trainer ${ }^{4}$ have recommended a value of 0.64 for the coefficient on the hasis of resolution tests and this value has been widely accepted throughout the industry.
It must be realized that the checkerboard described above, where square and aperture heights are equal, represents the top limit of the system. Thus $f_{v}$ in (2-4) is the maximum video frequency. For larger elements in the picture, $f_{v}$ will be lower, and in the limit the average brightness of the entire field of view shows up as a d-c component. Thus the bandwidth of the system extends from zero frequency to $f_{v}$. Hence (2-4) is also an approximate relationship for the bandwidth of the system.

It must be admitted that eq. (2-4) is an approximation only. We shall see in Chapter 10 that the checkerboard pattern is a poor choice to test the resolution of a television system. Its use here is justified on the grounds that it is a pattern which has equal vertical and horizontal resolution: the ratio of elements on a horizontal line to those on a vertical line is identical to the aspect ratio. Furthermore, we assumed an infinitesimally narrow scanning aperture, a condition which cannot be fulfilled in practice. Nevertheless, eq. (2-4) is of value because it shows how the handwidth required for transmitting a television signal is related to the number of scanning lines and to the frame frequency.

With eq. (2-4) the digression is complete: an equation has been derived giving an approximate expression for the bandwidth of a video system which is proportional to $n^{2}$ and to $f_{p}$, the picture repetition frequency. Some feeling for the order of magnitude of the quantities involved in television practice may be had by direct substitution into eq. (2-4). Thus a 500 -line system sending 30 pictures per second requires an approximate video bandwidth of

$$
\begin{equation*}
f_{v}=\frac{0.64}{2}\left(\frac{4}{3}\right)(500)^{2}(30)=3.2 \text { megacyeles. } \tag{5}
\end{equation*}
$$

[^5]Notice also that a $4: 1$ reduction in bandwidth may be obtained by using only 250 scanning lines, but the resolution or detail in either the horizontal or vertical direction would be reduced by two.

## 2-3. Speed and Direction of Scan

In choosing the horizontal rectangle as the standard picture shape it is assumed that the picture will be scanned in straight parallel lines. Four additional requirements on the scan are of concern here. First, regardless of its direction the scan must proceed with a constant linear velocity. This is necessary if the resolution is to remain constant over the entire picture area. Stated in other terms, constant linear velocity of scan permits equal fineness of detail in all parts of the picture. That this is a desirable condition may be seen from the following consideration: It is well known that the light-sensitive area of the eye, the retina, is made up of bundles of rods and cones. Since these are of small, yet finite, size the ability of the eye to resolve or separate two dots under view is limited. Experiments tend to indicate that on the average the eye can distinguish the two dots as being separate if they subtend an arc of one minute ${ }^{5}$ or more. In the reproduced television picture, the information is presented in the form of small areas, each of constant brightness. Hence the viewer has a tendency to adjust his viewing distance until adjacent areas blend into a continuous picture. This distance will depend, of course, upon the element separation in the picture or upon its resolution. Thus if different areas in the picture have different resolutions, the viewer tends to increase his viewing distance to render satisfactory the poorer parts of the image. This results in loss of detail in the higher quality regions and so the "best" parts of the picture are wasted in a sense. This sort of reasoning justifies the demand for constant linear velocity of scan.

Consider the second additional requirement on linear scan, namely, that it shall be unidirectional. More specifically it is meant here that picture data shall be presented only as the aperture moves in one direction and not in the reverse direction also. The reason for this is primarily one of circuitry. For example, if a device employing electrostatic deflection of the electron beam is used, a more complex deflection voltage is required for a bidirectional scan. Figure 2-6

[^6]
(a)

(b)

Fig. 2-6. (a) Deflection voltage for undirectional sam. (b) Drflection voltage for bidirectional sean.
shows the deflection voltages required for unidirectional and bidirectional types of scan. At a the former is shown. Picture data is presented only during the scan intervals $\tau_{s}, \tau_{j}$, the flyback interval, being used to return the aperture to its starting position. During $\tau_{s}$ the voltage must build up linearly with time to provide constant resolution. During $\tau_{f}$, on the other hand, the voltage may follow amy mathematical function of time just so long as it reaches its initial value at the end of $\tau_{j}$. At $b$ the bidirectional scan requirement is shown. During both $\tau_{1}$ and $\tau_{2}$ the deflection voltage must change linearly with time, once increasing and then decreasing, i.e., the deflection voltage must be an even function of time. It may be seen that the requirements in the former case are less severe. Furthermore considerable difficulty is encountered in building circuits to meet the requirements of linearity during $\tau_{2}$ in curve $b$. (ieneration of the voltage shown at a may be accomplished by the use of a series $R$ and $C$ circuit and is discussed in (hapter 4. A further disadvantage is present with the bidirectional scan in that an overlapping of adjacent lines, which have finite width, occurs at the edges of the scanned pattern.

The third consideration relative to the linear scom is its direction. ('larification is required here because actually two directions of scan are involved. A moment's reflection will show that if a moving aperture is to cover the entire area of the rectangular inage, it must move in two directions. The assumption has been made in the discussion thus far that the aperture moves with constant velocity along a "line," returns to the picture edge corresponding to its initial position and seans amother "line" parallel to the first, separated from it by the dimension of the aperture normal to the "line." The question here, then, is shall these scanning lines be horizontal or vertical as shown in Fig. 2-7a and b, respectively'? Actually the horizontal direction has been chosen as standard, first, because it conforms to the direction of writing English, and, second, hecause there is a feeling


Fïg. 2-7. Types of scan. (a) Horizontal, (b) Vertical.
in some quarters that the horizontal scan is better able to reproduce motion, which is predominantly horizontal rather than vertical, in typical televised scenes.

The fourth consideration pertaining to the linear scan is its sense, i.e., shall the aperture during the scan interval move from left to right or vice versa. No technical advantage is at stake in the selection to be made here, and again the "natural" choice seems to be to conform to the direction of writing English. Hence the standardized scan senses are from left to right and from top to bottom of an upright reproduction of the image televised. ${ }^{6}$ The last clause may seem to be superfluous but it is necessary because in the pickup end of the system an optical image of the seene is thrown on a photosensitive surface by a lens. This image is inverted relative to the physical world and, hence, must be scanned from right to left and from bottom to top in order that scanning conform to the standard.

Two other questions inevitably arise relative to scan at this point. The first is: What shall be the flyback ratio defined by

$$
\begin{equation*}
p=\text { flyback ratio }=\frac{\tau_{f}}{\tau_{s}}=\frac{\text { retrace or flyback time }}{\text { trace or scan time }} \tag{2-6}
\end{equation*}
$$

where $\tau_{f}$ and $\tau_{s}$ are the intervals shown in Fig. 2-6a? The second is: What shall be the number of lines, which in the final analysis determines the resolution of the entire system? Both of these questions more properly relate to the requirements of the particular television system under consideration and as such are treated in another section. For the moment we may at least say that $p$ should be as small as practicable in order that a minimum of time be lost from the scanning process.

[^7]These scanning standards may be summarized as follows: The active picture area shall be scanned in parallel lines, horizontal (or nearly so) and from left to right. The sequence of lines will be from top to bottom of an upright picture image. The scan in both horizontal and vertical directions shall be at a constant speed.

## 2-4. The Frame Frequency or Picture Repetition Rate ${ }^{7.8}$

Thus far in the discussion it has been shown that the picture information of the television picture is built up element by element until the entire field of view has been supplied with brightness information. Such a single scan of the entire picture area may be called a "picture" or a "frame." The latter notation, which is more commonly used, is derived from moving picture terminology. wherein a single complete picture in the series of pictures on the film is termed a frame. It has been shown further that these pictures or frames are then presented in sequence at a rate sufficiently high, such that the resulting picture satisfies the requirement for fusion of all the elements into a smooth picture, for reconstituting motion in the original scene, and for unnoticeable flicker. It remains at this point to investigate the factors that control these considerations.

At the outset it must be stressed that the disagreement between standards for industrial or military applications on the one hand, and for commercial telecasting on the other may be considerable. In setting up the requirements for the commercial system ${ }^{9}$ the criterion for "satisfactory operation" is the performance of the 16 -millimeter sound moving picture system. In the former applications performance below this par may be tolerated and, in fact, may be mandatory in order that other requirements such as system simplicity, lightweight components, and minimum cost (where equipment life may be relatively short) ${ }^{10}$ may be met.

[^8]Thus, since the $16-\mathrm{mm}$ movie uses 24 frames per second as the frame, or picture repetition frequency, $f_{p}$, this value sets the lower limit for the commercial telecasting system. Hence, $f_{p} \geq 24$ frames per second and it need only be determined what the actual value shall be. For the more general case, however, some investigation must be made as to the factors which place a lower limit on $f_{p}$. From the viewpoint of reproduction of motion, it has been determined that the eye sees no discontinuity of motion if the frame frequency exceeds 16 pictures per second. This low value of $f_{p}$ is generally unsatisfactory because of the accompanying flicker. Hence we now consider flicker which is the first of these factors to be discussed.

If a beam of light of constant intensity be interrupted at a variable rate, it may be shown experimentally that above a certain minimum interruption frequency the eye responds as if it were receiving the light stimulus continuously. Under these conditions the separate stimuli arrive at a rate which is high enough for the cye to integrate the intensity over a complete cycle, and the effect is just as if a source of constant intensity were shining continuously. At frequencies below this critical value the eye is unable to so integrate the information; it sees the instantaneous variations. In this case flicker is said to be present and the frequency at which crossover between the two effects occurs is known as the critical flicker frequency.

If, now, the same experiment be performed at different levels of source intensity, it is found that the critical flicker frequency varies with the logarithm of the illumination intensity. This is a statement of the Ferry-Porter law and is illustrated in Fig. 2-8. Data for these curves were taken by Engstrom by having several observers view the image of a light source focused on a screen, the light beam being chopped by the rotating disk shown in the diagram.

If these results are to be related to television the immediate question is this: To what angle of disk opening, $b$, does the television system correspond? In the absence of a complete set of standards this question cannot be answered rigorously at this time. Some order-of-magnitude conclusions may be drawn, however. Consideration of the scanning pattern previously proposed shows that after a complete frame has been scanned, the scanning aperture must return to its starting point at the top left-hand corner of the picture. A finite time is required to accomplish this retrace, or flyback, in the vertical direction. From considerations that will become apparent


Fig. 2-s. ('ritical flicker frequency measured with a slotted disk. (Courtesy of P'roc. IRE.)
later in our work, this vertical flyback ratio, $\boldsymbol{p}_{v}$, which is defined in (2-6) is generally of the order

$$
p_{\mathrm{v}}=0.05
$$

That is to say that the ratio of retrace to trace time is 0.05 . Since the electron beam is "blanked out" during retrace to prevent contamination of the picture, this means that the eye sees light for approximately 95 per cent of the frame interval which corresponds to a disk opening of approximately $340^{\circ}$ in Fig. 2-8. It would appear, then, that a $340^{\circ}$ opening curve could be used for determining the critical flicker frequency. As a practical matter this guess does not correspond to the facts because the type of flicker generated in Engstrom's test does not correspond to that present in the television system. Despite this fact, which will be expanded presently, the curves of Fig. 2-8 do show, first, that the Ferry-Porter law obtains and, second, that if the screen viewed during the test were located in an ambient light level other than zero, the same results
would hold true, provided the abscissas were interpreted as apparent illumination, i.e., the difference between the illumination of the test screen and the ambient kevel of illumination.

In the preceding paragraph it was stated that the flicker present in a television image and in the test previously described are different. This is easy to see when the two systems are compared even in the most elementary respects. First, in the test for almost the entire slot width $b$, the whole screen is illuminated uniformly. On a CIRT screen, on the other hand, only a few elements are illuminated at a time as the spot traces out its pattern of straight, parallel lines. Note the difference then: Entire screen illumination during the unblanked scan time as compared to partial screen illumination-with the illuminated area moving so as to cover the entire field of view in the unblanked scan time.

As might be expected, in the latter case where the conditions are more severe, a higher value of critical flicker frequency obtains. Thus a curve corresponding to a light opening of considerably less than $340^{\circ}$ in Fig. 2-8 more closely approximates the actual conditions that exist in a television system.

An additional factor aids the retina in integrating the image over the scan period and that is that the illumination of an excited phosphor on a CRT tends to persist; it decays exponentially after the excitation is removed rather than dropping to zero instantaneously. Realizing this, Engstrom has conducted additional tests to measure the flicker threshold on an actual cathode-ray tube. The results of this test are given in Fig. 2-9, which shows critical flicker frequency vs.


Fig. 2-9. ('ritical flicker frequency for a eathode-ray tube. (Courtesy of Proc. IRE.)
apparent illumination on the kinescope. The persistence characteristic of the cathode-ray tube used for the test is shown in Fig. 2-10.

In applying Fig. 2-9 to any television system, it must be realized that any curve is not absolute; it may be displaced vertically, depending on the persistence characteristic of the particular fluorescent material used on the viewing screen. The curves of Fig. 2-9 and 2-10 are typical, however, for the P4 screens commonly used for television service.

We are in a position now to decide on the value of flicker frequency for the television system. The choice is inevitably dependent upon the level of apparent illumination required. In the lack of a better criterion we may turn to the 16 -millimeter sound moving picture system for a guide. Goldmark ${ }^{11}$ has presented the following data:

Levels of Illumination for 1 f -millimeter Movies

## Comdition

No film in gate (lear film in gate High lights in rolor film

Apparent illumination
om 3-ft wide screen
10 foot-candles
8 foot-candles
4 foot-candles


Fig. 2-10. Persistence characteristic of the cathode-ray tube sereen used in obtaining the data for Fig. 2-9. (Courtesy of Proc. IRE.)

[^9]Using these figures as representative, reference to Fig. 2-9 shows that a flicker frequency of some 45 "flicks" per second are needed. Yet the 16 -millimeter movie system displays only 24 frames per second. The discrepancy between these two figures of a factor of about 2 to 1 may be explained by a simple device that is used in the movie projectors.

In the first place, movie flicker is of the type given by the slotteddisk test described previously. Thus a lower value than that for the television system is permissible, but at any rate, it will be greater than the 24 frames per second displayed by the 16 -millimeter sound movie system. As we have seen, this figure is perfectly satisfactory for reconstituting motion in the scene and presents enough footage of film for satisfactory sound reproduction. Thus raising the frame frequency to meet flicker requirements would result in the use of greater lengths of film with little improvement of the picture (except, of course, with regard to flicker). To obviate the need for this waste of film, a rotating slotted disk, not unlike that of Fig. 2-8 is incorporated in the projection system. The bislotted disk revolves once in the time that each frame is in the film gate. Thus, light is projected twice onto the screen through each film frame, and the 24 frames per second on the film appear as 48 "flicks" per second on the screen. In this manner the flicker frequency for the cinema is raised well above the threshold value.

But the objection might well be raised that all this talk is about a moving picture system; how does it tie in with television? Following this line of thought, it seems that it is only necessary to refer to Fig. 2-9 to determine the critical flicker frequency corresponding to the apparent illumination required by the given application, and to choose the next higher, convenient value of frequency as the frame frequency for the television system. The objection to this procedure is furnished by reference to equation (2-4) which shows that the bandwidth of the video system is directly proportional to $f_{p}$, the frame frequency. It is in the interest of bandwidth economy, then, to choose a frame frequency as low as possible. A compromise is indicated: $f_{p}$ must be chosen to effect a balance between video bandwidth on the one hand, and unnoticeable flicker on the other. The compromise depends upon the requirements of the particular television system being designed.

At this point the 2 to 1 flicker-frame relationship described for the
moving picture projector seems intriguing. If a similar device could he adapted to the television system, a 2 to 1 saving in video bandwidth could be effected with no degradation of the flicker characteristic. Because of the sequential manner in which the picture information is presented on the CIRT it is impossible to incorporate a rotating slotted disk as described above. It remains, then, to see if some alternate mechanism can be proposed which will achieve the same result.

In 1931 U. A. Sanabria ${ }^{12}$ proposed a system of interlaced scanning that effectively gives two vertical flyback and hanking periods during the presentation of a single frame which accomplishes the same overall result. Figure 2-11 shows a number of lines covering the picture


Fig. 2-11. Position of an arthitrary number of scanning lines, Progressive sean results if the lines are seamed in order from top to bottom. The sequence $1,3,5,7,9,11,2,4,6,8,10,12$ is used in interlaced samning.
area. These lines are scanned in a "progressive" scan of the type already described, in the order of the numbers shown, i.e., $1,2,3, \cdots$, from top to bottom. At the end of line 12, the spot retraces vertically during the vertical blanking interval back to its starting point on line 1. As the name implies, in the interlaced system of scanning, two sets of lines, which interlace each other, are scanned alternately. Thus, for example, in Fig. 2-11 the samning sequence would be $1,3,5,7,9,11$ retrace to the beginning of line 2 with the beam blanked out, then lines $2,4,6,8,10,12$ and retrace with the beam blanked out to the beginning of line 1 .

If this interlaced scanning sequence is carried out, earh picture is scanned in two interlaced halves composed of alternate lines with two

[^10]banking intervals, and the desired fleker-to-frame frequency ratio of 2 to 1 is accomplished. Each half-pieture which is composed of one set of alternate lines is termed a "field" and the field freguence, $f_{f}$, is seen to be twice the frame frequency, where a 2 to 1 interlace of 2 fields to a frame is userl.

Use of this interlaced scanning pattern imposes more severe restrictions on the soanning systems and, as will be seon in ('hapter 3 , demands that the sum of the active scamning lines plas the inactive lines lost during the vertical retrace intervals be an odd number.

A critical examination of the fleker present in this interlaced seanning system shows that actually two flicker effects are present. The first or "over-all effect" is the result of each line flickering at the rate of once per frame. The second is the "interline effect," cansed by adjacent lines flickering in a time relationship differing by one field period. These two effects were also the subject of a series of tests performed by lingstrom. Again rosorting to tests employing a rotating disk slotted in a different manner (Fig. 2-12), he was able to


Fig. 2-12. Special disk used by Engstrom for interlaced smaning flicker tests. (Courtesy of Proc. IRE.)
draw some general conclusions. The interlaced sean pattern does minimize flicker, but the viewing distance must be increased over that required with progressive scan in order to minimize the interline flicker. Once again, the hangover or persistence characteristic of the ('R'T phosphor aids in creating the illusion of a fused picture and the interlaced system has been adopted as the commercial standard in
the United States of America. It must be stressed, however, that it need not be used; the interlaced scan pattern may be used where the 2 to 1 saving in bandwidth for a given flicker and illumination requirement is desirable at the expense of a more complex system. ${ }^{13}$

Summarizing, it appears that the choice of frame frequency is contingent upon a number of factors, all peculiar to the particular television system under consideration; sereen illumination, flicker requirements, bandwidth, and permissible degree of system complexity. We digress on additional requirements peculiar to commercial telecasting.

It has been pointed out repeatedly that agreement between cinema and commercial television standards wherever possible is highly desirable from the programming viewpoint. It seems reasonable, then, to standardize the frame frequency at 24 frames per second which is common to both $16-\mathrm{mm}$ and 35 -millimeter moving picture systems. This with a 2 to 1 interlaced sean would place the flicker frequency at 48 flicks per second. Reference to Fig. 2-9 shows that this choice would permit operation at levels of apparent illumination up to some 10 foot-candles. Unfortunately other factors must be taken into consideration. Foremost among these is the effect of power supply ripple frequency on the scanning pattern. ${ }^{14}$

Probably one of the most objectionable defects in a televised image is unsteadiness. On this basis, we may investigate some of the undesirable effects caused by spurious modulation of the scanning pattern produced by power supply ripple voltages. Since commercial standards are based on an interlaced scanning geometry, let us determine what effect, if any, these ripple voltages will have on an electrostatic deflection system operating at 24 frames, 48 fields per second. As a specific example, we shall consider what happens to the horizontal scanning lines.

It must be realized at the outset that if ripple components appear on the horizontal deflecting plates of the cathode-ray tube, spurious sidewise displacements of the scanning lines will occur. Assume for

[^11]illustration that a half-wave rectifier operating from a 60 -cycle line is the voltage source for the circuit. Then the fundamental ripple component will modulate the lateral positions of the scanning lines at, a frequency of 60 cycles per second. Since in the $24 / 48$ frame-field system proposed each field has a duration $V$ of $1 / 48$ second, the number of spurious ripple cycles per field will be
\[

$$
\begin{equation*}
\text { No. of ripples/field }=\frac{60}{48}=1.25 \mathrm{cycles} / \text { field } \tag{2-7}
\end{equation*}
$$

\]

The result of this spurious deflection of the scan pattern is shown in Fig. 2-13, where the lines of field $1^{\prime}$ are displaced vertically so that


Fig. 2-13. Spurious line deflection due to b0-erele ripple in a 24/48 interlared scanning system. Any line moves horizontally between alternate figlds. (After Kell, Bedford, and Trainer.)
their positions may be seen. Since the field and ripple frecuencies are not integrally related, the envelope of the line positions for field 1 and $1^{\prime}$ (and for fields 2 and $2^{\prime}$ for that matter) are not the same. This means that a given line in alternate fields will occupy different positions causing an objectionable unsteadiness in the final image. Just how objectionable this effect will be depends, of course, upon the magnitude of the spurious deffection. A simple calculation will show that if the envelope amplitude is 25 per cent of the interline spacing, the maximum change of position of a single line is approximately 100 mils on a $10-\mathrm{in}$. (:RT. This value may cause considerable degradation of the picture. A quick estimate of the situation shows that remedial measures may follow two avenues. First, the ripple voltage may be reduced at the expense of adding more filtering to the
power supply, or second, the frame and field frequencies may be increased so that they are related integrally to the power line frequency, An increase rather than decrease in these frequencies is necessary in order that flicker requirements may be met, but the price to be paid is an increase in video bandwidth. Other factors tend to favor a choice of the latter alternative and in telecasting the 30 frame60 field per second values are chosen as standards.

If ripple voltage is present in the display equipment, it will probably also appear on the control grid of the kinescope. Its effect here will be to produce dark horizontal bars across the face of the televised picture. Furthermore in the $24 / 48$ frequency system, these bars will move downwards across the face of the picture. A change to a 30 frame-60 field system will not eliminate the bars but at least they will remain stationary.

Since line position modulation and the bar pattern described above may be minimized by additional filtering and shielding, let us next consider an effect completely independent of ripple within the television equipment. The tendency over the post-war period has been to a larger number of remote pickups at points other than the television studio. At these remote locations direct current is virtually never encountered. Since all light sources operating from a-c sources have a stroboscopic effect, hum signals are picked up by the television camera tube. If of sufficient amplitude, these may produce dark bar modulation which moves vertically on the screen when the light source and field frequencies differ. With the $30 / 60$ frequency standards the dark bars remain stationary.

It must be realized that only a few of these ripple effects have been mentioned. A more complete analysis such as that presented by Kell, Bedford, and Trainer must take additional account of spurious vertical deflection of the scan lines or "pairing," spurious effects as a result of higher ripple frequencies, and the like. All these considerations point to the adoption of a 30 frame- 60 field system as opposed to the $24 / 48$ system of the cinema industry. The disagreement between these two systems is unfortunate for it requires a conversion of the 24 movies frames per second into 30 frames per second for the telerision system when film is televised. This conversion may not be accomplished by simply increasing the film speed in the ratio of 5 to 4 , for motion would be speeded up with the humorous effect
of films of the 1920's run in modern projectors. ${ }^{15}$ Since the sound track is on the same film as are the pictures, the increased speed would cause improper sound reproduction. How the conversion of film to television standards is accomplished without speed-up of the film is covered in Chapter 17.

Care should be taken to realize that adoption of the 30 frames and 60 fields per second does not eliminate the various ripple effects discussed, but it does minimize them. Because of the 1 to 1 relationship between supply and field frequencies, the envelope of the spurious line deflection has only 1 cycle per frame and the result is shown in Fig. 2-14. Notice that here the field-to-field motion of any given


Fig. 2-14. Spurious line deflection due to 60 -cyele ripple in a $30 / 60$ interlaced scanning system. Field-to-field motion of the lines is eliminated. (After Kell, Bedford, and Trainer.)
line in the scan pattern is eliminated. Furthermore, the maximum peak-to-peak motion of a line is replaced by a fixed peak displacement from the normal of about 50 mils for the same conditions assumed in the previous example.

Whereas the discussion above was carried out for the commercial system which employs interlaced sean, it must be emphasized that a similar treatment will show that an integral relationship between power line and frame frequencies in a progressive scan results in the same sort of improvement.

In summary a balance sheet may be prepared comparing the two systems of standards.

[^12]|  | $21 / 48 \mathrm{system}$ | $30 / 60 \mathrm{systcm}$ |
| :--- | :--- | :--- |
| Power line frequency | 60 cqs | 60 sps |
| Spurious line deflection | Yes | Yes |
| Spurious horizontal line motion | Yes | No |
| Spurious vertical deflection | Yes | Yes |
| Spurious vertical line motion | Yes | No |
| Black bar pattern | Yes | Yes |
| Motion of bar pattern | Yes | No |
| Flicker | Satisfactory | Satisfactory |
| Bandwidth | $\Delta f$ | $\underline{5} \Delta f$ |

In retrospert it is interesting to consider the verisimilitude of the assumption of a 60-cycle power line frequency which was made in the foregoing discussion. This is standard for most of the United States with two principal exceptions. Generation of power in the Niagara Falls section is at 25 cycles per second. St. Louis and certain parts of Metropolitan New York enjoy this distinction also, but in the latter region the service is being converted to 60 cycles per second, except for industrial loads. In large areas of California where the frequency is locked in with adjacent 60 cycle areas 50 cycles has been standard. In none of these regions would adoption of the $24 / 48$ standards give improved service over the $30 / 60$ system.

## CHAPTER 3

## SCANNING METHODS

We have seen in the previous sections that the scanning process is basic in television, that picture transmission requires that some sort of sampling aperture be made to move across the entire picture area in some orderly, predetermined fashion. Furthermore, in setting up means of determining the picture standards we confined the discussion to receiving-end terms where a cathode-ray tube was assumed to be the display device. This led to the general notion that scanning involves the deflection of an electron beam. The immediate question, then, is whether or not both ends of the system scan by the same method, thus making the previous discussion of picture standards general. Now it must be realized that the present day allelectronic system evolved in more or less definite steps. Let us briefly review some of the major scanning methods that have been used for television transmission over a period of the last twenty years.

## 3-1. Mechanical Scanning

In 1884 P. Nipkow proposed a mechanical means of scanning an image which involved the use of a rotating disk. The development of this scanning device may be described on the following basis. If an area $w h$ is to be scanned in its entirety by a single aperture, that aperture must be made to move in two directions. This bidirectional motion of a single aperture may be replaced, however, by motion in a single direction of an array of apertures which are displaced from each other in two dimensions. To make this more clear, consider Fig. 3-1. If the array of apertures, $n_{a}$ in number, is moved downward at a constant velocity, the entire area $u$ will be scanned in a series of vertical lines. Certain restrictions on the dimensions of the scanning array must be made so that only one of the several apertures is on the picture area at any given instant. From the diagram it can be seen that the vertical inter-aperture distance must be equal to or greater than $h$, the picture height, and if adjacent lines are to touch each
other, the width, $a$, of the aporture must be $w / n_{a}$, where $w$ is the picture width and $n_{a}$ is the number of identical apertures in the sranning array.

It is apparent that if the pieture arra is to be samned continuously,


Fig. 3-1. A single aperture that moves in two directions may be replaced by an array of apertures that move in one direction.


Fig. 3-2, The Nipkuw disk.
an infinite number of such scanning arrays would be required. ('learly, a compromise is indicated. One such compromise is this: let the array of $n_{a}$ apertures be closed back on itself to form a spiral and let the vertical motion of the array be replaced by a rotational one. This substitution results in the Nipkow disk, with $n_{a}$ apertures arranged in a spiral, and this disk is to be rotated at a constant angular speed. Notice that the onty change in scanning different from that of the original system is that the lines are sections of circles whose centers are lorated at the shaft.

Given the Nipkow disk as a scanner a simple merhanical television system may be set up. Let a phototube be placed behind the disk. Then, because of the scanning action of the pickup disk, the phototube "sees" only one element of the object at a time. The amplified output of the phototube is delivered by the link to a neon tube opera-
ting in the region of ahmormal glow, causing the total light intensity to be proportional to the object brightness. The brightness information is restored to its proper position in spare by a second Nipkow disk operating in exact synchronism with the first. The simple circuit which is shown in lig. 3-3 represents one of the carliest steps in the development of telerision systems.

The chief disadvantages of the double Nipkow disk apparatus are more or less self-evident and are listed below.
(1) Pieture size is limited by the maximum allowable disk dimensions and the size limitations of the playback discharge tube. In the early stages of the art a 1 -in. square image was typical.
(2) $n_{a}$, the number of lines, and hence the resolution, is limited by the scanning-disk size.
(3) The reproduring tube does not give off white light causing the gray scale to be replaced by shades of some monochrome.
(4) The system scanning speed is limited by mechanical considerations, e.g., by motor rotation.
(5) The efficiency of the optical systems is low. In illustration of this fifth point it can be seen that despite the high illumination of the object being televised, the instantaneous output of the phototube is proportional only to the illumination of the very small area framed by the aperture.

The next principal stage of development incorporated the "flyingspot" sean at the pickup end to increase the optical efficiency. It may be noted that in Fig. $3-3$ the telerised object is under constant


Fig. 3-3. A simple television system employing mechanical samang.
high-level illumination, and the phototube effectively scans across the area. In the flying-spot scanner, on the other hand, the televised object is in darkness and is viewed by a battery of phototubes. Illumination in the form of a moving light spot of high intensity is then caused to scan across the object by a scanning disk. As a result of concentrating all available light on a single picture element and using several, rather than a single, phototubes for pickup, a greater output is obtained than in the previously described system. Reference to Fig. 3-4 shows that the prime difference between the two systems lies in the placement of the scanning disk relative to the lighting source, the object, and the phototube. In the earlier system, the scanning disk lies between the illuminated object and the transducer. In the flying-spot scanner, the disk is between the light source and the object. In the interests of even greater optical ef-


Fig. 3-4. Flying spot scanning.
ficiency, the Nipkow disk was later replaced by a revolving drum with lenses over the individual apertures.

It must be realized that in this same period of development several other mechanical systems of scanning at both pickup and reproducing ends were developed. As an example, a rotating mirror scanner is shown in Fig. 3-5. Here the spot of light is made to scan the image by rotating a drum of tilted mirrors, each having a tilt which gives a scanning line at a height different from all the others. For our discussion little advantage is to be gained by reviewing the details of each system, for all agree in the essentials. It should be mentioned,
however, that the Scophony ${ }^{-1,2,3}$ system, involving double rotating mirrors whose axes are normal, was used-though primarily in Europe-for reproducing the image. Its chief advantage lay in its ability to project relatively large images at the receiving end. The principal components of the Scophony apparatus are diagrammed in Fig. 14-35.

## 3-2. Development of Electronic Scanning

In the early 1920's interest in electronic, as opposed to merhanical, scanning began to take form. Although it is beyond the scope of our work to trace the development of the all-electronic television system, it is of interest to note a few highlights in two major branches of the work which were finally combined in 1934.

At the beginning of that era, work was carried out at the Radio Corporation of America toward the development of a system that employed the cathode-ray tube as the reproducing element. 1929 marked one of the first receptions of a television image which was reprodueed electronically. During the same interval research on an electronic pickup device was also under way but it lagged behind the work on the cathode-ray tube. While Zworykin had conceived of the principle of the iconoscope camera tube, it was not until 1932 that it was developed sufficiently for reporting to the industry. At the time of the 1929 test a mechanical galvanometer was used as the transmitter. ${ }^{4}$
1)uring the same deeade members of the staff at Purdue University had been doing work in the design and operation of cathode-ray tubes. ${ }^{5}$ Cognizance of this work caused the Crigsby-(irunow Company, which was manufacturing Majestic radio receivers at that time, to contact the University in 1929 with the result that a joint

[^13]research project was established, whose purpose was the development of a television receiver employing a cathode-ray tube for scanning and display.

In retrospect it may seem odd that the use of the cathode-ray tube for display of television images was so late in arriving on the scene of system development because basically it is a comparatively old device in the field of electronies. Developed originally by Braun ${ }^{6}$ in 1897 the tube employed a cold cathode, and deflection of the ion beam was accomplished by the use of magnetic fields. Since modern high-vacuum terhniques were virtually unknown at that time, the envelope contained air at low pressure. In its early form the cathoderay tube fell far short of the requirements of the television system. It remained for subsequent improvements, such as the introduction of the coated, thermionic cathode developed by Wehnelt in 1905, better evacuation and manufacturing techniques, and improved phosphors, to make the tube of use in telerision.

Under the aegis of the Cirigshy-Cirunow-l’urdue agreement, work went forward in the development of the receiver. In its early form, a cathode-ray tube employing electrostatic deflection of the beam was used and continual pumping of the envelope was required to


Fig. 3-6. Change-of-velocity modulated cathode-ray tube.
maintain a vacuum. Essentially the reproducing system was quite similar to that of the present day with the prime difference in the manner of applying the video information to the cathode-ray tube. In addition to the conventional elements of electron gun and fluorescent screen, the early Purdue tube incorporated a fine mesh of

[^14]nickel gauze just behind the phosphor. Application of the video voltage to this screen caused a change in velocity of the electrons in the beam at their point of impact on the phosphor. Since the excitation and intensity of glow of the phosphor are dependent upon the kinetic energy of the impinging particles, the video voltage could thus control the light output from the fluorescent screen. Deflection of the scanning beam was accomplished by the application of suitable deflection voltages, generated in grid glow tube oscillators, to the pairs of deflection plates.

At about the same time steps were taken to develop an all-electronic pickup device for test purposes which pointed the way to an entirely electronic system as contrasted to the prototype systems, which relied upon a rotating disk or drum to carry out the scanning process.

The pickup tube developed was a static image generator in that it was capable of generating only a single pattern of a silhouette form. Thus, although it was not a television "camera" in the usual sense, it did provide a satisfactory test signal and pointed the way to the later development of more modern static image generators, such as the monoscope. This image generator was simple in both construction and principle of operation. A metal silhouette cut from sheet metal was mounted in an evacuated envelope so that it could be scanned by an electron beam. Behind the silhouette was a collecting plate, which caught those electrons which passed by or through holes in the silhouette. The output was the current obtained from this collecting electrode. Pending the construction of a radio transmitter for test purposes, the system was operated as a closed one, using wires to connect the image generator and cathode-ray tube.

During the next three-year interval further research was conducted to improve the cathode-ray tube, which finally resulted in a glass envelope tube with an artificial phosphor screen and which employed the now standard method of controlling the screen brightness of applying the video signal to a control grid mounted in the electron-gun assembly.

A receiver incorporating this new playback tube and a Nipkow disk scanner pickup system served the basis of several "on the air" transmitter tests which, at that time, were considered satisfactory and which provided reception at distances up to 150 miles.

In 1934 support of and patent rights for the Purdue project were secured by the Radio Corporation of America. This brought together
strong forces for the development of a practical all-electronic system for, as we have seen, the research organization of RC'A Victor had been doing parallel work on a system based on the cathode-ray tube. ${ }^{7,8}$ At the same time a number of systems for scanning moving picture film were developed. 9.10

The year 1934 also saw the development of the image dissector and the iconoscope, both of which incorporated electronic scanning of some sort and the electro-optical transducer into a single unit or camera tube. Subsequent developments along this line have resulted in the image iconoscope (1938), the orthiconoscope (1939), and the image orthiconoscope (1946). All these tubes use a moving electron beam as the scanning element.
Thus we see that the assumption of electronic scanning which was used in the last chapter is perfectly general: scanning is accomplished at both ends of the system by deflecting a beam of electrons. Since this concept is basic in modern television systems, we next investigate the means available for causing this deflection.

## ELECTRONIC SCANNING

An electron beam such as used in the various cathode-ray devices common to television requires motion in three mutually perpendicular directions. For example, in the kinescope any beam electron must move first from gun to screen, and then must be capable of being deflected either up and down or horizontally across the screen to produce the scan pattern. Thus we must consider means of accomplishing these different types of motions. In general two fields are required, one to produce the toward-screen motion, and the second to produce the across-screen motion. Three types of combinations of fields are used for this: ${ }^{11}$ (a) two normal electric fields, (b) two normal magnetic fields, and (c) two parallel fields, one magnetic and one electric. We now proceed to derive the relationships between beam deflection and fields for these combinations.

[^15]
## 3-3. Electrostatic Focus and Deflection

In Fig. 3-7 an electron, free to move under the accelerating field due to $E$, is shown between two plates. Since the electron is free to move, it will eventually arrive at the plate of higher potential with potential energy $E \varepsilon$. By the law of the conservation of energy it must be true that on impact its potential energy is converted into kinetic energy. Thus,
or

$$
\begin{align*}
\frac{1}{2} m v_{0}^{2} & =E \varepsilon \quad \text { (rationalized M.K.S. units) } \\
v_{0} & =\sqrt{\frac{2 E \varepsilon}{m}} \tag{3-1}
\end{align*}
$$

where

$$
\varepsilon=\text { electronic charge }
$$

$$
=16 \times 10^{-20} \text { coulomb }
$$

and $\quad m=$ electronic rest mass

$$
=9.03 \times 10^{-31} \text { kilogram }
$$

Thus the final velocity, $v_{0}$, of the electron is proportional to the square root of the accelerating voltage $E$.


Fig. 3-7. An electron is free to move between two plates.


Fig. 3-8. The basic cathode-ray tube. The beam electrons maintain a constant axial velocity $v_{0}$ in the region to the right of the vertical dotted line.

Now in the cathode-ray tube the parallel plates of Fig. 3-7 are replaced by an electron gun and an anode consisting of a conducting coating inside the envelope at the end away from the gun (Fig. 3-8). Assuming the coating to have zero resistance it is an equipotential surface and, in fact, the whole region to the right of the dotted line and interior to the bulb is at constant potentiai and corresponds to the
"plate" of the previous figure. Thus an electron arrives in that region with an axial velocity $r_{0}$ given by (3-1) and further maintains that axial velocity throughout that entire region.

In its practical form the cathode-ray tube employs a steady beam of electrons in place of the single electron just discussed. In fact, it is this electron beam which causes the fluorescent screen on the tube face to give off light at the point of impact. We have already seen in the last chapter that the cross-sectional area of this beam should be as small as possible because it serves as the scanning aperture whose size determines to a large degree the reproduction of detail in the final image. Our immediate problem, then, is to consider by what means the electrons that are emitted from the thermionic cathode in the CRTT may be focused so that they converge into a small spot at the fluorescent screen. In accomplishing this, use is made of the fact that the paths of electrons passing through electrostatic or magnetostatic fields are bent in a manner quite similar to that in which light rays are refracted when they pass through regions of different refracting index. As a matter of fact, Snell's law of optics may be carried over in modified form to give a corresponding equation in electron optics. The analogy between the two forms is illustrated in Fig. 3-9. ${ }^{12}$ Comparison of the two examples in the figure shows


Fig. 3-9. A close analogy exists between optics and electron optics. (a) Optical path in optics. (b) Electron trajectory in electron optics.

[^16]that the square root of voltage may be interpreted as the index of refraction in electron optics.

It follows more or less directly from sinell's law that the path of an electron in an electrostatic field may be traced point by point if the field configuration is known, say, in terms of the equipotential lines. Although the application of this technigue is beyond the scope of our work, we may state the results, which are of importance here: By use of a suitable electrostatic field the electrons that leave the cathode in a cathode-ray tube may be forused into a small spot at their point of impact on the fluorescent screen. In this process, the electrostatic field may be made to serve as an electron lens. Let us see how this might be accomptished in a typical ('RT'.

The several parts of the electron gun are illustrated in Fig. 3-10, where the equipotential lines resulting from the applied voltages and electrode geometry are shown. Two lenses are provided, one by the control grid and first anode, and the second by the two anodes. The former serves to focus those electrons which leave the cathode in the direction of the defining aperture in the grid onto the crossover point, which is labeled $x$ in the diagram. Notice, then, that a much greater constriction of the beam is obtained than if the defining aperture served only as a physical stop. The net result is that the crossover point, which is very small, serves as a virtual point source of electrons, which then enter the second lens. There the electric field bends the electron trajectories so that an image of the crossover point appears at the fluorescent screen; that is, the electron lens


Fig. 3-10. Fhere restatio focusing in a cathode-ray tube: $x$ represents the crossover peint.
focuses the crossover point onto the screen. In this mamer the electrons that leave the cathode are made to arrive at the sereen as a beam of very small cross-sectional area. In a typical case the diameter of the beam at the point of focus may be as small as 0.1 millimeter or less, since the shape of the forusing field may be varied by controlling the voltage on the first anote, that voltage is generally. made variable hy returning it to a potentiometer, the forus control, in the high-voltage bleeder system.

The focusing system just described utilizes the bending action of an electrostatio field and hence is termed electrostatic focusing. Its adrantages are that it draws no power (few, if any, electrons reach the first anoke) from the high-voltage supply, and that the lens system itself is contained within the cathode-ray tube envelope. Its chief disadrantage is that the lens size is small and not capable of providing as fine a spot on the fluorescent screen as does the magnetic system of focusing, which is described later in the chapter. In current practice electrostatic forusing is confined to cathomeray tubes up to 7 -in., or occasionally a 10-in., size and is not used in the larger picture or television camera tubes.

Since we have seen how the electrons are formed into a narrow beam in the CR'T, we must now consider how that beam is made to move arross the face of the tube in the prescribed scanning pattern. It must be stated that after focusing in the electron gun the electrons enter the constant potential region which is provided by the aquadag roating on the tube envelope. In this region the electrons have a constant axial component of velocity $c_{0}$. If, now, the beam be made to pass between a pair of deflecting plates, such as shown in Fig. 3-8,


Fig. 3-11. Electrostatio deflection.
it may be defiected normal to the direction of $n_{0}$ by a deficeting voltage I' across the plates. We shall now derive the equation which relates the beam deffection to the deflecting voltage. An enlarged view of the deflecting system is shown in Fig. 3-11.
Since $r_{0}$ remains constant, the time of fight, $t$. during which an electron remains between the plates is

$$
\begin{equation*}
t=\frac{l}{r_{0}} \tag{3-2}
\end{equation*}
$$

Assuming a uniform field hetween the deflecting plates and neglecting fringing effects, the field intensity normal to the plates is

$$
\begin{equation*}
\varepsilon=\frac{V}{d} \tag{3-3}
\end{equation*}
$$

and the normal fore on an dectron is given by

$$
f=\varepsilon \varepsilon=\frac{\Gamma \varepsilon}{d}=m a
$$

The normal acceleration is

$$
\begin{equation*}
a=\frac{\Gamma \varepsilon}{m!d} \tag{3-4}
\end{equation*}
$$

Then, integrating, $\quad r_{\delta}=$ normal velocity at time $t$

$$
\begin{equation*}
=a t=\frac{l \varepsilon}{m d} \frac{l}{r_{0}} \tag{3-5}
\end{equation*}
$$

and $\quad \delta=$ vertical deflection from axis at time $t$

$$
\begin{equation*}
=\frac{1}{2} a t^{2}=\frac{V \varepsilon l^{2}}{2 m \| l_{0}^{2}} \tag{3-6}
\end{equation*}
$$

Once the electron has passed bevond the edges of the deflecting plates, it is subject to no accelerating forces and, hence, moves with a constant velocity, which is the resultant of the two velucity components $r_{\delta}$ and $r_{0}$ both of which are constant. Thus,

$$
\begin{equation*}
\tan \alpha=\frac{r_{0}}{r_{n}}=\frac{\Gamma \varepsilon l}{m / 1 r_{n}^{2}} \tag{3-7}
\end{equation*}
$$

('omparison of (3-6) and (3-7) reveals that the angle of deffection is also given by

$$
\begin{equation*}
\tan \alpha=\frac{\partial}{1 / 2} \tag{3-8}
\end{equation*}
$$

This last equation is important for it shows that the actual parabolic path of the deflected electron may be considered to be replaced by a path that continues in the direction of $r_{0}$ until the center of the plates is reached, and then undergoes an abrupt change of direction by an angle $\alpha$. 'This equivalent clectron path is shown by the dashed line in Fig. 3-11.

Then. continuing the derivation-for we wish to relate the total deflection $l$ ) to the deflecting voltage $l$-we have:

$$
\begin{align*}
D & =\text { deflection on sereen corresponding to angular deflection of } \alpha \\
& =y \tan \alpha \tag{3-9}
\end{align*}
$$

and substituting from (3-1) we get

$$
\begin{equation*}
D=\frac{l y}{2 d} \frac{1}{E} \tag{3-10}
\end{equation*}
$$

We may illustrate the use of eq. (3-10) with the following example: The dimensions of a certain cathode-ray tube are

$$
\begin{array}{rlrl}
l & =2 \mathrm{~cm} & y & =20 \mathrm{~cm} \\
d & =1 \mathrm{~cm} & E & =1 \mathrm{kv}
\end{array}
$$

Then the voltage required to produce a deflection of 5 centimeters will be

$$
l^{\cdot}=\frac{2 d D E}{l y}=2\left(\frac{1}{2}\right)\left(\frac{5}{20}\right) 10^{3}=250 \text { volts. }
$$

Further alculation will show that the maximum deflection which may be obtained in this tube without a change in accelerating voltage is 10 cm . which corresponds to a deflecting voltage of 500 volts. If the deflecting voltage is increased above this value, the deflection angle $\alpha$ will exceed $26.5^{\circ}=\arctan \left(\frac{d}{2} / \frac{l}{2}\right)$ and the electron beam will hit the deflecting plates. 'This illustrates one of the limitations on deflection angle in the electrostatic ('R'T: for a given deflecting voltage, 1 , the deflection is inversely proportional to the interplate spacing. $d$. It secms desirable, then. to make this spacing as small as possible but, of course. this is incompatible with large values of $\alpha$, for if the electrons are to reach the phosphor, they must not hit the deflecting plater. 'This condition is remedied in practice by either putting a sharp bend in the plates or by giving them a gradual flare. In either case the deflertion equations above must be modified by


Fig. 3-12. Detail of the furved plates used in electrostatie deffertion. (Courtexy of Allow B. Da Mont Laboratoriers, Inc.)
smitable fareors. ${ }^{12}$ hut in any rase the deflection remains directly proportional to $\mathrm{I}^{\circ}$, the deflecting voltage arooss the defleeting plates.

Since in any given CRT the physical dimensions remain eonstant. it is the usual practice (o arrange e(f. $1: 2-10$ ) in the following manner:

$$
\begin{equation*}
\frac{1)}{1}=\left(\frac{l y}{2 d}\right) \frac{1}{1} \tag{:3-11}
\end{equation*}
$$

Where $/ / / I$ is termed the dofleetion sensitivity and which may be expressed in millimetors per volt. It may be seen from the last

[^17]equation that the deflection sensitivity will be constant for a given tube operating at a fixed value of accelerating roltage. $E$. Furthermore since the deffection sensitivity may be determined experimentally, it gives an easy way of handling the cases where bent of flared doflection phates are used. In recent vears there has been an industry-wide trend to replace the defleretion sensitivity of ex. (3-11) by its reciprocal $V^{\circ} / D$. the deflection factor. 'lhis factor is generally expressed in volts per inch. Values of these quantities for three typical television rathole-ray tubes of the electrostatic type are given in Table 3 . 1 . Two sets of deflecting plates at right angles to each other are usmally provided in cathoderay tubes so that deflections in both the horizontal and vertical directions maty be obtaned. Since one set is generally nearer the tube face than the other, the dimension !/ is different for the two. In the table values are given for the set nearer the fluorescent soreen.

TABLI: :3-1


| Typ | Appros. swrem size. in. | Acrelarating voltage. volts | $\begin{gathered} 1 / 1 \\ \mathrm{~mm} / \mathrm{volt} \end{gathered}$ | 111. volt/in!. |
| :---: | :---: | :---: | :---: | :---: |
| 513P4 | 5 | 1:00) | 0.4) | 57 |
| 7.1P4 | 7 | (6)00 | 0.94 | 27 |
| 1011P4 | 10 | .000 | 0.204 | 100 |

We may summarize electrostatic deflection as follows: For a constant acelerating potential, the deflection of the electron beem is direetly proportional to the deflecting voltage and is at right angles to the plane of the defleceting plates. Therefore, if the beam is to trace out a definite pattern on the fluorescent sereen, the defleeting voltage must vary and, further, its shape must be the same as that of the desired defleetion. Another fact which will be of importance in a later discussion of ion spot may be seen directly from ef(. (3 10) ; the total deflection is independent of $m$ and $\varepsilon$, the mass and change, respectively, of the deffeeted particles.

## 3-4. Magnetic Focus and Deflection

In the last seetion we saw that the electron beam in a cathoderay tube may be formsed and deflected by means of electric fiedds, ln
the present section we shall consider how the same results may be accomplished with magnetic fields. We shall first discuss magnetic forcusing.

The need for magnetic fornsing has already been stated: the electrostatic method gives a larger spot on the fluorescent screen of the ('R'T. The reason for this is that both types of lenses exhibit spherical aberration, that is, those electrons which approach the lens on trajectorices that are inclined at a large angle relative to the axis of the tube are not bent sufficiently to return to a common focal point with electrons which remain near the tube axis. Thus there is a scattering of electrons about the focal point, and the resulting spot of impact is larger than it should be. One means of overcoming this form of aberration is to use a larger lens field so that all of the beam electrons remain in a relatively small portion of the field. This remedy is difficult to apply in the electrostatic case because, as we have seen, the lens electrodes lie within the envelope of the ('RT neck. With magnetic focusing, on the other hand, the magnetostatic focusing field is produced by a coil or permanent magnet, which may be exterior to the tube envelope, and a similar limitation on size is not present. We may add parenthetically that the use of the external magnetic forus and deflection system also eliminates the need for the clectrostatic deflection plates, and a CRT with a smaller tube neck diameter may be utilized. Then in the magnetic case superior focusing is obtained primarily because the lens size is increased.

In order to study how magnetostatic forusing takes place we shall investigate the system shown in Fig. 3-13a. That system uses a short forusing coil. ${ }^{14}$ The coil is formed of several turns of wire on a soft-iron ring which has an annular air gap. The upper part of the coil is surrounded by a magnetic shield so that opposite sides of the ring on either side of the air gap serve as pole faces. The general shape of the magnetic; field which results; when direct current flows through the coil is illustrated in the figure.

Whereas equations giving the focal length of such a lens may be

[^18]

Fig. 3-13. (a) Magnotostatic forusing. (b) Detail of a PleM forus roil.
derived, subject to a number of simplifying assumptions, ${ }^{15}$ we shall merely describe the physical action which takes place in the focusing field. Any electron which enters the field in such a direetion that it crosses the lines of flux is subjert to a bending action whose direction may be determined by the lefthand motor ruke. It may be shown that such an electron is subject to a fore that catuses it to follow a spiral path. This path will cause the electron to be directed toward the focal point as it leaves the magnetic field. It is by this means that the focusing action takes place.

A more rigorous analysis shows that, for a given accelerating voltage, the foral length is proportional to the squate of the current in the focus eoil and so is independent of the direction in which that current flows. It follows at once that focus control may be obtained by varying the current through the eoil. It is common practice, however, to use this method for fine control only, coarse control being

[^19]obtained by adjusting the position of the focus coil along the neck of the CRT. In typical forus coils for $10-1016$-in. tubes the winding resistance is approximately 475 ohms and the direct current required ranges from is to 200 milliamperes, the exact value being dependent upon the arcelerating voltage that is applied to the tube. It will be realized that the voltage drop across such a coil is small and that it may be energized from a tap on the low-voltage supply of equipment.

Some saving of focusing power may be had by making a composite focus coil which utilizes a permanent magnet as well as an electromagnet to produce the required field. The construction of a coil of this type, which is commonly designated as a PEAI coil, is shown in lig. 13-13 $h^{16}$

The use of an external magnetostatic focusing field eliminates the need for the electrostatic focus system in the CRT and an electrongun structure different from that previously described may be used. Present practice utilizes a tetrole structure, which consists of a cathode, control grid, screen grid, and anode, the latter three being axial cylinders of the same diameter. As in the electrostatic tube shown in Fig. 3-10, the anode is connected to the aquadag coating on the inner surface of the tube envelope.

For the sake of completeness it should be stated that it is not necessary to use magnetostatic focusing in the tuhes which employ magnetic defiection of the electron beam. In fact the !)-in. cathoderay tuhes used in prewar television equipment generally used electrostatic focusing with magnetic deflection. Postwar practice, however, is to use magnetic focusing in the larger tubes, which employ magnetic deflection of the beam, because of the superior performance it affords.

Since we have discussed means for focusing the electron beam into a fine spot on the CRT screen, we are now in a position to consider the second method of deflecting the electron beam, the method in which a magnetic deflecting field is used. loo the purposes of the present discussion we will assume this field to be uniform and restricted to a definite region of length $l$ as shown in lig. 3-14. We further assume that the direction of the field is out of the page as indicated. The placement of electron gun and anode is the same

[^20]

Fig. 3-14. Magnetic deflection.
as that shown in Fig. 3-8, only in this case the deffecting electric field applied across the deflecting plates is replaced by the uniform magnetic field. Application of Fleming's left-hand motor rule (remember that conventional current flow is in the direction opposite to that of the electron motion) shows that the deflection will be upward in the diagram. We may now derive the relationship for $D$, the screen deflection.

As in the previous case the electron maintains a constant axial velocity, $v_{0}$, given by (3-1).

Let
$H=$ field intensity, anperes/meter
$B=$ flux density, webers/neter ${ }^{2}$
$\mu_{0}=$ permeability of space $=4 \pi \times 10^{-7}$ kilogram-meter/coulomb ${ }^{2}$
Now the force on the electron resulting from the magnetic field is normal to the direction of $r_{0}$ and causes the electron to move in a circular path with radius of curvature $\rho$. The force due to this field may be calculated by Ampere's law

$$
\begin{equation*}
f=B \varepsilon r_{0}=\mu_{l} H \varepsilon r_{0} \tag{3-12}
\end{equation*}
$$

and this must be equal to the centrifugal force

Thus,

$$
\begin{align*}
& f=\frac{m r_{0}^{2}}{\rho}  \tag{3-1:3}\\
& \rho=\frac{m r_{0}}{\mu_{0} H \varepsilon} \tag{3-14}
\end{align*}
$$

Now since the direction of electron motion at any point on the path is always normal to the radius vector from the center of curvature to that point, it follows that the radius vector swings through an angle $\alpha$ equal to the change in path directions of the electron on entering and leaving the magnetic field. Then from the diagram it may the seen that

$$
\begin{equation*}
\sin \alpha=\frac{l}{\rho} \tag{3-15}
\end{equation*}
$$

It should be noticed that, in general, the point $a$ does not lie midway between the boundaries of the magnetic field. Thus,

$$
\begin{align*}
D= & (y-\overline{o a}) \tan \alpha \\
= & \frac{(y-\overline{o a})^{l} \stackrel{\rho}{\rho}}{\sqrt{1-\left(\frac{l}{\rho}\right)^{2}}} \tag{3-16}
\end{align*}
$$

If now the expression for $\rho$ be substituted in (3-16), a rather formidable aquation results which is difficult to interpret. If, however, the angle of deflection be sufficiently small, we may assume

$$
\text { that } \quad \alpha=\sin \alpha=\tan \alpha
$$

and further, since $l$ is small compared to $y$

$$
y-\overline{o a} \approx y
$$

and the approximate equation results:

$$
\begin{equation*}
D \approx y l \mu_{0} / I \sqrt{\frac{\varepsilon}{2 E^{\prime} m}} \tag{3-17}
\end{equation*}
$$

Substituting for $\varepsilon$ and $/$ for the electron in M.K.S. unit $\sim$ we get

$$
\begin{equation*}
I) \approx 4 \pi(0.0297) \frac{y l H}{\sqrt{E}} \tag{3-18}
\end{equation*}
$$

where the units of $I /$ atre amperes/meter. the units of $l$. . 1 . and $l$
are meters and the units of $E$ are volts. Hence it may be seen that in magnetie deflection the total sereen deflection is proportional to $H$, the field intensity, provided that the deflection angle is small. Again the second direction of deflection required by the scan may be obtained by using another magnetic field normal to that described above, and the same deflection equations obtain.

At this point it might be well to check the range of $\alpha$, for which the approximation of eq. (3-18) is valid. The procedure using the exact forms would be to determine $\sin \alpha$ from (3-15) and then find $\tan \alpha$ from the tables, whereas in the approximate form the calculated value of the sine is assumed equal to the tangent. Hence, the per cent error involved in the approximation is

$$
\left(\frac{\tan \alpha-\sin \alpha}{\tan \alpha}\right) 100 \%=(1-\cos \alpha) 100 \%
$$

The following data may be obtained from any set of mathematical tables:

| Sin $\alpha$ | Tan $\alpha$ | \% Frror | Approx, $\alpha^{2}$ |
| :--- | :---: | :---: | :---: |
| 0.343 | 0.3165 | 3.3 | 20 |
| 0.371 | 0.399 | 7.0 | 29 |
| 0.426 | 0.471 | 9.6 | 25 |
| 0.497 | 0.573 | 13.3 | 30 |

Thus the approximation is good within 10 per cent for a deflection of $25^{\circ}$. This is convenient, for several postwar wide-angle cathoderay tubes use a peak-to-peak angular deflection of about $50^{\circ}$, which corresponds to an $\alpha$ of $25^{\circ}$. Since in all cases $\sin \alpha<\tan \alpha$, the deflection calculated from (3-18) will be conservative, i.e., it will be less than the actual deflection predieted by the exact equations.

In magnetie deflection the required magnetic field is established by causing current to flow through the coils of a deflection yoke, which is slipped over the neck of the cathode-ray tube and whose geometry is such that a uniform magnetic field is produced in the deflection region. Such a yoke of simple form is shown in lig. 3-15. Assuming for a moment that the field produced in the cathode-ray tube by the yoke is perfectly homogeneous and square in cross section, we may derive a relationship between $I$, the total deffection, and $I$, the deflection current flowing through the yoke windings. Let: $N$ be the total number of turns, and $h$ the height of the field in meters. Then


Fig. 3-15. Simple yoke for magnetic deflection.

$$
\begin{equation*}
H=\frac{N I}{h} \tag{3-19}
\end{equation*}
$$

and substitution into (3-18) yields

$$
\begin{align*}
D & =\frac{4 \pi(0.0297) y l}{\sqrt{E}} \frac{N I}{h} \\
& =0.373 \frac{y l}{h} \frac{N I}{\sqrt{E}} \tag{3-20}
\end{align*}
$$

It can be seen, therefore, that under the conditions assumed, the total screen deflection is directly proportional to the deflecting current. Therefore, in magnetic deflection the deflecting current must have the same shape as that of the required deflection. Let us use eq. (3-20) to find the number of ampere turns required to produce the scanning raster in a loPP4 magnetic deflection tube. The width of the scanning lines is to be 8 in. so that the complete raster of standard aspect ratio will fit on the face of the 10 -in. ('lर'T. The deflection yoke is 5 centimeters long and produces a field of height 5 centimeters. The yoke is centered on the neck of the tube at a point 9.5 in . from the fluorescent sereen. The anode accelerating voltage is 8 kilovolts.

Our equation is derived on the basis of an angular deflection, $\alpha$, away from the center of the soreon. Thus a current which increases to a maximum and then reverses direction to the same value in the opposite direction is required. Thus, if we let $D$ equal the line width of 8 in . NI will be the peak-to-peak value of the ampere turns. Then, by substituting into (3-20), we have

$$
\begin{align*}
N I & =\frac{\sqrt{E} h I)}{0.37: 3 l y}=\frac{\sqrt{8000}}{0.373}\left(\frac{5}{5}\right)\left(\frac{8}{9.5}\right) \\
& =201 \text { ampere turns, prak-to-peak }
\end{align*}
$$

Notiere that the units of $h$ and $l$, and of $l$ ) and ! cancel: henee they noed not be converted to meters.

Now as a practical matter the simple deflection yoke of l.ig. 3-1.5 does not produce a homogeneous mametic fied as assumed. This condition may be remedied, however, by eliminating the iron core completely and by using instead an air-core coil whose windings are


Fig. 3-16. A trpieal television defleetion roke. (a) The sereen end of the flatwound coil is bent up ? (b) The flat eoil is bent into shape around a mandrol. (r) The complete yoke, showing the horizontal and vertimal deffertion coils in place. (Courtesy of Radio (orporation of America.)
shaped in a particular fashion. In practice a pair of distributed winding coils are bent into a cylindrical shape and a good approximation to the uniform field may be obtained. ${ }^{17,18}$

The manufacture of such a coil is not too difficult. Each coil of the pair is formed, in the flat, on a wiring board, and after taping, is bent around a mandrel to the required shape. Generally the coil ends toward the screen are bent up $90^{\circ}$ from the axis of the tube to extend the field slightly in that direction. The chief steps in forming such a coil are shown in Fig. 3-16. The complete yoke, comprising two coil pairs at right angles (one pair for each deflection direction. vertical and horizontal), is mounted on an insulating form and surrounded by a sleeve of high permeability metal, which serves as a magnetic shield. ${ }^{19}$ The manufacturing procedure of a deflection yoke which has just been described is primarily used at the present time for fabricating experimental coils only. Once the final design of a yoke has been established, the separate coils are machine-wound on dies so that they are preformed to approximately the correct shape. The final forming is carried out in a press. This latter method is much more suitable for modern production methods and lowers the unit cost of a yoke by an appreciable factor.

## 3-5. Comparison of Electrostatic and Magnetic Deflection

Some interesting points of comparison between the two deflection systems described may be made by reference to eq. (3-10) and (3-20). To illustrate one point having to do with accelerating voltage effects, these may be written as

Electrostatic Deflection

$$
\begin{equation*}
D=K_{1} \frac{V}{E} \tag{3-22}
\end{equation*}
$$

Magnetic Deflection

$$
\begin{equation*}
D \approx K_{2} \frac{I}{\sqrt{E}} \tag{3-23}
\end{equation*}
$$

where $E$ is the cathode-anode accelerating voltage, $V$ the deflecting voltage, and $I$ the deflecting current.

[^21]Now in a rathoderay tube both the sereen brilliance and beam size are related to the acelerating voltage and both require a value of arcelerating voltage ranging upwards from 5 to 15 kilovolts depending upon the tube size and type of service. Reference to the above equations indicates that as $E$ is raised, $l^{\prime}$ must increase in direct proportion for electrostatic deflection to maintain a given screen deffection. Wraluation of the constant $K_{1}$ for typical cathode-pay tubes shows, for tubes having sereen diameters groater than about 7 in., that values of deflecting voltage are required that are higher than may be conveniently generated with recoiving-type tubes.

In magnetic deflection tubes, however, the values of deflecting current required for tubes up to 20 in. in dianmeter may be obtained with relatively small beam power tubes. In consequence the 7 -in. tubes have come to be a transition size for electromagnetic and electrostatic deflection. Thus we find that tubes smaller than 7 in . tend toward electrostatic deflection, whereas the larger tubes use magnetic deflection almost exclusively. In the 7 -in. size both types are available, the 7 EP 4 being representative of the former type, and the 7 DP 4 of the latter.

In the postwar development of television recoivers, emphasis has been on tubes having screen diameters of 10 in . or greater; hence, emphasis has been on the design of better and more efficient magnetic deffection systems and components. This subject is covered in some detail in the next chapter.

Another comparison may be made between the two types of deflection relative to the presence of the so-ralled "ion spot" or "negative ion blemish." ${ }^{20}$ In this regard it is mfortumate that in the completed cathode-ray tube negative ions, other than elections, are present. Various experiments tend to indicate that oxygen and chlorine ions, $\mathrm{O}_{2}^{-}$and ( ${ }^{-}$- predominate in this category. The origin of these ions in the tube has been the subject of considerable research, and various theories have been postulated concerning this. Bowie suggests that the following three mechanisms are involved: (1) direct emission of the ions by the cathode, (2) secondary emission of the negative ions resulting from positive ion bombardment of the grid and cathode, and (3) formation of the ions by beam electrons attaching themselves to the appropriate molecules present within the tube envelope.

[^22]Why the presence of these ions is a source of trouble in magnetic deflection may be seen from ef. (3-17). In this case the deflection of any charged particle depends on its charge-to-mass ratio. $\varepsilon / \mathrm{m}$. Hence any ion of charge-to-mass ratio different from that of the electron will be deflected by the magnetic field through a different angle than will be the electrons. Thus the sean pattern for the ions differs from that of the electrons. The final visible effect of the ions on the CRT' serren will depend upon the type of forusing used in the tube. In electrostatic focusing as in electrostatic deflection, the forusing properties are independent of the $\varepsilon / m$ ratio of the beam particle; hence the ions as well as the electrons are focused onto a small spot on the fluorescent sereen. Since the heary ions suffer negligible deflection in the magnetie deflecting field. they continuousty strike a small spot at the center of the tube face and actually burn or poison the sereen at the point of impact so that it no longer gives off light. As viewed on the sereen the ion blemish appears ats a small,


Fig. 3-17. The appearance of ion spot on the face of a cathoderay tube that employs electrostatio foedes and magnetic deflection, The ion spot is the small, dark circular area over the subject's left evorow. (Courtesy of Sylvania L:Mectric Prochuts, Inc.)
stationary, brown spot. An example of this for the conditions just cited, that is electrostatic focus and magnetic deflection, is shown in Fig. 3-17.

The ion spot appears as a larger brown spot about 1 in . in diameter when magnetostatic forusing is used with magnetic deflection. The reason for the larger spot size under these conditions is that the heary ions are relatively unafiected by the magnetostatic focusing field and so arrive at the screen in a larger, unfocused region.

The presence of either of these forms of ion blemish may he rery annoying to the television viewer. Not only does it cause severe degradation of the picture detail near the sercen center, but also if the camera is scanned horizontally across a scene, the ion spot exhibits the objectionable property of apparently moving in the opposite direction.

Apparently the formation of ion spot may be reduced by closer control in the manufacturing of the tubes. The resulting increase in cost because of more rejects has made more direct corrective methods attractive. Three methods of attack on the problem have been used. Jirst, it has been found experimentally that blemish effects tend to decrease with increasing accelerating voltage and are practically negligible on sulfide-type screens at 12 to 15 kilovolts. The majority of receivers at the time of writing however, use high voltages limited to about 9 or 10 kilovolts which is below the threshold value. Thus other cures are indicated.

Secondly, attempts to reduce the blemish have been made by backing the fluorescent screen with a thin metal coating. ${ }^{\text {.1 }}$ While this type of screen backing was developed primarily to increase screen brilliance, it nevertheless is of aid in the present problen, for it has been demonstrated that the depth of penetration into a substance of a moving particle is inversely proportional to the particle mass. Thus the massy ions are impeded from reaching the phosphor by the metal backing coat. Obviously the coating must be limited in thickness so that it remains pervious to the electrons. Thus the metal-backed screen does not eliminate the problem but only ameliorates it.

The third approach involves the use of an ion trap, whose function is to introduce an auxiliary bend in the beam path to prevent the

[^23]massy ions from rearhing the fluorescent screen. One of the earliest forms of ion trapping, aceording to Bowie, employed the simple expedient of bending the envelope proper of the cathode-ray tube. This is illustrated in Fig. 3-18. A d-e hiasing field is produced by a direct current of the proper magnitude in the deflection yoke. This trap field is of sufficient strength to hend the electrons around toward the screen, but the path of the massy ions remains unaffected and they hit the edge of the screen outside the picture boundaries.


Fig. 3-18. An early ion-trap tube. The heavy ions are unaffected by the deflection fied and hit the fluoreseent serem outside of the picture area. (Courtosy of Proc. IRE.)

Although this simple construction performs the ion-trap function satisfactorily, it nevertheless results in a cumbersome tube. But once a principle is established, improvement needs only time.

In some of the later prewar Philco sets, the same principle was used, but the electron gun rather than the tube was bent. Postwar trends have been toward a design that bends the gun electrically rather than mechanically by proper shaping of the electrodes and electric fields. In either case a separate field provided by an ion-trap magnet is required. This may be furnished by either a permanent-magnet or an electromagnet. Two typieal systems, employing these variations,


Fig. 3-19. . I bent-gun ion trap. (Courtesy of Proc. /RE:)
are shown in Iיigs. 3-19 and 3-20. The latter diagram illustrates the gun and trap structure used in the popular 10BP4, which has proved to be the tube around which the majority of television receivers produced in the period 1946 to 1949 were designed.


Fig. 3-20. The gun structure of the ion trap emploved in the 1.)BP4 rathoto-ray tube. (Courtesy of Proc. IRE.)

In the interests of completeness the two types of deflection should also be compared as to focusing defects and the like, but these are problems more closely related to electron optics and will not be discussed here. They are adequately covered in the literature. ${ }^{22}$

## SCANNING GEOMETRY

In the last section it was shown that in a cathorle-ray tube the beam deflection is proportional to the deffecting voltage or current, depending upon the particular type of deflecting system being used. Furthermore, in Chapter 2 the scanning pattern was standardized. It remains, then, to determine what shape of deflecting voltage (or current) is required to cause the electron beam to trace out this preseribed pattern. Since two directions in the sean are involved, these may be obtained by two pairs of mutually perpendicular fields as previously described. Hence, as a matter of convenience we may resolve the motion of the deflected spot as it traces out the standard scan pattern into horizontal and vertical components. These, in turn, will determine the shapes of the deflecting voltages or currents. l'roceeding from the simple to the complex we first consider the geometry of a progressive scan.

[^24]
## 3-6. Progressive Scan

The scanning raster (pattern of scanning lines) required for the progressive sean is shown at the upper left in lig. 3-21. The picture is to be seanned from left to right and from top to bottom in a fixed number of lines, $n$. From the standards of the last chapter we know that these lines must be scanned at a constant speed. This requirement may be met if the horizontal deflection is of a saw-tooth form,


Fig. 3-21. Horizontal and vertical components required to produce a progressive sean pattern.
that is, if it increases linearly arross the width of the picture and then decreases to its initial value. During this latter retrace interval no picture information is to be presented so the deflection may be of any convenient form. Now if only this horizontal deffection be imparted to the electron beam, the beam will continue to sean along a single line, retracing it over and over again. ('learly a vertical deflection component is also recuired in order to spread the several lines over the picture area in the vertical direction.

Now by definition in the progressive sean, the several lines are traced out in numerical order from top to bottom of the picture. Hence we require a vertical deflection which remains constant during the sean or trace portion of a horizontal line, then increases in the downward direction the distance of one line pitch during the line retrace interval, then remains constant during the next sean, and so
on. It may be seen at once that this vertical deflection will have to be locked in precisely with the horizontal sweep in order that the downward motion orcur only during the horizontal retrace interval, and that it will have the gemeral shape of a flight of staiss. This vertieal deflection along with its horizontal saw-tooth deflection counterpart are necessary for the proposed scaming raster and are shown in l'ig. 3-21.

We must now answer the question whether these wave forms can be reproduced in current or voltage, for we have seen that magnetire or electric deffection reduire, respectively, curvent or voltage of the same shape as the desired deflection. The horizontal component, the saw tooth, is familiar in electronies and may be generated quito readily. The staircase wave, on the other hand, presents some problems. Its shape may be produced ${ }^{23}$ but the requirement of locking its "treads" with the saw-tooth retrace is unduly combersome. Thus we seek some compromise which will simplify the vertical deflection component. IReference to Fig. $3-22$ shows that the compromise


Fig. 3-22. The modified progressivesean pattern with its saw-tonth horizontal and vortioal eompoments.
is afforded by using a second saw tooth for the vertical deflection. This substitution cases the requirements on the deflection-generating circuits, simplifies the problem of synchronizing the two components. and afferts the seaming raster only by causing a slight tilt downwad

[^25]to the right. It is this compromise progressive scan, then, which utilizes two saw-tooth deflection components, that we shall consider.

Since the two scans are integrally related as shown in diagram, we may define a number of quantities and then set up the relationships between them.

Let

$$
\left.\begin{array}{rl}
\left(\tau_{r}\right)_{r} & =\text { vertical scan interval } \\
\left(\tau_{f}\right)_{n} & =\text { vertical flyback interval } \\
V_{p} & =\text { vertical (frame) period } \\
f_{p} & =\text { frame frequency }  \tag{3-24}\\
p_{r} & =\text { vertical flyback ratio } \\
& =\frac{\left(\tau_{f}\right)_{r}}{\left(\tau_{x}\right)_{n}}
\end{array}\right\} \text { progressive scan }
$$

then

$$
\begin{equation*}
V_{p}=\frac{1}{f_{p}} \tag{3-25}
\end{equation*}
$$

It has been pointed out previously that the horizontal lines that occur during the vertical retrace cannot be used for picture data presentation and that they are blanked off from the screen by a negative pulse applied to the CIRT control grid. It can be seen, then, that a number of lines will be lost during the vertical retrace and


Fig. 3-23. The blanking signal is made wider than the retrace intruyal.
blanked intervai. We shall call these "inactive lines" and designate their number by $\pi_{i}$. The artual numior of lines which are used actively for the presentation of picture infomation, $n_{a}$, depends upon the length of time the ('R'I' grid is unblanked. Thus in Fig. 3-23, if

$$
\begin{align*}
\left(\tau_{u}\right)_{r} & =\text { vertical unblank interval } \\
\left(\tau_{b}\right)_{,} & =\text {vertical blank intorval } \\
b_{r} & =\text { vortical blanking ratio }  \tag{3-26}\\
& =\frac{\left(\tau_{b}\right)_{r}}{\left(\tau_{u}\right)_{r}}
\end{align*}
$$

Then

$$
\begin{gather*}
n_{a}=\frac{n\left(\tau_{n}\right)_{r}}{\left(\tau_{n}\right)_{r}+\left(\tau_{b}\right)_{r}}=\frac{n}{1+b_{r}}  \tag{3-27}\\
n_{i}=\frac{n b_{r}}{1+b_{r}} \tag{3-28}
\end{gather*}
$$

It may be seen that by having the blanking interval greater than the flyback interval a factor of safety is provided: picture data can be presented only on the linear portion of the sean where the requirements of constant beam velority are met. The need for distinguishing between $p_{v}$ and $b_{v}$ will become apparent when we discuss scanning generators.

For the sake of completeness, we may also wite down a similar set of definitions and equations for the horizontal sran. Thus,
Let
and

$$
\begin{aligned}
\left(\tau_{s}\right)_{h} & =\text { horizontal sean interval } \\
\left(\tau_{f}\right)_{h} & =\text { horizontal flyback interval } \\
I I & =\text { horizontal period } \\
& =\left(\tau_{*}\right)_{h}+\left(\tau_{f}\right)_{h}=\left(\tau_{s}\right)_{h}\left(1+p_{h}\right)
\end{aligned}
$$

$p_{h}=\frac{\left(\tau_{j}\right)_{h}}{\left(\tau_{*}\right)_{h}}$
then

$$
\begin{aligned}
\left(\tau_{b}\right)_{h} & =\text { horizontal blanking interval } \\
\left(\tau_{u}\right)_{h} & =\text { horizontal unblank interval } \\
b_{h} & =\text { horizontal blanking ratio } \\
& =\frac{\left(\tau_{h}\right)_{h}}{\left(\tau_{u}\right)_{h}}
\end{aligned}
$$

and note that

$$
I I=\frac{1}{n f_{p}}
$$

## 3-7. The Random Scan

In the progressive scanning pattern just discussed, the freguencies of the horizontal and vertical deflection components are integrally related through $n$, the number of scanning lines. Under this condition the lines of consecutive frames will superimpose on earh other, provided that no spurious deflections resulting from hum and pickup are present. Such a system requires that the generators for the two deflection components be rigidly synchronized and means for accomplishing this are covered in later chapters.

Under certain conditions when the deflection at both pickup and reproducing ends of the television system are fed directly from a common deflection generator, a progressive scan may be used in which the vertical and horizontal deflection generators are freerunning, no attempt being made to hold them in syuchronism. This condition makes $n$ a variable, and even though any given frame is scanned in a progressive pattern, lines of successive frames will not necessarily coincide with each other. This gives what might be termed a "random" or "helter-skelter" scan and is sometimes used in industrial television systems. The type I closed television system described in Chapter 8 is of this type.

## 3-8. Interlaced Scan

In the last chapter we saw that the interlaced system of seanning provided a means of decreasing the effect of flicker in the televised image without increasing the bandwidth of the transmitted signal. We next consider the geometry of the interlaced scanning raster in which alternate lines are scanned in sequence, each half set of lines being termed a field.

Since the horizontal deflection component is the same in both the progressive and interlaced scans, the $x$ deflection will be a saw tooth onee again. The immediate problem, then, is to find what type of $y$ deflection will produce the desired interlafing of the two fields.

As a trial answer to the problem let us assume that the frequency of the vertical scanning saw tooth is double its value in progressive scamning. Then, during one field interval or the duration of a single vertical deflection reycle, only one-half the total number of lines will be scanned but they will be spread out over the entire picture height. During the second field interval the remaining $n / 2$ lines of the frame
will be traced out. In order to interlace the lines of these two successive fields we must make certain that the lines of the second field fall midway between those of the first field. This condition will be met automatically if the second field starts at a point displaced onehalf a line interval from the starting point of the first field. This requirement, in turn, may be satisfied if $n$ is an odd number, for then the first field will end and the seeond field will begin in the middle of a line. These conditions may be understood with the help of a specific example which is shown in Fig. 3-24. In that example the total number of lines is 25 , the horizontal flyback ocepupies one-sixth of the total line interval, and the vertieal flybark has a duration of one and one-sixth line intervals. To simplify the example, the horizontal and vertieal deflections are assumed to be linear during retrace.

Before studying through the figure we must make careful distinction between the terms line "width" and line "interval" in order to asoid confusion. By line width we mean the length of the line as it appears on the seanned raster. Line interval refers to the duration of one entire horizontal line period which includes both the trace and retrace. Thus, to be accurate we should say that in interlaced seanning where an odd number of lines is used, the first field ends in the middle of a line interval (rather than in the middle of a line width) and that the serond field begins in the middle of a line interval. An extension of this idea will show that the term "line" which was used earlier in the discussion should be, more precisely, "line interval."

A second point which needs clarification is the system used for numbering the several horizontal lines and line intervals. It is conventional to number these in sequence from top to bottom as they appear in the complete raster. It follows that those lines which are associated with the first field are all odd-numbered and those with the second fiek are all even-numbered. It is convenient, therefore, to replace the terms "first field" and "serond field" by "odd field" and "even field," respectively.
let us now examine in detail Fig. 3-24a, which shows the odd field. Because of the combined effect of the $x$ and $y$ deflections the scan starts at point $A$. The horizontal trace lasts for five time units and carries the spot to point B. During the horizontal retrace of one

Fig. 3-24. The interlaced sem pattern with an odd number of lines successive fieds hegin at points separated in time hy onehalf a line interval. (a) The odd field. (b) The even field.


time unit, the spot is carried back to the left-hand edge of the pieture. point $C$, where the sean of line 3 begins. The deflection in the downward direetion is the result of the vertical saw tooth, which increases linearly in time. This action continues until finally, at $D$, in the 23rd line interval the vertical retrace begins, and the seanning spot, moves upward toward the top of the raster. Since the slope of the vertical saw tooth is greater during flyback than trace, the upward motion of the spot is faster than the downward motion.

By reference to the detail of the deffections in the diagram it may be seen that during the first thre time units of the vertical flyback, the horizontal motion is in the trace direetion, and the spot will te carried to $E$. Doring the next time unit a horizontal retrace oopurs and the spot is carried to $F$ at the left edge of the raster. . It this point line intervals 1 through $2: 3$ are completed. The suceeding three time units, which belong to the first half of the line 25 interval (remember how the lines are numbered), oceur during a horizontal trace and the spot is carried through to point $G$. At this point, which occurs at the middle of the line 25 intervel, the even field begins, the downward motion starts again, and, as may be seen from the diagram, the even lines will interlace midway between the odd lines. Interlace is accomplished.

The seamning pattern for the even field is illustrated at $b$ in the diagram. Particular note should be made of the manner in which this field ends. As may be seen from the detail of the deflections, the vertical trace ends at the end of line 22 trace, where the corresponding spot, position in the raster is $I /$. The vertical retrace interval is divided as follows: one time unit during a horizontal ret race to point $I, 5$ units to a horizontal trate to.$J$, and the remaining unit to the horizontal retraer which earries the spot to $A$, where the entire raster hegins to repeat itself for the second frame.

From this example it may be sern how the choiere of an ond number of lines that are shared equally between two identical vertical sawtooth deftections gives the desired 2 to 1 interlaced seaming raster. Sinere the duration of the odd line ( 25 in the example) is shared equally between the two fiedes, and the two vertieal deflections are identical, the two fiekls have stating points which are displaced one-half line interval apart and proper interlace ocenrs. It must be stressed that the particular vertical flybarek interval of six time mits which was used in the example is not necessaty to protuee interlateing. The
vertical retrace may begin at any point during the duration of a line, the exsential requirement being that the starting points of the two fields be spaced one-half line interval apart. This condition may be met if the number of lines is odd and if they are shared equally between two fields whose vertical deflections are identical.

An ingenious system has been developed for synchronizing the vertical and horizontal deflection generators so that these relationships are maintained. It is illustrated in block diagram in Fig. 3-25


Fig. 3-25. Block diagram of the timing unit that provides 2 to 1 interlace. Both horizontal and vertical synchronizing pulses are derived from a common oseilator operating at twice the line frequency.
where $f_{l}$ is the horizontal scanning, or line, frequency, and $f_{f}$ is the vertical scanning, or field, frequency. It may be seen that the re${ }^{\text {q }}$ uired one-half line interval relationship between fields is assured because the line and field frequencies are derived from a common source. Further details on the method of synchronization are covered in ('hapter 11.

As was the case in progressive scanning it is necessary to blank out the scaming beam during the horizontal and vertical flyback intervals in order that the pieture not be contaminated. Once again this blanking may be obtained by applying a negative square pulse of proper duration and frequency to the control grid of the CRT. In commercial practice it is usual to make the blanking pulse somewhat longer than the corresponding flyback interval to ensure that the sweep is under way before picture data are presented on the tube face. Fig. 3-26i shows the raster of our previous example as it would appear on a CRTT when appropriate blanking signals are applied.

The equations relating the various quantities in interlaced seanning may now be written.


Fig. 3-26. The final raster produced by interlaced scanning. All flyatek portions of the sweep in both the horizontal and vertical direetions have bern blanked out.

Let

$$
\begin{align*}
V^{V} & =\text { field period } \\
& =\frac{V_{p}}{2}=\left(\tau_{\cdot}\right)_{n}+\left(\tau_{J}\right)_{v}  \tag{3-30}\\
& =\frac{1}{f_{f}}=\frac{1}{2 f_{p}}
\end{align*}
$$

where $f_{f}$ is the field frequency.
With reference to the blanking intervals, for interlaced seanning $\left(\tau_{b}\right)_{v}$ and $\left(\tau_{u}\right)_{v}$ are defined for one field and only $n / 2$ lines oreur in this interval; therefore, ef. (3-25) through (3-29) apply to interlaced geometry as well. One further equation may be stated which relates the line or horizontal scanning frequency to the frame frequency, namely,

$$
\begin{equation*}
f_{l}=n f_{p} \tag{3-31}
\end{equation*}
$$

## 3-9. Even-line Interlace

We have just seen that interlace requirements may be met by using an odd number of scanning lines and a saw-tooth vertical deflection which repeats itself at twice the frame frequency. We shall now consider how the interlaced raster may be produced when an even number is used. It is apparent that the number of lines hats no effect upon the horizontal deflection. The choice of an even $1 /$ does affect the vertical deflection however. The effect is illustrated in Fig. 3-27 where, for the sake of simplicity, only eight lines are shown and zero flyback time is assumed for both deflections. The odd lines are seanned during the odd field, beginning at $A$ and ending at $B$. Since the first field terminates at the end of a line interval, the new field
must start at the left edge of the raster. Thus, if line 2 is to fall midway between lines 1 and 3, it must begin at a lower level on the raster than point $A$. This may be arcomplished only if the second vertical saw-tooth differs from the first; it must begin at level $\boldsymbol{c}$ rather that at


Fig. 3-27. Two-to-one intorlace with an even number of lines. Notice that sucessive eveles of the vertical satw-tooth differ. Zero flyback in hoth direetions is assumed.
level $a$. It is at once apparent, then, that interlace with an even number of lines requires a vertical saw-tooth in which alternate cycles differ, a condition which is severe on the vertical-deflection-generating circuits. It is for this reason that odd-line interlace is standard; by making $n$ odd a vertical saw-tooth of twice the frame frequency produces the required scanning geometry.

## 3-10. Summary

We may summarize the results of this chapter in the following manner: The picture area may be scanned in either a progressive or interlaced raster. In either case both the horizontal and vertical deflections must have a saw-tooth shape. In the former system, the vertical saw-tooth must occur at frame frequency, whereas in interlaced scanning the vertical saw-tooth must be at twice the frame or field frequency. In magnetic deflection the deflection of the beam is proportional to the deflecting current which produces the magneticfield; in electric deflection, the deflection is proportional to the deflecting voltage. Therefore we must next consider means of generating currents and voltages of saw-tooth shape. This is the subject of the next chapter.

## CHAPTER 4

## SCANNING GENERATORS

We have seen in the last chapter that the scanning requirements are such that a saw-tooth wave form of voltage is required in electrostatic deflection and a saw-tooth wave form of current in magnetic deffection. In this chapter we shall discuss several of the various gencrator circuits which are commonly used to produce these waves. As a starting point we consider the simple series combination of resistance, capacitance, and e.m.f., which circuit forms the basis for all these generator circuits.

## 4-1. Transients in the R-C Circuit

Although the transient solutions for voltage and current in this simple circuit are well known, we shall review a few of the principal relationships, taking into account general boundary conditions.


Fig. 4-1. The series $R$ - $\mathbf{(}$ cireuit is the basic eircuit for saw-tooth generation. The condenser is assumed to have an initial voltage $E_{c}$.

Thus, in Fig. 4-1a, we have for a condenser uncharged at $t=0$ and charging from the battery $E_{\text {st }}$

$$
\begin{align*}
\left(v_{c}\right)_{c} & =E_{\text {bb }}\left(1-\epsilon^{-l / T}\right)  \tag{4-1}\\
i_{c} & =\frac{E_{b b}}{R} \epsilon^{-l / T} \tag{4-2}
\end{align*}
$$

Ind similarly during discharge, where $E_{c}$ is the initial voltage on $C$ at $t=0$,

$$
\begin{align*}
\left(v_{r}\right)_{d} & =E_{\mathrm{t}} \epsilon^{-t / T}  \tag{4-3}\\
i_{d} & =-\frac{E_{r}}{R} \epsilon^{-t / T} \tag{4-4}
\end{align*}
$$

And in all four of the above equations

$$
\begin{align*}
\epsilon & =\text { Napierian base } \\
T & =\text { time constant of the circuit }  \tag{4-5}\\
& =R C \text { seconds }
\end{align*}
$$

where $R$ is given in ohms and $C$ in farads.
Now, in the general case, at $t=0$ and with a battery in the circuit the eondenser will have an initial voltage $E_{\mathrm{c}}$. since the circuit is composed of linear, bilateral impedances, the solution for this general case may be obtained by use of the superposition theorem. Thus, by combining ( $4-1$ ) and ( $4-3$ ), when

$$
r_{c}=E_{r} \quad \text { at } \quad t=0
$$

then

$$
\begin{equation*}
v_{r}=\left(r_{c}\right)_{c}+\left(v_{r}\right)_{d}=E_{b}-\left(L_{b b}^{\prime}-E_{c}\right) \epsilon^{-\ell / T} \tag{4-6}
\end{equation*}
$$

and, similarly, for the currents

$$
\begin{equation*}
i=i_{c}+i_{d}=\frac{E_{b b}-E_{r}}{R} \epsilon^{-t / T} \tag{4-7}
\end{equation*}
$$

These equations show that the relative magnitudes of $E_{b s}$ and $E_{c}$ determine whether the condenser voltage increases or decreases. In


Fig. 4-2. Charge and discharge curves for the $R-C$ e rirenit. $E_{c}=$ initial condenser voltage, $E_{\text {cs }}=$ hatter $Y$ voltage,$T=$ cirruit time constant.
either case, the voltage follows an exponential curve in time as does the current. Typical curves are shown in Fig. 4-2. From these it may also be seen that the change in condenser voltage or voltage swing is limited to the difference between battery and initial condenser voltages.

## 4 2. Generators of Saw-tooth Voltage

The principle of using a series $R-C$ circuit for the generation of a saw-tooth voltage may be stated qualitatively in the following terms: The initial luild-up part of the charging curve of Fig. $4-2$ looks "fairly lincar." Thus, if the ratio of eharging time, $\tau_{c}$, to charging time constant, $T_{r}$, were sufficiently small, the lunild-up of voltage would be approximately linear. At $t=\tau_{r}$ the condenser must be discharged to furnish the flyback portion of the saw-tooth wave. In Fig. 4-3 is shown a simple switch-operated version of the saw-tooth voltage generator and the voltage developed across the condenser. At $t=0, S$ is opened and $v_{c}$ builds up along the exponential curve $a$. At $t=t_{1}, S$ is closed and $v_{r}$ decreases exponentially


Fig. 4-3. The circuit is modified to produce saw-tooth waves. (a) A wwitch and a resistor, $K_{d}$, are shunted across the condenser. (b) An exponential saw-tooth voltage is developed across (' when the switeh is opened and elosed periodically.


Fig. 4-4. The discharge circuit of Fig. 4-3 is simplified be application of Therenin's theorem. (a) The equivalent discharge rifruit. (b) The simplified discharge circuit.
along $b$ until at $t=t_{2}, S$ is opened again, and the cyele repeats it self, It is of importance to notice here that the charge and discharge intervals, $\tau_{c}$ and $\tau_{d}$, respectively, are determined by the operation of the switch. It is of further importance for future work to notice the equivalent charge and diseharge circuits. Since during charge $S$ is open, the equivalent charge circuit is identical to that of Fig. 4-1. On discharge, however, $S$ is closed, causing $R_{d}$ to be shunted across the condenser. In order to simplify the analysis Thevenin's theorem may be applied to the battery circuit, with the result shown at $b$ in Fig. 4-4. From this it may be seen that (1) $E_{c}$, the voltage at $t_{0}, t_{2}, t_{4}$, etc., cannot be less than $E_{b b} \frac{R_{d}}{R+R_{d}}$, and (2) $T_{d}$, the discharge time eonstant, is given hy

$$
\begin{equation*}
T_{d}=\left(\frac{R R_{d}}{R+K_{d}}\right) C \tag{4-8}
\end{equation*}
$$

Since the charging time constant is given hy

$$
\begin{equation*}
T_{c}=R C \tag{4-9}
\end{equation*}
$$

it follows that the condenser discharges at a faster rate than it charges. Furthermore, the lower the value of $R_{d}$, the shorter will be the dis-charge-time constant. This makes for a greater loss of condenser voltage during the discharge interval.

$$
\tau_{d}=l_{2}-t_{1}=l_{4}-l_{3}=\cdots
$$

Thus, while the cireuit of F'ig. $4-3$ serves to illust rate the principle of satw-footh voltage generation. two questions must be cleared up in order to make it a practical device: First, what limits are placed on the ratio of charge time to time constant, $\tau_{c} / T_{c}$, to satisfy the linearity requirements of the telerision scam, and, second, what sort of automatice discharge deviee may be used to replace the switeh $\mathbb{E}$, shown in the diagram?

The question of linearity may be approached by expanding the exponential factor of eq. (4-6) in a power series. Thus the condenser voltage during the charge interval beromes
$r_{c}=E_{b b}-\left(E_{b b}-E_{c}^{c}\right)\left[1-\frac{t}{T}+\frac{1}{2}\left(\frac{t}{T}\right)^{2}-\frac{1}{[B}\left(\frac{t}{T}\right)^{3}+\cdots\right]$
Then, removing the first torm from the batakets and factoring out (-1), we get

$$
\begin{equation*}
\imath_{c}=E_{c}+\left(E_{b b}^{\prime}-E_{r}\right)\left[\frac{t}{T_{c}}-\frac{1}{2}\left(\frac{t}{T_{c}}\right)^{2}+\frac{1}{3}\left(\frac{t}{T_{c}}\right)^{3}-\cdots\right] \tag{4-11}
\end{equation*}
$$

In (4-11) it may be seen that the first term in the brackets represents a linear build-up of voltage, whereas the remaining terms cause curvature. The problem then is to keep $t / T_{c}$ sufficiently low so that these higher order terms will be negligible relative to the first.

It may also be shown that the first term gives a slope equal to the initial slope of the actual exponential curve at $t=0$, for by differentiating (4-6) we get

$$
\begin{equation*}
\left.\frac{d v_{r}}{d t}=\frac{1}{T}\left(E_{b b}-E_{c}\right) \epsilon^{-t / T}=\frac{E_{b b}-E_{c}}{T}\right]_{t=0} \tag{4-12}
\end{equation*}
$$

The first three terms of the power expansion are plotted in Fig. 4-5. Inspection of these curves shows that at least $1 / T_{c}$ must be restricted to values below 0.5. This restriction also simplifies calculations


Fig. 4-5. The first three terms of eq. (4-11).
because lower values of the time ratio render the third and higher order terms negligibly small. Then, if we assume that the curvature of the voltage $r$. time curve is the result of the second-order term alone, we may define the departure from linearity as the difference
between the ideal and actual curves expressed as a fraction of the available charging voltage ( $E_{b b}-E_{c}$ ). This definition may be simplified as follows:

$$
\begin{align*}
\delta & =\frac{\left(E_{b b}-E_{c}\right)\left(\frac{t}{T_{r}}\right)-\left(E_{b b}-E_{c}\right)\left[\left(\frac{t}{T_{r}}\right)-\frac{1}{2}\left(\frac{t}{T_{r}}\right)^{2}\right]}{\left(E_{b b}-E_{r}\right)} \\
& =\frac{1}{2}\left(\frac{t}{T_{r}}\right)^{2} 100_{c} \tag{4-1.3}
\end{align*}
$$

By means of this equation we can determine the maximum permissible value of ( $t / T_{s}$ ) for any given degree of linearity. For example, say that the actual curve is never to depart from a linear build-up by more than 2 per cent. Then, by ( $4-13$ ), the limitation on ( $t / T_{c}$ ) will be

$$
\frac{1}{2}\left(\frac{t}{T}\right)^{2} \leq 0.02 \quad\left(\frac{t}{T}\right) \leq 0.2
$$

During this interval the corresponding change in condenser voltage which will be the sweep voltage will have the value

$$
\Delta e_{r} \approx\left(E_{b b}-E_{r}\right)\left(\frac{\cdot t}{T_{r}}\right) \approx 0.2\left(F_{b b}-E_{r}\right)
$$

This last equation shows one of the principal disadrantages of the $R$-C circuit as a sweep-voltage generator. The choiee of a low value of $\left(t / T_{c}\right)$ in the interests of lincarity results in a poor conversion of available voltage ( $E_{b}, E_{c}$ ) to sweep voltage, $\Delta e_{c}$, the conversion ratio being approximately $\left(t / T_{t}\right)$.

To a certain extent this low value of conversion ratio is cansed by our choier of the mity-slope line as the reference of linearity. An obvious question, then, is whether some other reference of linearity can be chosen that will allow a greater output voltage for the same departure from the reference. In following this line of thought Fig. 4-5 may be of holp. for the actual build-up curve lies below the reference curve for all values of time other than zero. Why not choose as a reference some straight line which cuts across the exponential so that for part of the time the exponential is slightly above the reference and for part. below". Inspection of the curves shows that a reference line of slope between 0.8 and 0.9 would meet this requirement. A good compromise of 0.8 , has been suggested by

Fink. ${ }^{1}$ Using this as the reference of linearity, we may define $\delta^{\prime}$ as the difference between the ideal (slope $=0.85$ ) and actual curves expressed as a fraction of the available charging voltage. It follows at once that $\delta^{\prime}$ is

$$
\begin{align*}
\delta^{\prime} & =0.8 .5\left(\frac{1}{T_{n}}\right)-\left[\left(\frac{1}{T_{c}}\right)-\frac{1}{2}\left(\frac{t}{T_{n}}\right)^{2}\right] \\
& =-0.15\left(\frac{t}{T_{0}}\right)+\frac{1}{2}\left(\frac{1}{T_{1}}\right)^{2} \tag{4-14}
\end{align*}
$$

$\delta^{\prime}$ and its components are plotted in lig. 4-6.
The allowable time ratio for a given $\delta^{\prime}$ may now be calculated. We choose a $\delta^{\prime}$ of $\pm 1$ per cent to correspond to the +2 per cent of the


Fig. 4-ti. (a) The first two terms of the charging curve, and the reforence of lincarity. (b) The oleparture from limestry phonted oll an expanded scale.
previous example. This with ( $4-14$ ) yields a value of $\left(t / T_{c}\right)$ of approximately 0.4 and a corresponding output voltage swing of $0.33\left(E_{b b}-E_{c}\right)$. Thus, by choosing a different reference line for the linearity cheek, we have oltained a gain of roughly 1.6 in the conversion ratio of arailable swing to sweep-voltage output.
. I moment's reflection will show that even though $\delta^{\prime}$ is within the

[^26]limits of $\pm 1$ per cent, the artual profentage error between the actual and reference curves may riso to over 5 per cent within the range $0 \leq \frac{t}{T_{c}} \leq 0.4$. Thus we shall comsider the 0.4 fiture to be the upper limit of time ratio permissible. Iowering this value purchases linearity at the expense of output voltage swing, but this is easily remedied by the addition of amplification.

We may now translate these results into a design condition. Since $\left(\frac{t}{T_{r}}\right)$ is not to excerd o.t, for any given charging interval, $\tau_{r}$, the dircuit must have a time constant which satisfies the inequality

$$
\begin{equation*}
T_{r}=R C \geq \frac{\tau_{r}}{0.4} \tag{4-15}
\end{equation*}
$$

We may now summarize the charge circuit by reviewing the design conditions. The $r$ and $h$ subscripts are omitted because the following equations apply to either of the two deflection systems, the horizontal or the vertical.

Given $\tau_{b}$ and $\tau_{u}$ for the sustem, $\tau_{s}$ and $\tau_{f}$ are chosen such that
and

$$
\tau_{s}+\tau_{f}=\tau_{b}+\tau_{u}
$$

Let

$$
\begin{equation*}
\tau_{c}=\tau_{s} \quad \text { andl } \quad \tau_{d}=\tau_{j} \tag{4-16}
\end{equation*}
$$

Then

$$
T_{c}=R C \geq \frac{\tau_{r}}{0.4}
$$

This sperifies the $R$-C product.
It remains to consider the discharge part-cycle, which is easier to handle because no linearity requirement need be met. The chief concern is to make $E_{c}$ as small as possible, and from Fig. 4-2 we see that if $t / T_{d}$ is 5 or greater, this will be accomplished to all intents. Thus, if
then

$$
\left.\begin{array}{rl}
T_{d} & =\left(\frac{R R_{d}}{R+R_{d}}\right) C \leq \frac{\tau_{d}}{5}  \tag{4-17}\\
E_{c} & =E_{b b} \frac{R_{d}}{R+R_{d}}
\end{array}\right\}
$$

Judicious algebraic manipulation and the arbitrary choice of one of the variables permits solution for the other two. Typical values for $R$ range from 100 kilohms to 1 megohm. A typical design problem
will be considered after we have found a means of replacing the manually operated discharge switeh.

In the foregoing paragraphs the linear sweep is developed by using only a small portion of the buikloup voltage aross a charging condenser, the deviation from linearity being determined by the ratio of charge time to time constant. This system has the disadvantage that good linearity can be had only with loss of output voltage. An alternate approach to saw-tooth voltage generation overcomes this disadrantage but requires the addition of another vacuum tube in the circuit and may be termed a constant-current-charging cireuit. In Fig. 4-7 the charging resistor of the previous circuit is replaced


Fig. 4-i. Constant-current charging circuit that empleys a whagesaturated pentode.
hy a voltage-saturated pentode that acts as a variable resistor or current limiter, which over a relatively large range of operating voltages passes a constant current $I_{c}$. Then, since the voltage across the condenser is the time integral of charging current,

$$
\begin{equation*}
r_{r}=\int_{0}^{1} I_{1} d t=I_{r} t \tag{4-18}
\end{equation*}
$$

Thus the circuit delivers a linearly increasing voltage within the limits that $V_{1}$ can hold the charging current constant. The advantages of increased output voltage and linearity provided by this circuit do not sufficiently outweigh the simplicity of the series $R-f^{\prime}$ circuit, however. (iencrally the output of Fig. $4-7$ will not be sufficiently great to meet normal scan reguirements and a stage or more of amplification is necessary. Because of this, the practice has been to use the series $R-C$ generator with amplification to provide the saw-tooth sweep voltage required for electrostatic deflection.

## 4-3. Trisger Tubes

Since we have investigated the linearity requirements on the sawtooth voltage gencrator, we must now answer the second question posed earlier in section 4-2, namely, what automatic circuit or device can be used to replace the discharge switeh is shown in the last two circuit diagrams. Sueh a switehing deviere must meet a minimum of three requirements:
(1) It must have a relatively low internal resistance, $R_{d}$, so that the discharging time constant of the circuit will be low.
(2) It must be subject to control by an externally supplied synchronizing voltage.
(3) It must be positive in its "open" and "close" operations. These requirements are met in some degree by gas-filled triodes or thyratrons and by hard triodes. Consider first the thyratron trigger circuit.

In Fig. $4-8 a$ the thyratron grid is biased low enough so that the maximum condenser voltage will not cause conduction. Under this condition, $C$ will charge until the positive pulse of synchronizing


Fig. 4-8. (a) Thyratron trigger tube cirruit, (b) Feddbackstabilized thyratron sweep circuit according to Kock. (Courtesy of Electromiss.)
voltage allows the arc to be established. This conduction allows $C$ to discharge until its voltage drops to the extinction voltage for the gas-triode, causing the are to be extinguished, and the charge cycle is reinitiated. The current limiting resistor is required to protect the thyratron from excess current during the condenser discharge. Clearly, in this aase the charging time is determined by the inter-
synchronizing pulse interval and the length of time required for the are to extinguish.

It follows, therefore, that the thyratron meets the first two requirements for a satisfactory trigger tube but unfortunately it falls short of the third requirement. The crossover from conduction to nonconduction in such a gas-filled tube takes a finite length of time, which may be explained on the following basis. Once the arc has been established by the grid going above its critical value, the gas molecules in the tube envelope ionize and the are is established. At the end of the synchronizing pulse the grid returns to a negative value determined by the bias and it becomes sheathed by a layer of positive ions. Thus the grid cannot regain control of the tube until these sheath ions have recombined with free electrons to form neutral gas molecules. These positive ions have relatively large mass and diffuse slowly to recombine with the electrons. The minimum time in which this recombination occurs after the reduction of anode voltage is termed the deionization time. ${ }^{2}$

It can be seen, therefore, that the off-position of the switch is not controlled by the termination of the synchronizing pulse, but depends also upon the time required for $v_{c}$ to drop to the deionization voltage of the tube and upon the tube's deionization time. This latter also depends upon gas pressure, temperature, and aging. Thus, positive control of the switching action by the synchronizing voltage is not provided.

A further complication rises in that the deionization time of typical tubes used for this service, such as the 884 and 6Q5, ranges in the order of 10 microseconds or more and may become a considerable fraction of the total period for one scan. These disadvantages have rendered obsolete the use of gas-filled tubes in scanning generators for television service.

It should be mentioned, however, that considerable improvement in the stability of a gas-tube triggered sweep circuit may be obtained by the application of feedback. Kock ${ }^{3}$ has deseribed such a circuit in which plate-to-grid feedback is provided by the resistor $R_{2}$, shown in Fig. 4-8b. If $R_{1}$ and $R_{2}$ are approximately equal, the ignition

[^27]potential of the tube is practically independent of such factors as electrode spacing and gas pressure in the tube. Kock also claims a decrease in deionization time caused by the negative throw applied to the grid by the feedback cireuit at the instant of conduction.

Since the prime objections to the gas-filled trigger tube may be traced back to phenomena associated with the gas itself, it seems that a more desirable approach to the problem would be to replace the gas tube with a vacuum tube. This is the procedure which is normally followed, a typical circuit being shown in Fig. 4-9a. In essence the


Fig. 4-9. (a) Saw-tooth generator employing a vacuum discharge tube. (b) Determination of the equivalent discharge resistance of the tube. The lower load line is for the illustrative example on page 90.
operation of the circuit is this: The discharge tube is normally biased beyond cutoff, and $C$ charges from $E_{b b}$ through $R$. The build-up of sweep voltage arross the condenser is terminated by driving the tube into conduction, which allows the condenser to discharge through the tube itself. The duration of the condenser discharge is controlled wholly by the tube conduction and hence by the positive driving pulse on the grid of the tube. In order to analyze the action of the circuit carefully, we must consider what takes place first in the grid circuit and then in the plate circuit.
Notice that we have required in the above description that the grid be biased beyond cutoff and yet the circuit shows the grid return connected to the cathode. Actually the neressary hias is developed by a clamping action of the grid circuit. Consider the following action: A positive pulse is applied at the input side of the coupling condenser, $C_{c}$. Since no hias is present, the pulse drives the grid positive, causing grid current to flow. Also, during the positive
pulse, $C_{c}$ charges through the parallel combination of $R_{c}$ and the grid-to-cathode conduction resistance of the tube.

At the end of the positive pulse, grid current stops flowing and $C_{c}$ discharges. Since the grid-to-rathode resistance is infinite in this condition, $C_{r}$ discharges at a slower rate until the next positive pulse occurs and the entire cycle repeats itself. Notice that the discharge current flows in such a direction that the voltage drop across $R_{c}$ makes the grid negative relative to the cathode. After a sufficient number of cycles have occurred, a steady state or repetitive condition exists, such that the charge lost by $C_{c}$ between pulses is equal to the charge gained during a pulse. This steady state results in a negative bias across $R_{c}$ of such a magnitude that the grid is held at nearly zero volts during the positive applied pulse. Thus the flow of grid current develops the reguired cutoff bias and the positive pulse is clamped at nearly zero volts on the grid. The action may be summarized this way: The applied positive, triggering pulse eauses the grid to swing bet ween cutoff and zero voltage, thereby controlling the charge and discharge of the $R-C^{\prime}$ swerp-generating circuit. Then, if the pulse amplitude, $E$, is equal to or greater than the magnitude of the cutoff bias for the tube, the latter will be biased below cutoff during the interpulse periods.

Returning to the action in the plate circuit we require the value of the discharge resistance, $R_{d}$, which is the equivalent plate-to-cathode resistance of the tube when it is conducting. We must now consider how its value may be determined. Since the grid voltage remains at approximately zero during the entire conduction interval of the tube, and since $E_{b \infty}$ and $R$ are known, the point $A$. the intersection of the d-c load line and the $e_{c}=0$ static plate characteristic curve, may be determined as shown in Fig. 4-9b. Then $R_{d}$ is the ratio of $E_{1}$ and $I_{1}$, the voltage and current at that point.

We may now consider the design of a trpical sweep-generating circuit to illustrate our work this far:

Design a horizontal saw-tooth sweep generator where the line interval is 63.5 microseconds and the flybark ratio 1 to 19 . The linearity is to remain within the limits $\pm 1$ per eent. A supply voltage of 250 volts is available and a $6 S N 7$ is used as the discharge tube.

We first calculate the values of the $R-($ charging circuit. Thus, by the sperifications.

$$
H=\tau_{s}+\tau_{f}=\tau_{s}(1+p)
$$

or $\quad \tau_{i}=\frac{I I}{1+p}=633.5\left(\frac{19}{20}\right)=60.4$ mireroseconds
then $\quad T_{r}=R C^{\prime}=\frac{\tau_{s}}{0.4}=\frac{60.4}{0.4}=1.51 \mathrm{mir}$ roseconds
As a starting point let us assume a value of $C$, thus,

$$
C=100 \text { micromicrofarads }
$$

then $\quad R=\frac{1.51 \times 10^{-6}}{10^{-10}}=1.51 \mathrm{megohms}$
We must now check the discharge part-cycle. To do this we first calculate the static plate resistance of the discharge tube. This calculation is illustrated at $b$ in Fig. $4-9$, where a 1.51 -megohm load line is drawn. Then. from the diagram,

$$
R_{d}=\frac{E_{1}}{I_{1}}=\frac{8 \times 10)^{3}}{0.2}=40 \text { kilohms }
$$

The discharge time constant will be:

$$
T_{d}=R_{d} C=\left(4 \times 10^{4}\right)\left(10^{-10}\right)=4 \text { microseconds }
$$

It is at once apparent that the discharge interval, $\tau_{f}$, is not five or more times greater than the discharge time constant, $T_{d}$; therefore we cannot assume that the condenser discharges to $E_{b b} R_{d} /\left(R+R_{d}\right)$ as might be experted from eq. $(4-17)$. On the contrary, the final voltage on the condenser at the end of each discharge part-cycle will increase until a repetitive steady state condition is reached. Once this repetitive condition is reached, the final voltage at the end of a charge part-cycle, namely

$$
E_{b b}-\left(E_{b b}^{\prime}-E_{c}\right) \epsilon^{-\tau_{c} / T_{c}}
$$

must be the initial condenser voltage at the beginning of the next discharge part-cycle. Thus, we may equate these two boundary values and obtain by means of eq. (4-6)
$E_{c}=E_{b b} \frac{R_{d}}{R+R_{d}}-\left\{E_{b b} \frac{R_{d}}{R+R_{d}}-\left[E_{b b}-\left(E_{b b}-E_{c}\right) \epsilon^{\left.-\tau_{d} / T_{c}\right]}\right\}_{\epsilon-\tau / T_{d}}\right.$
whence

$$
\begin{aligned}
E_{c}= & \left.\frac{E_{b b}}{\left(1-\epsilon^{-\left(\tau_{d} / T_{c}+\tau_{t} / T_{d}\right)}\right.}\right) \\
& {\left[\frac{R_{d}}{R+R_{d}}\left(1-\epsilon^{-\tau_{t} / T_{d}}\right)+\epsilon^{-\tau_{d} / T_{d}}-\epsilon^{-\left(\tau_{d} / T_{c}+\tau_{d} / T_{d}\right)}\right] }
\end{aligned}
$$

where $E_{c}$ is the minimum voltage to which the condenser discharges.
Substitution of the various quantities yields the value

$$
E_{c}^{\prime}=60 \mathrm{volts}
$$

and the total sweep voltage swing will be

$$
\Delta e_{c} \approx .33\left(E_{b b}-E_{c}\right) \approx 62.8 \text { volts }
$$

At this point a digression on the philosophy of synchronization is in order. In our preliminary diseussions on picture transmission it was shown that some sort of synchronizing signal is required in the picture system to ensure lock-in of the scan at pickup and playback ends. Extending this idea we can anticipate that both horizontalscan and vertical-scan synchronizing signals are required because these two components take place more or less independently. Let us assume for the discussion that a train of properly spaced square pulses of required duration is available to synchronize one of the sweep-voltage generators described above. Synchronization could then be accomplished by application of these pulses directly to the control grid of the trigger tube used.

Although such a proposal is entirely feasible it does not find general acceptance, particularly in television broadcasting systems where radio transmission is involved. In this type of system two probable difficulties are present. First, if because of fading or some other phenomenon synchronization signals are not received for an interval, the sweep circuit cannot discharge. This means an undeflected spot on the cathode-ray tube, resulting in burning of the screen.

Secondly, if randomly spaced noise pulses of the same polarity as the syne are picked up in transmission, the generator may be fired at incorrect intervals with a disruption of the correct seamning pattern.

In an attempt to minimize these difficulties, it is common practice to drive the grid of the trigger tube from the output of some form of impulse oscillator, which, in turn, is held to the correct frequency by the synchronizing signals. If this device be used, loss of syne will upset the sa anning pattern but the spot will continte to be deflected
across the face of the cathode-ray tube at a slower rate determined by the unsynchronized oscillator and no screen burn will result.

In reference to the second difficulty, in the postwar period several forms of essentially long-time-eonstant oscillator circuits have been developed, which have greatly increased the immunity to noise impulses. These circuits are of a special nature and are discussed in connection with commercial telecasting receivers.

The impulse oscillators used for driving the sweep generator find several other uses in the television system. We shall, however, discuss two of the principal types in the present chapter so that the design of an entire sweep channel may be covered as a unit. The first of these impulse generators to be diseussed is the multivibrator.

## 4-4. Multivibrator

The basic circuit of the multivibrator, shown in Fig. 4-10, consists of a two-stage resistance coupled amplifier employing regeneration, but the circuit constants are so chosen that a pulse output is derived.

lig. f-10. The multivibrator.
Whereas the operation of the circuit may be described on the basis of a regenerative amplifier, a more powerful approach, developed by Shenk, ${ }^{4}$ which yields design equations, is that which considers the circuit as comprising two switches. On this basis assume that $V_{1}$ is conducting and that $C_{2}$, which has been charged previously, is discharging through $V_{1}$. The return eireuit for this discharge current is through $R_{2}$ and a negative voltage is developed across $R_{2}$, which appears on the grid of $V_{2}$. This state, during which $V_{1}$ is conducting

[^28]and $V_{2}$ is cut off, previlis until the decrease in current through $R_{2}$ causes the voltage developed on the grid of $\mathrm{V}_{2}$ to reach cutoff, when $\mathrm{I}_{2}$ conducts. The resulting drop in plate voltage of $V_{2}$ is coupled through $C_{1}$ to $V_{1}$, driving it below cutoff. Then a similar state prevails, except that $V_{2}$ and $V_{1}$ have interchanged rôles. At the instant when $V_{2}$ begins to conduct, $C_{2}$ begins to charge through $R_{2}$, causing the grid of $V_{2}$ to go positive. It is this positive pulse which may be used to trigger the discharge tube of the sweep-generating circuit. These various statements may be stated precisely in mathematical form and can be made to yield a set of equations that permit design of a multivibrator to give an output pulse of specified width at a specified frequency or pulse-repetition rate. The basis of the design, then, is that we shall assume two states of operation in the circuit which last for $\tau_{1}$ and $\tau_{2}$, respectively, where
$\tau_{1}=$ interval during which $V_{1}$ is cut off and $V_{2}$ conducts and
$\tau_{2}=$ interval during which $V_{2}$ is cut off and $V_{1}$ conducts
The change from one state to the other will be assumed to take place instantaneously. Thus each tube is in one of two static conditions, conduction at fixed plate voltage and essentially zero grid voltage, and nonconduction with the grid biased below cutoff.

As an initial condition we shall assume the circuit is in the $\tau_{2}$ partcycle, i.e., $V_{2}$ is cut off and $V_{1}$ is conducting. Also assume that $V_{2}$ has been cut off for a sufficiently long interval that $C_{1}$ is charged up to the full supply voltage $E_{b b}$. Some transient causes the switching action to occur, and the plate voltage of $V_{2}$ drops. Since this causes the voltage on the $V_{2}$ side of $C_{1}$ to decrease, $C_{1}$ will start to discharge through the equivalent circuit, given in Fig. 4-11. The arrow direc-


Fig. 4-11. Equivalent discharge circuit of ${ }^{\circ}$, during the interval $\tau_{1}$ when $V_{1}$ is cut off.
tion of current is chosen to he the same as that defined for the series $K-\mathbf{C}^{\prime}$ circuit in section 4-1, and
$R_{p 2}=$ equivalent static-plate resistance of $V_{2}$
during condurtion.
At $b$ in the diagram the battery and resistance network to the right of the dotted line has been replaced by its equivalent according to Thevenin's theorem. Then, since the cireuit is a simple series $R-C$, network, eq. (4-7) may be applied directly and we have

|  | $\begin{aligned} i_{1} & =\left[E_{b b} \frac{R_{p 2}}{R_{p 2}+R_{4}}-E_{b b}\right] \frac{\epsilon^{-1 / T_{1}}}{R_{1}+R_{4}^{\prime}} \\ & =-\frac{L_{b b}}{R_{1}+R_{4}^{\prime}}\left[\frac{R_{4}}{R_{p 2}+R_{4}}\right] \epsilon^{-1 / T_{1}} \end{aligned}$ |
| :---: | :---: |
| where | $\begin{align*} T_{1} & =\text { discharge time constant for } C_{1}  \tag{4-21}\\ & =\left(R_{1}+R_{4}{ }^{\prime}\right) C_{1} \end{align*}$ |
| and | $R_{4}^{\prime}=\frac{R_{p 2} R_{4}}{R_{p 2}+R_{4}}$ |

By inspection of the circuit diagram the grid voltage on $V_{1}$ is the $i R$ drop across $R_{1}$. I'hus,

$$
\begin{align*}
\epsilon_{c l} & =\text { grid voltage on } V_{1} \\
& =-\frac{E_{b b} R_{1}}{R_{1}+R_{4}^{\prime}} \cdot \frac{R_{4}}{R_{p 2}+R_{4}} \epsilon^{-t / T_{1}} \\
& =-E_{b b} k_{1}-t / T_{1} \tag{4-22}
\end{align*}
$$

where
$k_{1}=\frac{R_{1}}{R_{1}+R_{4}{ }^{\prime}} \cdot \frac{R_{4}}{R_{p 2}+R_{4}} \approx-\frac{1}{1+\frac{R_{p 2}}{R_{4}}}$ for generally $R_{1} \gg R_{4}^{\prime}$
Equation (4-22) shows that the grid voltage on $V_{1}$ starts at ( $-k_{1} E_{b b}$ ) and increases (i.e., becomes less negative) exponentially in time.

If $E_{\text {col }}$ is the cutoff voltage of the tube, at

$$
\begin{equation*}
t=\tau_{1} \quad e_{\cdot 1}=E_{r o 1} \tag{4-24}
\end{equation*}
$$

and $V_{1}$ conducts, simultaneously terminating the $\tau_{1}$ part-eycle and initiating the $\tau_{2}$ part-cycle. Substitution of the terminal condition in (4-22) yields


Fig. 4-12. The grid voltage on 1 , increases exponentially. toward zaro until cutoff voltage is reached at $t=\tau$.

$$
\begin{equation*}
E_{a o l}=-k_{1} E_{b b} \epsilon^{-r_{1} / T_{1}} \tag{4-25}
\end{equation*}
$$

Simplification of the design equations results if we define a cutoff amplification factor

$$
\begin{equation*}
\mu_{o 1}=-\frac{E_{b b}}{E_{c o l}} \tag{4-26}
\end{equation*}
$$

Now, if ( $4-25$ ) and ( $4-26$ ) be combined and the natural logarithm taken of both sides, there results:

$$
\begin{equation*}
T_{1}=\frac{\tau_{1}}{\ln \left(k_{1 \mu \cdot{ }^{\circ 1}}\right)} \tag{4-27}
\end{equation*}
$$

Now subject to the same assumption that $C_{2}$ starts to discharge from an initial voltage equal to the supply voltage $E_{\text {bo }}$, we may write down a similar set of equations which govern the discharge of $C_{2}$ during the $\tau_{2}$ part-cycle. Thus we have

$$
\begin{align*}
& T_{2}=\text { discharge time constant for } C_{2}  \tag{4-28}\\
&=\left(R_{2}+R_{3}{ }^{\prime}\right) C_{2} \\
& R_{3}{ }^{\prime}=\frac{R_{3} R_{p 1}}{R_{3}+R_{p 1}}  \tag{4-29}\\
& R_{p 1}=\text { equivalent static plate resistance of } \\
& V_{1} \text { during conduction } \\
& k_{2}=\frac{R_{2}}{R_{2}+R_{3}{ }^{\prime}} \cdot \frac{R_{3}}{R_{p 1}+R_{3}} \\
& \approx \frac{1}{1+\frac{R_{p 1}}{R_{3}}} \quad \text { for generally }
\end{align*}
$$

$$
\mu_{r o 2}=\text { cutoff amplification factor of } V
$$

$$
\begin{equation*}
=-\frac{E_{b b}}{E_{c o 2}} \tag{4-31}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2}=\frac{\tau_{2}}{\ln \left(k_{2} \mu_{\mathrm{rog}}\right)} \tag{4-32}
\end{equation*}
$$

The frequency or pulse repetition rate of the output will be

$$
\begin{equation*}
f=\frac{1}{\tau_{1}+\tau_{2}} \tag{4-33}
\end{equation*}
$$

Notice that all of the quantities in the above equations are fixed circuit parameters or time intervals, which are part of the design specifications, except for the static plate resistances, $R_{p 1}$ and $R_{p 2}$, and the cutoff amplification factors, $\mu_{\text {col }}$ and $\mu_{c m}$. These quantities may be determined to a sufficient degree of accuracy from the static plate characteristirs of the tubes used in the manner indicated in F'ig. 4-13.


Fig. 4-13. Determination of $R_{p 1}$ and $\mu_{\text {w, w }}$ from the static plate characteristics of $\mathrm{l}_{1}$.
$\mu_{c o l}$ is the ratio of supply voltage to grid voltage which produces cutoff. Some philosophical arguments may be raised against this method of determining eutoff amplification factors because there is some doubt as to what value of plate current may be called cutoft. Stated more precisely, shall we say that the tube is conducting when 1 microampere flows or 500 microamperes or some other value? Since we have assumed that the change over from noneonduction to steadystate conduction condition is instantancous, some sort of compromise is needed. Shenk has presented data to cover this, hut for most design problems the method indicated in the figure for calculating $\mu_{\text {cot }}$ is sufficiontly acourate.
$R_{p 1}$ is evaluated on the basis that $V_{1}$ conducts with approximately zero volts on its grid and with a plate voltage $E_{1}$ equal to the supply voltage minus the drop in the plate load resistance, or
then

$$
\begin{gather*}
E_{1}=E_{b b}-I_{1} R_{3}  \tag{4-34}\\
R_{p 1}=\frac{E_{1}}{I_{1}} \tag{4-35}
\end{gather*}
$$

where both $E_{1}$ and $I_{1}$ may be determined from the plate characteristics when $E_{b}$ and $R_{3}$ are given. It should be apparent that $R_{p 2}$ and $\mu_{c y 2}$ are evaluated in the same manner from the plate characteristics of $l_{2}{ }_{2}$. (ienerally $I_{1}$ and $I_{2}$ are identical halves of a twin triode such as the $6 \mathrm{SN} /$ or the $6 \mathrm{SL}_{5}$, in which case $\mu_{\text {rol }}$ and $\mu_{c o z}$ will be identical. The static plate resistances will also be equal, provided that $R_{3}$ and $R_{4}$, the plate load resistances, are the same.

Now it might appear that eqs. (4-21) through (4-35) can be manipulated to permit design of the multivibrator for given values of $\tau_{1}$ and $\tau$. If this were true, it would appear that some control could be had over the shape of the output waves because the ratio of $\tau_{1} / T_{1}$, for example, determines the shape of $\rho_{c l}$. This is illustrated in Fig. 4-14.


Fig. 4-14. Effect of $r_{1} / T_{1}$ on the wave form of grid voltage.
(a) $r_{1} / T_{1}$ small;
(b) $\tau_{1} / T_{1}$ large.

Infortunately the statements of the last paragraph are not true because all of the design equations presented above presume that $C_{1}$ is charged to $E_{b}$ at the begiming of the $\tau_{1}$ part-cercle, and $c_{2}$ is charged to $E_{b}$ at the beginning of $\tau_{2}$. These two assmmptions must be met or the foregoing equations are invalid. Hence we now investigate the charging of $c_{1}$ during the interval $\tau_{2}$. It will be seen that this will place a restriction on the upper limit of the product $\left(R_{g 1}+R_{4}\right) r_{1}$.
First we note that the final charge on $C_{1}$ at the end of $\tau_{1}$ must be equal to the initial charge on $C_{1}$ at the beginning of the $\tau_{2}$ interval.

This transition value of eondenser voltage $V_{c 1}$ may be obtained by the application of Kirchhoff's voltage law to Fig. 4-11, $R_{4}^{\prime}$ will generally be negligibly small compared to $R_{1}$, thus at $t=\tau_{1}$

$$
\begin{align*}
V_{11} & =E_{b b} \frac{R_{p_{2}}}{R_{p 2}+R_{4}}-E_{c o l} \\
& =\text { initial voltage on } C_{1} \\
& \text { at the beginning of the } \tau_{2} \text { part-cycle. } \tag{4-36}
\end{align*}
$$

1) uring $\tau_{2}$ the equivalent charge circuit for ('1 is that of Fig. 4-15. The direction of the charge current $i_{2}$ is such that $e_{c 1}$ goes slightly positive and grid current flows in the tube. $R_{g 1}$ is the equivalent

(a)

$$
\begin{gathered}
R_{g_{1}} \approx 1500 \Omega \\
<R_{1}
\end{gathered}
$$


(b)

Fig. 4-15. Fequivalent chatge eirenit of ( B during the interval $\tau_{2}$ when $V_{z}$ is cut off.
static grid resistance of the tube and generally is in the order of 1500 ohms. $R_{1}$ is usually very much greater and Fig. 4-15h shows the approximate circuit where the shonting effect of $R_{1}$ across $R_{g 1}$ is neglected.

Since the resulting circuit comprises resistance and capacitance in series with a battery, we may utilize eq. (4-6), which yields

$$
\begin{equation*}
r=E_{b b}-\left(E_{b b}-V_{c 1}\right) \epsilon^{-1 /\left(R_{a b}+R_{b a}\right) C_{1}} \tag{4-37}
\end{equation*}
$$

But our design assumption is that at $t=\tau_{2}, v_{c}=E_{b}$, hence
or

$$
\begin{gather*}
E_{b b}=E_{b b}-\left(E_{b b}-V_{c 1}\right) \epsilon^{-\tau_{2} /\left(R_{a 1}+R_{4}\right) C_{1}} \\
{\left[k_{1}-\frac{1}{\mu_{c o 1}}\right] \epsilon^{-\tau_{2} /\left(R_{o 1}+R_{t)}\right) C_{1}}=\mathbf{0}} \tag{4-38}
\end{gather*}
$$

Theoretically this condition camot be satisfied unless the time constant for the eireuit is zero or $\tau_{2}$ is infinite. These conditions are impossible to satisty but a good engineering compromise is possible
because the term in the brackets will always be less than unity. Thus, if $\frac{\tau_{2}}{\left(R_{01}+R_{4}\right) C_{1}} \geq 5$ the left-hand member of $\mathrm{e}_{1}$. ( $t-38$ ) will not exceed 0.01 . This will be assumed satisfactory. Hence a maximum value of $C_{1}$ may be specified

$$
\begin{equation*}
C_{1 \text { max }}=\frac{\tau_{3}}{\overline{5}\left(R_{01}+R_{4}\right)} \tag{4-39}
\end{equation*}
$$

and, similarly for the other half-cireuit,

$$
\begin{equation*}
C_{2 \operatorname{mux}}=\frac{\tau_{1}}{5\left(R_{g 2}+R_{3}\right)} \tag{+-40}
\end{equation*}
$$

We see, then, that the intervals $\tau_{1}$ and $\tau_{2}$ are determined by the charging time constants $T_{1}$ and $T_{2}$, respectively. But since $C_{1}$ must charge to supply voltage while $C_{2}$ is discharging during $\tau_{1}$ and vice versa, maximum values for the capacitances are limited by the time available for them to recharge.

The equations which have been derived may now be collected into a design procedure.

## 4-5. Design Procedure for the Multivibrator

Given $\tau_{1}, \tau_{2}$, and $E_{b b}$.
(1) Pick a tube, generally a $6 S N 7$ or 6SLA.
(2) From $E_{b b}$ and the tube characteristics calculate $\mu_{c o 1}$ and $\mu_{c o 2}$. Where double triodes are used, these two values are equal.
(3) Choose $R_{4}$, generally not to exceed 50 to 100 kilohms.
(4) Calculate

$$
\begin{equation*}
K_{p^{2}}=\frac{E_{2}}{I_{2}} \tag{4-35}
\end{equation*}
$$

(5) Calculate

$$
\begin{equation*}
R_{4}^{\prime}: \frac{1}{R_{4}^{\prime}}=\frac{1}{R_{p 2}}+\frac{1}{R_{4}} \tag{4-21}
\end{equation*}
$$

(6) Calculate

$$
\begin{equation*}
k_{1}=\frac{1}{1+\frac{R_{p^{2}}}{R_{4}}} \tag{4-23}
\end{equation*}
$$

(7) Calculate $\quad T_{1}=\frac{\tau_{1}}{\ln \left(k_{1} \mu_{\text {col }}\right)}$
(8) Since $R_{1}$ must be at least 10 kilohms or more in order to validate the assumption that it has negligible shunting effect on $R_{g}$, cloose $R_{1} \geq 10$ kilohms. Then

$$
\begin{equation*}
C_{1}=\frac{T_{1}}{\left(R_{1}+R_{1}{ }^{\prime}\right)} \tag{4-21}
\end{equation*}
$$

(9) Cherk that $C_{1}$ is less than $C_{1 \text { max }}$ which is given by

$$
\begin{equation*}
C_{1 \max }=\frac{\tau_{2}}{\overline{5}\left(R_{\ell 1}+R_{4}\right)} \tag{1-39}
\end{equation*}
$$

If this condition is not satisfied, assume a larger value for $R_{1}$ and repeat step ( 8 ). The right-hand section of the multivibrator is then completed. The procedure is then repeated for the left-hand section.

In regard to the latter it is sometimes possible to choose $R_{3}=R_{4}$ and $R_{2}=R_{1}$ and a simple set of equations for the left-hand section results. 'Thus if

$$
\begin{gathered}
R_{3}=R_{4} \quad \text { and } \quad R_{2}=R_{1} \\
k_{2}=k_{1} \\
\frac{T_{2}}{T_{1}}=\frac{\tau_{2}}{\tau_{1}}
\end{gathered}
$$

and, from (4-27),

From (4-21)

$$
\begin{equation*}
C_{2}=C_{1} \frac{T_{2}}{T_{1}}=C_{1} \frac{\tau_{2}}{\tau_{1}} \tag{4-41}
\end{equation*}
$$

Since the same tube trpes are generally used in multivibrator circuits, some simplification may be realized by using design curves for the particular tube used. For example, Fig. 4-16a shows the


Fig. 4-16. Design curves for the multivibrator. (a) $R_{p}$ for a 6SNT (dashed line) and a $6 \times 1.7$. (b) $T / \tau$ for the same tubes, after Shenk, (Courtesy of Electromies.)
variation of $R_{p 2}$ with $R_{4}$ for a bsN7. For a given $E_{b b}, \mu_{c o l}$ is constant and $k \mu_{c o l}$ is a function of $R_{4}$ alone. Thus, from ( +27 ), $T_{1} / \tau_{1}$ may be plotted against $R_{4}$ for a given tuhe. (Gurves of this type, developed by Shenk, are shown in Fig. 4-16b. In these curves shenk assumes that $k_{1} / R_{4}$ remains constant over the normal range of $E_{b}$, as indicated in the figure.

It must le stressed that the design procedure just outlined neglects the efferets of shunt caparitance and hence takes no acrount of the rise time of the output wave forms. Furthermore the procedure does not allow designing for a given output pulse amplitude because it is hased on a somewhat artificial and nonesisential condition that both (' 1 and $C_{2}$ charge up to the full battery voltage $E_{b}$. This condition does simplify the design couations and certainly the method is uscful in illustrating the manner in which design of the multivibrator may be handled.

Let us now apply our results to a typical problem: Design a freerunning multivibrator for which $\tau_{2}$ and $\tau_{1}$ are 70 and $5 \mu \mathrm{sec}$, respectively. A 6 SN 7 is to be used and a plate supply voltage of 250 volts is available.
(1) Choose a $6 \mathrm{SNO}_{7}$
(2) From Fig. 4-9, $\mu_{c o 1}=\mu_{c o 2}=\mu_{c v}=\frac{250}{16}=15.6$.
(3) Since the time intervals involved are comparatively short, we choose a value of $R_{4}$ on the low side of the recommended limits; hence, let $R_{4}=40$ kilohms.
(4) For this example Fig. 4-16a may be used to determine $R_{p 2}$.

$$
R_{p 2}=9.9 \text { kilohms }
$$

(5) $\frac{1}{R_{4}{ }^{\prime}}=\frac{1}{R_{p 2}}+\frac{1}{R_{4}}=\left(\frac{1}{9.9}+\frac{1}{40}\right) 10^{-3}$

$$
\begin{gathered}
=(0.101+0.025) 10^{-3}=0.126 \times 10^{-3} \\
R_{4}^{\prime}=7.9+\text { kilohms }
\end{gathered}
$$

(b) $k_{1}=\frac{1}{1+\frac{R_{p^{2}}}{R_{4}}}=\frac{1}{1+\frac{9.9}{40}}=\frac{1}{1.247}=0.802$

$$
k_{\because}^{2} \mu_{c o}=(0.802)(15.6)=12.5
$$

(7) $T_{1}=\frac{\tau_{1}}{\ln \left(k_{1} \mu_{c v}\right)}=\frac{5 \times 10^{-6}}{\ln 12.5}=\frac{5 \times 10^{-6}}{2.52}=1.98 .5 \mu$ sece
(8) I,et

$$
R_{1}=10 \text { kilohms }
$$

Then $\quad C_{1}=\frac{T_{1}}{R_{1}+R_{4}{ }^{\prime}}=\frac{1.985 \times 10^{-6}}{(10+7.94) 10^{3}}=\frac{1.985 \times 10^{-6}}{1.794 \times 10^{4}}=110 \mu \mu \mathrm{f}$
(9) $C_{1 \max }=\frac{\tau_{2}}{5\left(R_{\nu 1}+R_{4}\right)}=\frac{70 \times 10^{-6}}{5(1.5)+40) 10^{3}}$

$$
=\frac{70 \times 10^{-6}}{5(4.15) 10^{4}}=3.37 \mu \mu \mathrm{f}
$$

Hence the calculated value of $C_{1}$ is satisfactory.
For the left-hand portion of the rireuit,
(10) L.et

$$
\begin{aligned}
& R_{3}=R_{4} \\
& R_{2}=R_{1}
\end{aligned}
$$

and
Then

$$
C_{2}=C_{1} \frac{\tau_{2}}{\tau_{1}}=110\left(\frac{7()}{\bar{i}}\right)=0.00154 \mu \mathrm{f}
$$

Since $R_{01}=R_{02}$, it is clear that

$$
\begin{aligned}
C_{2 \max } & =C_{1 \max } \frac{\tau_{1}}{\tau_{2}} \\
& =3.37\left(\frac{5}{70}\right)=24.5 \mu \mu \mathrm{f}
\end{aligned}
$$

Notice that in this case the simplified design procedure fails (as it usually will unless $\tau_{1} \approx \tau_{2}$ ) and we must repeat the longer design.
(10a) Since $\tau_{1}<\tau_{2}$ we must find some means of raising the value of $C_{2}$, wax. We see from eff. ( $\left.4-40\right)$ that this may be accomplished by choosing $R_{3}$ less than its previous value. Hence let

$$
R_{3}=20 \text { kilohms }
$$

(11) From Fig. 4-16a, $\quad R_{p 1}=9.25$ kilohms
(12) $\frac{1}{R_{3}{ }^{\prime}}=\frac{1}{R_{p 1}}+\frac{1}{R_{3}}=\left(\frac{1}{9.25}+\frac{1}{20}\right) 10^{-3}$

$$
=(0.108+0.050) 10^{-3}=0.158 \times 10^{-3}
$$

$$
R_{3}^{\prime}=6.33 \text { kilohms }
$$

(13) $k_{2}=\frac{1}{1+\frac{R_{p^{1}}}{R_{3}}}=\frac{1}{1+\frac{9.25}{20}}=\frac{1}{1.452}=0.688$

$$
k_{2} \mu_{\mathrm{co}}=(0.688)(15.6)=10.72
$$

(14) $T_{2}=\frac{T_{2}}{\ln \left(k_{2} \mu_{r 01}\right)}=\frac{70 \times 10^{-6}}{2.37^{7}}=29.5 \mu \mathrm{sec}$
(15) Let $R_{2}=10$ kilohms
then
$C_{2}=\frac{T_{2}}{R_{2}+R_{3}{ }^{\prime}}=\frac{29.5 \times 10^{-6}}{(10+6.33) 10^{3}}=\frac{29.5 \times 10^{-6}}{16.33 \times 10^{3}}=1.81 \times 10^{-9} \mathrm{f}$
(16) $\sigma_{2 \max }=\frac{\tau_{1}}{5\left(R_{g 2}+R_{3}\right)}=\frac{5 \times 10^{-6}}{5(1.5+20) 10^{3}}$

$$
=\frac{5 \times 10^{6}}{5(2.15) \times 10^{4}}=0.465 \times 10^{-10} \mathrm{f}
$$

It is clear that our choice of $R_{2}$ is too low since $C_{2}>C_{2}$ max. 'I'o overeome this difficulty the time constant of the $R_{3} C_{2}$ charging cireuit must be raised. Comparison of the last two equations indicates that 1 megohm is a good choice for $R_{2}$. Then
$(17) C_{3}=\frac{29 . \overline{5} \times 10^{-6}}{10^{6}+6.3: 3 \times 10^{3}}=\frac{29.5 \times 10^{-6}}{1.006 \times 10^{6}}=29.4 \mu \mu \mathrm{f}$
This completes the design of the multivibrator.

## 46. The Order of Magnitude Equation

Frequently various texts give the following equation for the order of magnitude of the maltivibrator pulse-repetition rate:

$$
\begin{equation*}
j=\frac{1}{R_{1} C_{l}+R_{2} C_{2}} \tag{4-42}
\end{equation*}
$$

It may he shown quite readily that this equation is correct when the following conditions are mot.
If

$$
k_{1} \mu_{c o 1}=\epsilon
$$

then

$$
\begin{equation*}
\tau_{1}=T_{1} \tag{4-43}
\end{equation*}
$$

and if

$$
R_{1} \gg R_{4}^{\prime}
$$

then

$$
\begin{equation*}
T_{1}=R_{1} C_{1} \tag{4-44}
\end{equation*}
$$

and similarly for the other sertion.

## 4-7. Wave Forms of the Plate-coupled Multivibrator

It should be remembered that the multivibrator was introduced in this chapter because it may be used as the impulse generat or required
in the saw-tooth voltage generator. In this particular application the exact wave-shape of the circuit's output is not of great importance. For the sake of eompleteness, however, we shall determine the shapes of the electrole voltages which are important in other uses of the multivibrator, (iven the equivalent circuits and equations which have been derived in the preceding sections, the calculation of the wave forms is relatively easy. Consider first the ground to grid voltage, $e_{c 1}$ l)uring the $\tau_{1}$ interval condenser ('s is discharging in the equivalent circuit of Fig. 4-11 and the equation for the grid voltage in this interval is given by eq. (4-22).

During the $\tau_{2}$ interval on the other hand, $\left({ }_{1}\right.$, is charging as shown in Fig. 4-15. Application of our previous equations shows that during this part-ryele $e_{r l}$ will be given by

$$
\begin{equation*}
\text { During } \tau_{2} \quad e_{01}=\frac{R_{o 1}}{R_{g 1}+R_{4}} L_{b b}\left(R_{1}-\frac{1}{\mu_{w+1}}\right) \epsilon^{\left.-t / k_{v i}+R_{1}\right) c_{t}} \tag{+15}
\end{equation*}
$$

The positive spike represented in the diagram as $V_{a}$ will be

$$
\begin{equation*}
\left.\mathbf{V}_{a}=\boldsymbol{r}_{r_{1}}\right]_{t=1}=\frac{R_{v 1}}{R_{y 1}+R_{4}}\left(K_{1}-\frac{1}{\mu_{n 1}}\right) k_{w_{b}} \tag{1-16}
\end{equation*}
$$

And the final voltage $l_{b}$ will be

$$
\begin{equation*}
\left.V_{b}=e_{\cdot 1}\right]_{t=\tau=}=V_{a \epsilon} \epsilon_{z=} /\left(R_{a 1}+R_{b}\right) C_{1} \tag{4-47}
\end{equation*}
$$

Now it is well to take stock of our results at this point, for the values of $V_{a}$ and $V_{b}$ given above contradict an assumption used in the derivation of some of the multivibrator design equations. It will be remembered that the values of static plate resistance, $R_{p 1}$ and $R_{p 2}$, are evaluated on the basis that during conduction (i.e., during $\tau_{2}$ for $l_{1}$ ) the grid voltage on the tube is zero, yet these equations show that actually the grid is positive during this interval. A consideration of the relative magnitudes of the relerant quantities shows, however, that the assumed and actual conditions are quite similar, for the first factor in the last two equations, namely, $\frac{R_{g 1}}{R_{g 1}+R_{4}}$ approaches zero in value. It will be found however, that this slight positive peak of grid voltage does modify the calculated values of plate voltage slightly.

Proceeding to the calculation of plate wave forms, it would appear at first glanec that $b_{b}$ is constant at supply voltage value during $\tau_{1}$
when the tube is not conducting. An examination of the circuit diagram will show that this cannot be


Fig. 4-17. ob may be calculated during $\tau_{1}$ when $C_{2}$ is charging. true because during that same interval $C_{2}$ is charging and the charge current which flows through $R_{3}$ produces a change in the plate voltage which is exponential; hence the actual shape of $e_{b 1}$ can be calculated by analyzing the condenser discharge circuit, which is similar to that of Fig. 4-15. We have from Fig. 4-17 that during $\tau_{1}$

$$
\begin{align*}
e_{b 1} & =E_{b b}-i_{3} R_{3} \\
& =E_{b b}\left[1-\frac{R_{3}}{R_{g 2}+R_{3}}\left(k_{2}-\frac{1}{\mu_{c o 2}}\right) \epsilon^{-t /\left(R_{a z}+R_{3}\right)^{\prime}}\right]  \tag{4-48}\\
V_{c} & \left.=e_{b 1}\right]_{t=0}=E_{b b}\left[1-\frac{R_{3}}{R_{b 2}+R_{3}}\left(k_{2}-\frac{1}{\mu_{c a 2}}\right)\right] \tag{4-49}
\end{align*}
$$

and

$$
\begin{equation*}
\left.V_{d}=\rho_{b 1}\right]_{t=r_{1}}=E_{b b}\left[1-\frac{R_{3}}{R_{g_{2}}+R_{3}}\left(k_{2}-\frac{1}{\mu_{r_{2}}}\right) \epsilon^{-r_{1} /\left(R_{02}+R_{3}\right) C_{2}}\right] \tag{4-50}
\end{equation*}
$$

Actually the last equation may be simplified considerably, for from the assumption that $C_{2}$ becomes fully charged during $\tau_{1}$ (which was made in the design procedure), it follows that the exponent had to be 5 or more. Furthermore, typical circuit values show the following inequalities to be true:

$$
\begin{align*}
\frac{R_{3}}{R_{o 2}+R_{3}} & <1 \\
\left(k_{2}-\frac{1}{\mu_{c o n}}\right) & <1 \tag{4-51}
\end{align*}
$$

Thus, for all practical purposes.

$$
\begin{equation*}
V_{d}=E_{b b} \tag{4-52}
\end{equation*}
$$

From the above it would seem that $e_{b 1}$ during $\tau_{2}$ could be calculated by setting up the equivalent disoharge eircuit for $C_{2}$, but as a practical matter this is unnecessary for, during $\tau_{2}, V_{1}$ is conducting and the condenser discharge current in $R_{3}$ is negligibly small in comparison to the plate current of the tube. On this basis and assuming $e_{c}=0$,
luring $\tau_{2}$

$$
\begin{equation*}
e_{b 1}=E_{b b} \frac{R_{p 1}}{R_{p 1}+R_{3}} \tag{4-53}
\end{equation*}
$$

and remains constant at this value throughout the entire part-cycle. This is represented by the solid line in Fig. 4-18. But we have previously seen that during $\tau_{2}$ the grid of $\Gamma_{1}$ is positive and varying, and not constant at zero as assumed above. This means that $R_{p 2}$


Fig. 4-18. Wave forms on $V_{1}$, (a) (irid voltage. $V_{a}$ and $V_{b}$ are exaggerated. (1) Plate voltage. The dotted curve shows the effect of variation in $R_{p 2}$ during conduction.
varies slightly rather than remaining constant-or stated in more familiar terms, the grid voltage appears amplified and inverted on the plate. Thus the slight positive spike of grid voltage during $\tau_{2}$ causes a slight dip in plate voltage below the value specified in ( $4-53$ ) at the begiming of the $\tau_{2}$ part-cycle.

Thus we see that the equivalent circuits provide a means of calculating the shape of the various tube-element voltages. It is apparent that similar methods may be applied to the second tube, $\mathrm{I}_{2}$, and the roltages ohtained would be of the same general shape as those in Fig. 4-18, except that cutoff would occur during $\tau_{2}$ and conduction during $\tau_{1}$. It should be emphasized that the plate wave forms can be made more steep than those in Fig. 4-18 by proper design of the appropriate $\tau / T$ ratios.

In all the preceding diseussion, shunt capacitances and their effects have been neglected. At higher values of pulse-repetition rate, the whunt capacitances lower the gain of the two stages and discriminate against the higher frequency components of the waves which are
rich in harmonies. Where necessary these effects may be taken into account by adding the capacitances in the various equivalent circuits and deriving a new set of equations. Analysis becomes much more complex than that already given. In general, the over-all effect is to round off rising edges of the various waves.

## 4-8. Synchronizing the Multivibrator

The design procedure which was outlined in the last section results in a free-running multivibrator, i.e., a multivibrator whose frequency of operation is dependent entirely upon its own circuit constants. In order to meet the requirements of synchronized scanning, however, we must now consider how the multivibrator may be locked in with some sort of synchronizing signal. Shenk hats given a rather complete analysis of this problem which allows rigid control of both portions of the output wave form. Such a high degree of control is not necessary in the application of a seanning generator and we shall consider the design from the point of view of synchronizing the multivibrator to the correct frequency only. In order to make the situation faring us more explicit we shall consider the nultivibrator with its associated parts which go to make up the entire saw-tooth voltage generator. One possible circuit configuration is given in Fig. $4-19$, where the grids of $V_{3}$, the discharge tube, and $V_{2}$ of the multivibrator, are tied together. Since the cathodes of both tubes are tied to ground, both tubes, if they are identical, will be cut off


Fig. 4-19. A multivibrator-controlled sweep gencrator. The multivibrator feeds a vacuum discharge tube which rontrols the charge and discharge of (s.

[^29]for the same interval of time. $C_{5}$ charges when $V_{3}$ is not conducting. It follows, therefore, that $\tau_{2}$ of the multivibrator and $\tau_{c}$, the charging time of $C_{5}$, will be equal. If a free-ruming system were permissible, the design equations which have heen given would permit calculation of all the circuit constants in the diagram. It should be noticed, however, that the parallel connection of the $V_{2}$ and $V_{s}$ grids would lower the effective grid resistance of $V_{2}$, i.e., $R_{02}$ in the counterpart of ef. (4-39), to one-half its usual value, making it in the order of 750 ohms.

We now consider how this circuit may be synchronized by an external signal. Our previous analysis has shown that at the beginning of the $\tau_{2}$ part-cycle, $e_{r 2}$, the grid voltage on $V_{2}$ drops to ( $-k_{2} E_{b_{b}}$ ) and then builds up exponentially, the part-cycle ending when $e_{c 2}$ reaches the cut-off roltage corresponding to the given value of $E_{b b}$. If, now, the multivibrator were designed for a $\tau_{2}$ greater than $\tau_{c}, V_{2}$ could be forced to conduct at any time less than $\tau_{2}$, say at $\tau_{c}$, by the application to its grid of a positive-going, externally supplied voltage of proper amplitule, ats shown in Fig. 4-20. The


Fig, 4-20. Tube $V_{2}$ of frec-running cutoff interval $\tau_{2}$ may be forced to conduct at $\tau_{c}$ by an externally applied syne signal.


Fig, 4-21. A square synchronizing pulse provides poor synchronization. Any change in amplitude of the pulse causes a shift in time of the conducting point.
interval for which $V_{1}$ is cut off, $\tau_{1}$, would be unaffected. Hence the frequency of operation would become

$$
\begin{equation*}
j=\frac{1}{\tau_{1}+\tau_{c}}=f_{s} \tag{4-54}
\end{equation*}
$$

where $f_{n}$ is the frequency of the synchronizing signal. It may be seen, then, that for satisfactory synchronization the free-running
freguency of the multivibrator must be less than $f_{s}$ and the synchronizing signal must be of sufficient amplitude to satisfy the relationship

$$
\begin{equation*}
-k_{2} E_{b b \epsilon^{-\tau /}} / T_{2}+e_{\mathrm{sync}}=E_{c u 2} \tag{4-5.5}
\end{equation*}
$$

Two further aspects of synchronization must be considered; what shape of sync signal is best suited to our ends, and how shall that signal be injected into the multivibrator? In regard to the first, three types of signals may be considered, the sine and souare waves and the pip, or short pulse of steep wave front. If the sine wave he chosen, (4-55) becomes

$$
\begin{equation*}
-k_{2} E_{b b \epsilon^{-r} / T_{2}}+E_{s} \sin \left(\omega_{s} t+\phi\right)=E_{c o 2} \tag{4-56}
\end{equation*}
$$

from which it may be seen that the chances for poor synchronization are large because any slight variation in $E_{s}, \phi$, or in the multivibrator constants will result in a shift in phase of the output. Stated in other terms, we note that the time rate of change of a sinusoidal quantity is slow. Hence any small changes in grid voltage magnitude will result in uncertainty of the conduction time.

The use of a square wave as the synchronizing signal is open to the same sort of criticism because the resultant voltage of exponential plus square pulse is not flat-topped, and cireuit variations will permit $V_{2}$ to conduct at different points along the top of the pulse as shown in Fig. 4-21.

When a pip is used as the sync voltage on the other hand, $l_{2}$ is only given a momentary chance to conduct. If its amplitude is below that required by (4-55), no synchronization will oceur until the next cycle of operation. If its amplitude increases, no change in $\tau_{c}$ will occur because of its extremely short rise time. For these reasons the pip is most desirable as a syne signal and may be obtained by differentiating a square wave or some other pulse characterized by a relatively steep wave front.

The second aspect of synchronization which must be investigated is that of syne injection: how shall the synchronizing pip be injected into the multivibrator? At the outset it must be stated that any injection circuit will tend to load some portion of the multivibrator circuit, and this loading effect must be included in the multivibrator design. Generally, this effect will result in the lowering of the effective values of $R_{1}, R_{2}, R_{3}$, and $R_{4}$ or the equivalent grid and plate resistances. Theoretically the injection may take place into grid,
plate or cathode cirenits in the multivibrator but pratical eonsiderations generally rule out grid injection. The reason for this is that the grid leak resistances, $R_{1}$ and $R_{2}$, generally have the highest values of all the circuit constants. Hence any injextion rircuit connected to the grid will have maximum shunting effect.

Sereral typical complete saw-tooth voltage generators are shown in F'ig. 4-22, each of which employs a different seheme of syne injection. The circuit at $a$ is desirable from a design point of view because the injection circuit hats minimum offect on the multivibrator.


Fig. 4-22. Typical saw-tooth volage generators emplowing the multivibrator, (a) Cireuit emplowing positive-going sync. $V_{3}$ is normally cut off. Syme injection has negligible effect on the circuit constants. (b) Circuit employing negative-going sync, $V_{4}$ is normally conducting. The design is modified $\mathrm{b}_{\mathrm{y}} R_{p, 4}$, which shunts the plate of $V_{1}$ to ground throughout the entire cerle. (e) The separate sue injection tube is eliminated. Vo serves as syne injector and discharge tube.
$V_{4}$ is normally biased beyond cutoff and hence appears as an open circuit to $V_{1}$ and $V_{2}$. I Luring $\tau_{2}$ the plate of $V_{2}$ is at battery potential. At $\tau_{c}$ the sync pulse causes $V_{4}$ to conduct and its plate current flowing through $R_{4}$ causes $e_{62}$ to drop momentarily. This drop coupled to the grid of $V_{1}$ causes the latter to cut off and the multivibrator: circuit switches.

The circuit at $c$ is interesting because the functions of injection and triggering the sweep circuit $R_{5} C_{5}$ are combined in the single tube $V_{3}$. The operation of the circuit may be thought of in the following manner: In the presence of synchronizing pips, the discharge of $C_{5}$ is initiated by the pip, the duration of discharge being controlled by the multivibrator wave form which is also locked in with the pip. In the absence of the pip (and it was for this eventuality that the multivibrator was introduced into the sweep circuit) $C_{5}$ will continue to charge and discharge at a rate determined by the free-running operation of the multivibrator. Design of this circuit is complicated by the presence of the coupling condenser $C_{6}$.

It is quite apparent from inspection of these circuits that saw-tooth voltage generators employing multivibrators as impulse generators involve three or more tubes plus several related components. In the construction of such a generator the cost of components and arsembly runs high. For this reason, the trend has been toward simpler circuits which require fewer components. One form of these employs the blocking oscillator in place of the multivibrator as the impulise generator.

## 4-9. The Blocking Oscillator

The second form of impulse generator to be considered is the blocking oscillator, two forms of which are shown in Fig. 4-2:3. Inspection of these diagrams shows that they are identical in form to an audio oscillator of the feedback type. We might expect, therefore, that the wave form from grid to ground or from plate to ground would be a sinusoid of frequency determined by the inductance and distributed capacitance of the coupling transformer. Furthermore the bias would be produced by the flow of grid current charging $C_{1}$ during the positive half-cycles of grid voltage, and then by $C_{1}$ discharging through $R_{a}$ for the remaining half-cycle. This action is basic in the oscillator and to see how a pulse output is developed, we consider the development of bias more closely. As the time constant


Fig. 4-23. Blocking oscillators are forms of tuned-grid oscillators.


Fig. 4-24. Wave forms in the blocking oseillator.
$R_{\theta} C_{1}$ is increased, the voltage across $R_{g}$ resulting from the discharge of $C_{1}$ becomes greater until the magnitude of discharge current through $R_{q}$ is so large that the grid is driven beyond cutoff and the flow of plate current is blocked. The blocked condition prevails while the voltage across $R_{y}$ decreases exponentially until cutoff is reached. The cycle then repoats itself. Typical wave forms for the blocking oscillator are illustrated in lig. 4-24.

It will be observed that the cycle of operation consists of two distinct parts, one corresponding to positive voltage on the grid which we shall term the pulse interval, and a second when the grid is below eutoff, the interpulse interval. It would be desirable to present an analysis of the blocking oseillator at this point but generally the operation extends into regions of extreme nonlincarity in the tube characteristic and the use of the equivalent plate-circuit theorem as the basis for analysis is invalid. Any useful means of analysis must incritably be graphical, one such method being that which ures isoclines or curves of constant slope. ${ }^{6}$ Such methods are usually

[^30]tedious to apply and generally an empirical approach is used. In general we may state that the pulse interval is governed by the constants of the coupling transformer, and the interpulse period by the time constant $R_{8} C_{1}$, cutoff voltage, and the charge accumulated by $C_{1}$ during the pulse. lirom the diagrams we may write
\[

$$
\begin{align*}
E_{0} & =\frac{1}{C_{1}} \int_{0}^{r_{1}} i_{g} d t  \tag{4-57}\\
E_{\mathrm{ct}} & =E_{n t}^{\prime}-r_{2} / R_{0} c_{1} \tag{4-58}
\end{align*}
$$
\]

In practice it is customary to use a transformer which provides the necessary value of $\tau_{1}$, and to adjust $R_{u}$ and $C_{1}$ to give the proper value of $\tau_{2}$. Typical values of resistance and capacitance for television applications are given below:

| Application | $R_{a}$ | $C_{2}$ |
| :---: | :---: | :---: |
| 60 cucle, vertical sweep | 1 megohm | $0.005 \mu \mathrm{~F}$ |
| 15,750 cercle, horizontal sweep | 60 kilohms | $470 \mu \mu \mathrm{f}$ |

Sinee $\tau_{1}$ is in the order of mieroseconds, it might be expected that typical transformers for blocking oscillator applications are characterized by low (as compared to audio interstage transformers) ralues of inductance. (ienerally this will be in the range of millihenrys. They are further characterized by tight coupling between the plate and grid windings. Typical step-down ratios from the plate to grid side are from 1:1 to $3: 1$.

In the forcgoing discussion we have assumed that the $\tau_{1}$ part-cycle pulse on the grid is sinusoidal, but under certain circumstances this shape may change because of action in the transformer. ${ }^{7}$ In any event, the $\tau_{1}$ and $\tau_{2}$ part-rycles are governed by the transformer and the $R_{11}{ }_{1}{ }_{1}$ time constant, respertively.
The use to which a blocking oscillator is put determines the methord of deriving its output pulse. Where the positive pulse itself is of importance, the output may be derived from either transformer winding or from a third winding added to the transformer expressly for that purpose. When derived in cither of these methorls the pulse may exhibit overshoot because of oscillations in the $L$-c circuit of the transformer winding in use. Oyershoot of this type may be eiiminated by deriving the output from a resistor in either the plate or

[^31]cathode returns. In this method the output voltage is directly proportional to the plate current of the tube and overshoot is completely eliminated since reversal of current cannot take place.*

In the present case, where we are concerned with the generation of a saw-tooth sweep voltage, the grids of the blocking oscillator and discharge tubes may be tied together directly. Then during $\tau_{2}$ the discharge tube will be held below cutoff and will conduct during the pulse interval.

As a further simplification of the sweep circuit the discharge tube may be climinated by use of the circuit shown in Fig. 4-25.9 The


Fig. 4-25. Blocking oscillator sweep-voltage generator. The sawtooth voltage is developed across ("4 when the tube is noneonducting.
addition of the $R_{4} C_{4}$ combination in the plate circuit of the blocking oscillator tube, $l_{1}$, eliminates the need for a separate discharge tube because ( ${ }_{4}$ charges during $\tau_{2}$ when $V_{1}$ is cut off, and discharges during $\tau_{1}$ when the tube is conducting. Sync injection is obtained from $R_{2}$, which is common to the plate circuit of $V_{2}$ and the grid circuit of $V_{1}$. The variable portion of $R_{1}$ serves as a hold control because its adjustment allows proper setting of the free-running interpulse interval so that proper synchronization may be maintained. ('omparison of the circuit with those of Fig. 4-22 shows the degree of simplification

[^32]which results when the blocking oscillator replaces the multivibrator as impulse generator.

## MAGNETIC DEFLECTION SYSTEMS

Our work in the last chapter showed that for magnetic deflection of an electron beam up to a half-angle deflection of $25^{\circ}$ the required saw-tooth deflection would be produced by causing a saw-tooth current to flow in the deflection yoke. It might seem, then, that linear magnetic deflection could be produced by placing the deflection yoke in the plate circuit of a pentode driving tube which is driven by a saw-tooth grid voltage. Actually such a nailve approach to the problem which assumes the pentode to be a constant-current source is not admissible. In the first place, relatively high values of yoke current are required so that a power tube must be used. For such tubes the plate resistance is not sufficiently high to justify the assumption $i_{p}=g_{m} e_{g}$. In the second place linearity requirements demand that the yoke be isolated from the driver plate circuit. This may be seen from the following considerations. Let the yoke be placed in the plate circuit of the driver as shown in Fig. 4-26a. Then,


Fig. 4-26. Direct coupling of the deflection yoke to the driver tube. (a) Circuit. (b) Required deflection is $2 \alpha$.
since the d-e plate current flows through the yoke, a spurious d-c deflection of the electron heam will occur unless the no-signal plate current is zero. This, in turn, means that during the sweep cycle the total instantancous plate current must start at zero and finally return to zero, a fact which requires that the tube operate in regions of extreme nonlinearity. It also means that the entire peak-to-peak angular deflection of $50^{\circ}$ be provided by an increasing sweep current, as shown at $b$ in Fig. 426 . Thus an angular deflection of $50^{\circ}$ is required for, say, a 10 BP 4 or 16 AP 4 ('R'T', and of $70^{\circ}$ for the shorter $16 \mathrm{CP4}$, instead of the corresponding half-angle deflections of $25^{\circ}$ and
$35^{\circ}$, respectively. Hence special design of the driving voltage would be required to overcome the nonlinearity introduced by the tube and the nonlinearity caused by the breakdown of eq. (3-18). To overcome these difficulties it is common practice in television design to isolate the yoke proper from the driver plate circuit by means of a transformer as shown in Fig. 4-27a. The introduction of the iso-


Fig. 4-27. Transformer coupling of the deflection yoke to the driver tube. (a) Circuit. (b) Required deflection is $\alpha$ on cach side of the rest position.
lation transformer has a number of advantages. First, the yoke is isolated from the driver plate circuit; hence the driver quiescent point may be chosen so that the tube operates in the linear region of its characteristics. Second, since the yoke is isolated from the d-c plate current, a d-c positioning current may be introduced in the yoke to allow control of the no-signal position of the electron beam on the face of the CRT. Third, the actual yoke current may be alternating and the design may be based on a half-angle deflection, $\alpha$, rather than the full deflection, $2 \alpha$. Fourth, the transformer may be designed to step up the current in the yoke. This feature has two effects: the current demand on the tube is lowered, and a smaller region of the tube characteristic is utilized with an improvement in linearity.

We shall, therefore, assume in the rest of our treatment that the yoke is coupled to the driver through a transformer. Since the yoke is predominantly inductive, the usual concepts of impedance matching break down. The transformer may be designed for a current step-up, however, and to simplify our work we shall assume the transformer to be ideal, that it has negligible leakage reactance and infinite incremental primary inductance. ${ }^{10}$
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## 4-10. Increasing or Decreasing Sweep Current

With the transformer isolating the yoke from the driver plate circuit we have complete freedom in choosing the direction of plate current during the trace portion of the scanning cyele. For example, we may have an increase in plate current during scan as shown at a in Fig. 4-28, or a decrease during scan as shown at $c$; both forms of


Fig. 4-28. Two alternative forms of driver phate current meet the requirements of linearity. (a) Driver current increases during scan. (b) Plate voltage corresponding to increasing sweep current. (c) Driver rurrent decreases during scan. (d) Plate voltage corresponding to decreasing sweep current.
plate current will meet the requirements of linearity. Further investigation shows that each form has an adrantage. In order to show this let us simplify the discussion by assuming that the yoke and transformer present a purely inductive load of magnitude $L$ to the driver. Then, whenever the plate current is changing, the voltage drop arross the load will be

$$
\begin{equation*}
e=L \frac{d i_{b}}{d t} \tag{5}
\end{equation*}
$$

and the corresponding instantaneous plate voltage will be

$$
\begin{equation*}
e_{b}=L_{b b}^{\prime}-1 \cdot \frac{d i_{b}}{d t} \tag{4-60}
\end{equation*}
$$

From these equations we see that an increasing $i_{b}$ (positive slope) causes the plate voltage to drop below the supply voltage and, con-
versely, a decreasing current produces a plate voltage greater than the supply voltage. In either case the magnitude of the drop across the load is determined by the slope of the driver current. Hence, during trace the load voltage is much smaller than during retrace when the current curve is changing rapidly. The actual shape of the load voltage during flyback will obviously depend on the shape of the current in that same interval. To a first approximation we may assume that the flyback current changes linearly and the resulting plate voltage for the two types of currents are plotted in Fig. $4-28$ at $b$ and $d$. From these it may be seen that the second system shown at $c$ and $d$ provides a means of effectively "boosting" the d-c supply voltage because the pulse across the load during flyback is large enough to raise the average value of plate voltage. A circuit which utilizes this boosting action is discussed in section 4-18.

Even though the idea of "getting something for nothing" by using the negative slope scan current is appealing, actually the positive slope scan current is generally used. The reason for this may be seen by considering the problem of current reversal during the flyback interval. During this interval the rate of current change is high and it is desirable in the interest of rapid flyback to have a high voltage across the load to help reverse the current. ${ }^{11}$ Inspection of the wave forms of Fig. 4-28 shows that this condition is met by the plate current which increases during the scan part-cycle. A further adrantage afforded by this form of current is that it permits use of a driving grid voltage which also increases during scan. This simplifies the circuitry of the entire sweep system.

## 4-11. Driver Grid Voltage

We well might inquire at this point what shape of driver grid voltage is required to produce the positively increasing saw-tooth current in the deflection yoke. To do this, consider the basic deflection circuit shown in lig. 4-29.

It is assumed that the operating point of the driver is so chosen that its operation is linear and that the equivalent plate circuit shown at $c$ is valid. The static plate resistance, $R_{p}$, rather than the dynamic plate resistance is used because the plate current has a form which is
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Fig. 4-29. Simplification of the transformer-coupled driver plate circuit. (a) The basic circuit. (b) Equivalent cireuit referred to the primary side of the transformer. (e) Equivalent plate circuit. (d) Required a-c component of driver plate current.
matched better by the former condition. The notation of the diagram is defined below.

$$
\begin{align*}
R_{p}= & \text { static plate resistance of driver at the } \\
& \text { operating point } \\
n= & \text { primary to secondary turns ratio } \\
R_{1}= & \text { transformer primary resistance } \\
R_{2}= & \text { transformer secondary resistance } \\
R_{y}= & \text { yoke resistance }  \tag{4-61}\\
L_{y}= & \text { yoke inductance } \\
\hat{\imath}_{p} & =\text { peak-to-peak plate deflection current }=\frac{\hat{\imath}}{n} \\
\hat{\imath} & =\text { peak-to-peak yoke deflection current } \\
R & =n^{2}\left(R_{y}+R_{2}\right)+R_{1} \\
L & =n^{2} L_{y}
\end{align*}
$$

$\hat{\imath}_{p}$ may be determined from eq. (3-19) or its equivalent in terms of the angle of deflection from rest position. Then, applying Kirchhoff's voltage law to the circuit of Fig. $4-29 c$, we get
or

$$
\begin{gather*}
\mu e_{\theta}=i_{p}\left(R_{p}+R\right)+L \frac{d i_{p}}{d t} \\
e_{y}=\frac{\hat{\imath}_{p}}{\mu \tau_{s}}\left[L+\left(R_{p}+R\right) t\right] \quad \text { for } 0 \leq t \leq \tau_{s} \tag{4-62}
\end{gather*}
$$

Equation (4-62) gives the driver grid voltage required to produce the deflection demanded by the system. ${ }^{12}$ Inspection of the equation shows that the voltage at $t=0$ jumps to a value $\hat{\imath}_{p} L / \mu \tau_{s}$ and then builds up at constant slope in time until $t=\tau_{s}$. Such a voltage, which may be said to be trapezoidal in form, is depicted in Fig. 4-30.


Fig. 4-30. The trapezoidal voltage required on the driver grid.
Given the grid voltage, we next consider circuits which may be used to produce it.

## 4-12. Trapezoidal Generator

The trapezoidal voltage just described may be derived from a modified version of the basic $R-C$ circuit described in the section 4-1. This modification is shown at Fig. 4-31 where the output voltage is


Fig. 4-31. The hasic R-f' circuit modified for the generation of a traperoidal voltage.

[^35]developed across the combination of $R_{4}$ and $C_{4}$. As before, let $E_{c}$ be the initial voltage on $C_{4}$ before the switch is closed, and $T_{c}$ the charging time constant.

Then

$$
e_{o}=v_{r}+i R_{4}
$$

Substituting from eqs. (4-i) and (4-7) for $i_{c}$ and $i$, respectively, we get

$$
\begin{equation*}
e_{0}=E_{b b}-\left(E_{b b}-E_{c}\right) \frac{R_{3}}{R_{3}+R_{4}} \epsilon^{-t / T_{e}} \tag{4-63}
\end{equation*}
$$



Fig. 4-32. Output of the trapezoidal generator shown in Fig. 4-31.
The components of $e_{o}$ and $\epsilon_{\sigma}$ itself are plotted in Fig. 4-32. From the diagram it may be seen that the voltage at $A$, i.e., the value of $e_{0}$ at the instant the switch is closed is:

$$
\begin{align*}
\left(e_{o}\right)_{0} & =E_{b b}-\left(E_{b b}-E_{c}\right) \frac{R_{3}}{R_{3}+R_{4}} \\
& =E_{c}+\left(E_{b b}-E_{c}\right) \frac{R_{4}}{R_{3}+R_{4}} \tag{4-64}
\end{align*}
$$

Since $E_{c}^{\prime}$ is the initial condenser voltage, it follows that the initial rise in voltage at $t=0$ is

$$
\begin{equation*}
\left(E_{b b}-E_{c}\right) \frac{R_{4}}{R_{3}+R_{4}} \tag{5}
\end{equation*}
$$

Since the output of the trapezoidal generator will be coupled usually to the grid of the driver through an $R-C$ network, the d-c component, $E_{c}$. will be removed. Thus for design purposes it is convenient to express $e_{0}$ as a variable component added to $E_{c}$. Equation (4-65) gives the initial rise part of this varying component, and the ex-
ponential part could be found by algebraic manipulation of (4-64). It is instructive to use an alternative approach, however, which will give the varying components directly. To do this we replace the initially charged condenser by a series combination of a condenser of the same capacitance but with zero initial charge and a battery of terminal voltage $E_{c}$. The net effect in the circuit, then, is that the net battery voltage has been reduced from $E_{b b}$ to $\left(E_{b s}-E_{c}\right)$. The value for $T_{c}$. of course, remains unchanged because the values of resistance and capacitance in the circuit are unaffected by the substitution. This equivalent circuit is given in Fig. 4-33. Then, applying again exs. (4-6) and (4-7), we get

$$
c_{o}=E_{c}+\left(E_{b b}^{\prime}-E_{c}\right)\left(1-\frac{R_{3}}{R_{3}+R_{4}} \epsilon^{-t / T_{c}}\right)
$$

Equations (4-6i3) and (4-66) may be shown to be identical by suitable algebraic manipulation. If now we let $\tilde{e}_{0}$ be defined as the varying component of the output voltage, then

$$
\begin{align*}
\tilde{e}_{o} & =e_{o}-E_{c} \\
& =\left(E_{b b}-E_{c}\right)\left(1-\frac{R_{3}}{R_{3}+R_{4}} \epsilon^{-t / T_{c}}\right) \tag{4-67}
\end{align*}
$$



Fig. 4-33. Simplification of the trapezoidal generator circuit. The condenser with initial voltage $E_{c}$ is replaced by a condenser with initial voltage zero in series with a battery whose voltage is $E_{c}$.


Fig. 4-34. The varying component of output voltage of the trapezoidal gemerator.
$\bar{e}_{0}$ is plotted in Fig. 4-34, which may be seen to be the same as Fig. $4-32$, with the single exception that all the ordinates are displaced downward by the voltage $E_{c}$.

If we now apply the same technique that was used in saw-tooth voltage generation earlier in the chapter, we see that if the ratio $t / T_{c}$ is restricted to sufficiently small values, the build-up after $t=0$ will be linear in time and the required trapezoidal wave will result. Thus expanding the exponential wave and assuming that $t$ is restricted so that

$$
\begin{equation*}
\left(\frac{t}{T_{c}^{\prime}}\right)^{2} \ll\left(\frac{t}{T_{c}}\right) \tag{4-68}
\end{equation*}
$$

we get $\quad \bar{e}_{o}=\left(E_{b b}-E_{c}\right)\left[\frac{R_{4}}{R_{3}+R_{4}}+\frac{R_{3}}{R_{3}+R_{4}}\left(\frac{t}{T_{c}}\right)\right]$
Since $\tilde{e}_{0}$ is of the same form as the required $e_{\theta}$, right-hand members of (4-62) and (4-69) may be equated. Then, equating coefficients of equal powers of $t$, we get

For $t^{0}$,

$$
\left.\begin{array}{l}
\left(E_{b b}-E_{c}\right) \frac{R_{4}}{R_{3}+R_{4}} \equiv \frac{\hat{\imath}_{p} L}{\mu \tau_{s}}  \tag{4-70}\\
\frac{\left(E_{b b}-E_{c}\right)}{T_{c}} \frac{R_{3}}{R_{3}+R_{4}} \equiv \frac{\hat{\imath}_{p}}{\mu \tau_{s}}\left(R_{p}+R\right)
\end{array}\right\}
$$

For $t^{1}$,
Generally $R_{3} \gg R_{4}$, so that these equations may be rewritten as

$$
\begin{equation*}
\left(E_{b b}-E_{c}\right) \frac{R_{4}}{R_{3}}=\frac{\hat{\hat{p}}_{p} L}{\mu \tau_{s}} \tag{4-71}
\end{equation*}
$$

and, substituting for $T_{c}=\left(R_{3}+R_{4}\right) C_{4} \approx R_{3} C_{4}$,

$$
\begin{equation*}
\frac{\left(E_{b b}-E_{c}\right)}{R_{3} C_{4}}=\frac{\hat{\imath}_{p}}{\mu \tau_{g}}\left(R_{p}+R\right) \tag{4-72}
\end{equation*}
$$

Then, dividing (4-71) by (4-72), we get

$$
\begin{align*}
R_{4} C_{4} & =\frac{L}{R_{p}+R}  \tag{4-73}\\
& =T_{L}=\text { time constant of driver plate cireuit }
\end{align*}
$$

In order to meet the linearity requirements of (4-68)
or

$$
\begin{gather*}
\tau_{s} \leq 0.4 T_{c} \approx 0.4 R_{3} C_{4}  \tag{4-74}\\
C_{4 \text { min }}=\frac{\tau_{s}}{0.4 R_{3}}
\end{gather*}
$$

With eq. (4-73) and (4-74) we have the time constants of the circuit specified in terms of known quantities, and if a value of $R_{3}$ be assumed (this will generally be 1 to 2 megohms), $R_{4}$ and $C_{4}$ may be calculated.

We must now consider the magnitude of the trapezoidal voltage to make sure that the required driving current $\hat{\imath}_{p}$ is furnished. Clearly this will be determined by the quantity ( $E_{b b}-E_{c}$ ) in either (4-71) or (4-72). Let us evaluate this quantity. First, consider the charging circuit of Fig. 4-31. If the condenser charges from an initial voltage $E_{c}$, at any time, $t$, the voltage will be, by eq. (4-10),

$$
v_{c}=E_{c}+\left(E_{b b}-E_{c}\right)\left[\frac{t}{T_{c}}-\frac{1}{22}\left(\frac{t}{T_{c}}\right)^{2}+\frac{1}{[3}\left(\frac{t}{T_{c}}\right)^{3}+\cdots\right]
$$

Now we have assumed a $\tau_{s} / T_{c}$ ratio of 0.4 in order to ensure linearity; thus at $t=\tau_{s}$ the condenser voltage will be
or

$$
\begin{align*}
& \left(v_{c}\right)_{r,}=E_{c}+\left(E_{b b}-E_{c}\right) \times 0.4 \\
& \left(v_{c}\right)_{r_{s}}=0.6 E_{c}+0.4 E_{b b} \tag{4-75}
\end{align*}
$$

At the end of the scan part-cycle the condenser must be discharged. Then, carrying over our knowledge of the saw-tooth generator, we see that this may be accomplished by placing a discharge tube in shunt with $R_{4}$ and $C_{4}$ as shown in Fig. 4-35a. After the circuit has


Fig. 4-35. Simplification of the trapezoidal generator during discharge.
been in operation for a long enough period so that an equilibrium condition prevails the condenser voltage must return to its initial value during the discharge interval. Thus from the equivalent circuit of Fig. $4-35 c$ we may write

$$
T_{d}=\left(\frac{R_{3} R_{d}}{R_{3}+R_{d}}+R_{4}\right) C_{4}
$$

but

$$
\begin{gather*}
R_{3} \gg R_{d} \\
T_{d} \approx\left(R_{d}+R_{4}\right) C_{4} \\
\approx R_{d} C_{4}+T_{L}  \tag{4-76}\\
E_{b b} \frac{R_{d}}{R_{3}+R_{d}} \approx 0
\end{gather*}
$$

so
and
Hence we have the result that during discharge

$$
v_{c}=\left(0.6 E_{c}+0.4 E_{b b}\right) \epsilon^{-1 / T_{d}}
$$

and at $t=\tau_{d}$

$$
\begin{equation*}
v_{c}=E_{c}=\left(0.6 E_{c}+0.4 E_{b b}\right) \epsilon^{-r_{d} / T_{d}} \tag{4-77}
\end{equation*}
$$

These equations may be arranged into a design procedure. With $\tau_{d}, \tau_{s}, \hat{i}_{p} L, R_{p}$, and $R$ given
(1) Choose $R_{3}$, nominally 1 to 2 megohms.
(2) Calculate $R_{d}$ by the graphical method illustrated in Fig. 49. An approximation is involved here because the exact value of $E_{b b}$ is not known as yet.
(3) Calculate $C_{4}$ from eq. (4-74).
(4) Calculate $T_{L}$ and $R_{4}$ from (4-73).
(5) Calculate $E_{b b} / E_{c}=k$.

From (4-77)

$$
\begin{gather*}
\epsilon^{\tau_{d} / T_{d}}=0.6+0.4 \frac{E_{b b}}{E_{c}} \\
k=\frac{E_{b b}}{E_{\mathrm{c}}}=2.5\left(\epsilon^{\tau_{d} / T_{d}}-0.6\right) \tag{4-78}
\end{gather*}
$$

(6) Calculate $E_{b b}$.

From (4-71)

$$
\begin{gather*}
E_{b b}\left(1-\frac{E_{c}}{E_{b b}}\right) \frac{R_{4}}{R_{3}}=\frac{\hat{\imath}_{m} L}{\mu \tau_{s}} \\
E_{b b}=\frac{\hat{\imath}_{p} L}{\left(1-\frac{1}{k}\right) \mu \tau_{s}} \frac{R_{3}}{R_{4}} \tag{4-79}
\end{gather*}
$$

Let us illustrate this design procelure with a typical problem. Design a vertical sweep generator for a progressive scan television system which operates with a frame frequency of 30 cycles per second. The flyback ratio is to be 1 to 19. The following constants are to be used:

Deflection yoke:

$$
L_{y y}=50 \text { millihenrys, } \quad R_{y}=65 \text { ohms, } \quad \hat{\imath}=320 \mathrm{ma}
$$

Transformer: $n=10, \quad R_{1}=\mathbf{6 0 0}$ ohms, $\quad R_{2}=10$ ohms
A triode-connected $6 \mathrm{~K} 6-\mathrm{CT}$ is to be used as a driver so that $R_{p}=6,250$ ohms and $\mu=6.5$. A 6 SN is to be used as the discharge tube, $R_{d} \approx 13$ kilohms,

$$
\begin{aligned}
\tau_{s} & =\frac{19}{19+1}\left(\frac{1}{30}\right)=31.6 \mathrm{msec} \\
\tau_{d} & =\frac{1}{0.03}-31.6=1.7 \mathrm{msec} \\
L & =n^{2} L_{y}=100\left(50 \times 10^{-3}\right)=5 \mathrm{~h} \\
R & =n^{2}\left(R_{y}+R_{2}\right)+R_{1}=100(65+10)+600=8100 \mathrm{ohms}
\end{aligned}
$$

Then, following the design procedure, we have
(1) Choose $\quad R_{3}=1$ megohm
(2) Calculate $R_{d}$. For the present problem we shall assume this to be

$$
R_{d}=1.3 \times 10^{4} \mathrm{ohms}
$$

(3) $\quad C_{4}=\frac{\tau_{8}}{0.4 R_{3}}=\frac{31.6 \times 10^{-3}}{4 \times 10^{5}}=7.7 \times 10^{-8}=0.077 \mu \mathrm{f}$
(4) $T_{L}=\frac{L}{R_{p}+R}=\frac{5}{6250+8100}=\frac{5}{1.435 \times 10^{4}}$

$$
=3.48 \times 10^{-4} \mathrm{sec}
$$

$$
R_{4}=\frac{T_{L}}{C_{4}}=\frac{3.48 \times 10^{-4}}{0.77 \times 10^{-7}}=4.52 \times 10^{3} \mathrm{ohms}
$$

(5) $T_{d}=R_{d} C_{4}+T_{L}=1.3 \times 10^{4}\left(7.7 \times 10^{-8}\right)+3.48 \times 10^{-4}$

$$
=10 \times 10^{-4}+3.48 \times 10^{-4}=1.348 \times 10^{-3} \mathrm{sec}
$$

$$
\frac{\tau_{d}}{T_{d}}=\frac{1.7 \times 10^{-3}}{1.348 \times 10^{-3}}=1.261
$$

then

$$
k=2.5\left(\epsilon^{\tau_{d} / T_{d}}-0.6\right)=2.5(3.54-0.6)=7.35
$$

$$
\begin{align*}
1-\frac{1}{k} & =1-\frac{1}{7.35}=1-0.136=0.864  \tag{6}\\
\hat{\imath}_{p} & =\frac{\hat{\imath}}{n}=\frac{320 \times 10^{-3}}{10}=3.2 \times 10^{-2} \mathrm{amp}
\end{align*}
$$

then
$E_{b,}=\frac{\hat{\imath}_{p} L}{(1-1 / k) \mu \tau_{s}} \frac{R_{3}}{R_{4}}=\frac{\left(3.2 \times 10^{-2}\right)(5) 10^{6}}{(0.864)(6.5)\left(3.16 \times 10^{-2}\right)\left(4.52 \times 10^{3}\right)}=200 \mathrm{v}$
Thus the design values for the circuit are

$$
\begin{aligned}
R_{3} & =1 \text { megohm }, & C_{4} & =0.077 \mu \mathrm{f} \\
R_{4} & =4,520 \text { ohms }, & E_{b b} & =200 \mathrm{v}
\end{aligned}
$$

and these values give a $\tau_{s} / T_{c}$ ratio of 0.4 .

## 4-13. Flyback Considerations ${ }^{13}$

In our design equations of the last section we have neglected what happens in the circuit during the flyback interval, $\tau_{\rho}$. Hence we must now examine the driver current wave form during flyback more rritically. In this connection we may review a few points which have been made previously. First, we have seen that from the viewpoint of the scanning raster $i_{6}$ may have any conceivable shape whatsoever during the retrace interval just so long as it reaches its trace starting value before the end of the blanking interval. This is true because no picture information is presented during blanking and hence during flyback. Then in section 4-10 we assumed $i_{0}$ to be linear during retrace in order to permit a choice between the increasing or decreasing forms of driver current. We must now see if this second assumption is necessary, or even possible.
As a practical matter, such a linear retrace current cannot occur because any deflection yoke and transformer system has distributed capacitance associated with it. Consequently at the end of the sweep interval the field built up about the yoke and in the transformer coil begins to collapse, and if the driver plate resistance is high enough so that it has negligible damping effect, the $L-C$ circuit comprising the total inductance and the shunt capacitance starts to oscillate. As may be seen from Fig. 4-36, the resulting current caused by the collapse of the magnetic field is a damped cosinusoid and, further, the shortest flyback time possible will be that corresponding to the half-period of the oscillation. The difficulty, however, is that unless means are provided to damp out the oscillations after $\tau_{\delta}$ they will contaminate the next trace. Our immediate problem, then, is to find some means of damping out these free oscillations. This may
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Fig, 4 36. A-C component of the driver plate current.
be done in a number of ways and the particular system chosen must be based on a compromise between economic factors, permissible flyback time, and the linearity of sweep required.

## 4-14. Shunt-resisfance Damping

The most elementary form of damping utilizes the principle that a circuit of $L$ and $C$ may be rendered aperiodic or nonoscillatory by shunting the circuit with a resistance that is sufficiently small. This scheme of resistance damping is shown in Fig. 4-37, $R_{s}$ being the damping resistor. Since, in this case, we are interested in suppressing oscillations in the yoke itself, it is convenient to construct the equiva-


Fig. 4-37. Shunt-resistance damping. (a) The oscillations are damped out be $R_{s}$, (b) Equivalent circuit referred to the serondary side of the transformer. (r) The circuit reduced by Norton's theorem so that all the elements are in shunt.
lent secondary circuit given at $b$. Even further simplification yields the circuit at $c$ where $L_{s}$, the transformer secondary inductance, and $L_{y}$ have been combined into $L$, the yoke resistance, $R_{y}$, has been neglected, and $n^{2} C_{p}$ has been added to $C_{y}$ to give $C$. Since in a typical circuit which employs this form of damping $n$ may range around $10,{ }^{14}$ the effective applied voltage is assumed to be negligibly small. It follows then from a transient analysis that the parallel combination of $R_{s}$ and $r_{p} / n^{2}$, say $R$, should be

$$
\begin{equation*}
R \leq \frac{1}{2} \sqrt{\frac{L_{4}}{C}} \tag{4-80}
\end{equation*}
$$

Thus $R_{s}$ may be chosen to meet this design requirement.
It is of importance to note that the shunt resistance, $R_{s}$, changes the design equations for the trapezoidal voltage generator. That this is so may be seen from the following considerations. In place of Fig. $4-29 \mathrm{c}$ we now have Fig. $4-38$. It may be seen that $R_{p}, R_{1}$ and


Fig. 4-38. Equivalent primary circuits for shunt-resistaner damping.
$n^{2} R_{8}$ comprise a voltage-dividing network and Thevenin's theorem may be applied to the equivalent generator circuit yielding the result shown at $b$. Thus we see that the effect of the damping resistor during the scan part-cycle is to lower the effective plate resistance, and the effective driving voltage in the plate circuit of the driver tube. This, in turn, raises the ratio of initial rise to slope in the trapezoidal generator. Once these facts are realized our previous generator design equations may be utilized with the various parameters redefined in terms of the circuit constants of Fig. 4-38.

It is instructive to note that the same results may be reached by

[^37]physical reasoning. Consider the simplified circuit in Fig. 4-39 where the yoke and transformer resistances have been neglected. The inductance current is required to be of saw-tooth shape during $\tau_{s}$. Then, during this interval, the voltage drop across $L$ is constant and equal to $L \frac{\hat{i}_{p}}{\tau_{s}}$. But this same voltage is across $R$, which shunts $L$. Thus $i_{R}$ is constant and equal to $\frac{L}{R} \frac{\hat{i}_{p}}{\tau_{s}}$, Then the total current is the sum of the two components shown at $e$ and is trapezoidal. The applied voltage $\mu e_{g}$ is the sum of $e$ and the $i R_{p}$ drop. This required grid voltage $\mu e_{v}$ is shown at $f$.


Fig. 4-39. Simplified derivation of the trapezoidal generator voltage, (a) The induetive part of the load. (b) The eurrent in the inductance must increase linearly. (e) The resistive part of the load. (d) The constant voltage $c=L d i / d h$ produces a constant current through the resistaner. (o) The combined load. (f) The total current is the sum of (b) and (d). (g) The equivalent plate circuit voltage $\mu \rho_{g}$ is the sum of $r$ and the $i R_{p}$ drop. (h) The complete equivalent circuit.

Whereas the damping system is excellent from the point of view of low-cost parts, it has the disadrantages of providing a relatively long flyback time and of being wasteful of input power. In regard to flyback time it is unsatisfactory for the horizontal deflection system which meets telceasting standards of a $63.5-\mu \mathrm{sec}$ sweep interval. On the other hand it may be used in the vertical system which allows some 16 milliseconds for the entire vertical sweep and retrace cycle.

In order to examine the second disadvantage, we must consider the power requirements in magnetic deflection. It should be realized that in magnetic deflection only wattless power is required to build
up the deflecting field around the yoke; hence, it would be desirable to return this power to the driver plate supply during the flyback partcycle when the field is collapsing. Actually with resistance damping all this field power is dissipated in the damping system and as a result can represent a power loss of considerable magnitude. We now calculate this field power:

During the scan interval, $\tau_{s}$, the current build up in the net inductance is linear, or
during $\tau_{s}$

$$
\begin{equation*}
i=\frac{\hat{i}}{\tau_{s}} t \tag{4-81}
\end{equation*}
$$

and the voltage drop across the inductance $L$ of Fig. $4-37$ is

$$
\begin{equation*}
e_{L}=\frac{L \hat{l}}{\tau_{s}} \tag{4-82}
\end{equation*}
$$

Then the average power furnished to the yoke during scan is
but

$$
\begin{align*}
P_{y} & =\frac{1}{2} L \frac{\hat{t}^{2}}{\tau_{s}}  \tag{4-83}\\
\tau_{s} & =\frac{1}{(1+p) f_{s}} \tag{4-84}
\end{align*}
$$

where $\quad f_{s}=$ scanning frectuency
whence:

$$
\begin{equation*}
P_{y}=\frac{1}{2} L \hat{\imath}^{2}(1+p) f_{s} \tag{4-85}
\end{equation*}
$$

Schlesinger has shown that for a 10BP4 cathode-ray tube sweeping at a horizontal frequency of 15,750 sweeps per second this yoke-power term represents 19 watts and, as we have seen, in simple resistance damping all of this power is lost. According to Spielman ${ }^{15}$ the average postwar television receiver using a 10 -in. picture tube draws some 220 w from the supply line. Thus the power which resistance damping wastes represents an appreciable fraction of the total power requirement of the entire receiver. Furthermore, from the design point of view, the wasted power demands that a larger low-voltage power supply be incorporated in the receiver.

In the interests of completeness we should consider also the power requirements for the vertical deflection system, which may be calculated from (4-84). In going from the horizontal to the vertical

[^38]system $\hat{\imath}, L, p$, and $f_{s}$ change, but for a first approximation we may concentrate on the ratio of frequencies, which is so large that it almost completely overshadows changes in the three other quantities for, as we have previously seen, in a 2 to 1 interlaced system the ratio of horizontal to vertical scan frequencies is one-half the number of scanning lines. For usual values ranging from, say, 300 to the 525 lines specified by commerical standards, it follows that the power lost in the vertical sweep system is negligible because of the relatively low vertical scanning frequency.

In summary it may be stated that simple shunt-resistance damping is not used in the horizontal deflection systems recently designed for television equipment. It may be used in the vertical deflection systems where a relatively long flyback interval is available and where the power lost in damping is small.

## 4-15. Resistance Damping

A second type of damping system that finds commercial application utilizes a series combination of resistance and capacitance shunted across the deflection yoke. Isogically it would seem that such a system might be called "resistance-capacitance damping" but the popular term "resistance damping" will be used. The student should take care to note the differences between the shunt-resistance damping system described in the last section, and the one under consideration here. The basic circuit for the latter and its equivalent circuits are given in Fig. 4-40. One advantage of the circuit is immediately apparent, namely, that the presence of the condenser prevents the damping resistance, $R_{s}$, from offering a shunt path to the d-c positioning current (not shown in the diagram) which is introduced into the transformer secondary circuit to control the rest position of the electron beam. Other more important features of the system will become apparent as we proceed with the analysis of the circuit.

The equivalent circuits of Fig. 4-40 are derived on the assumption of an ideal transformer of primary to secondary turns ratio, $n$. From $c$ in the figure it is seen that two oscillatory systems are present. These systems are indicated by the mesh currents $i$ and $i_{1}$. If, however, $R_{s}$ is made small enough to suppress oscillations at a frequency determined by $L$ and $C, i . e$, at the natural frequency of the undamped deflection system, the equivalent circuit at $d$ results. This, then, is the basic idea involved in resistance damping: the oscillatory circuit


Fig. 4-40. Magnetic deflection circuit with resistance damping.
(a) Basic circuit. (b) Equivalent circuit referred to the secondary.
(e) Simplified equivalent cireuit neglecting the yoke resistanee $\dot{R}_{y}$,
(d) Simplified circuit during flyback. $R_{s}$ is chosen to suppress oscillations in the $R_{s} C_{s}$ branch.
comprising $L$ and (' in parallel is replaced by a circuit of $L . C_{s,}$, and $R_{s}$ in series. Since two of these parameters may be chosen at will, considerable flexibility is provided in the design of the damping system.

It should be apparent that the change in the damping circuit requires no change in the basic requirement during the sweep partcycle, namely, that the current in $L$ builds up lincarly in time. At the end of the sweep interval the current build-up ceases abruptly, and previous knowledge of the transient behavior of the series $R, L, C$ circuit indicates that the shortest retrace obtainable is that given by critical damping or when $R_{s}$ is adjusted so that the systen is just rendered aperiodic. The required values of $R_{s}$ and $C_{s}$ to give this condition may now be derived. Thus, for the circuit of Fig. 4-40d, we have during the retrace part-cycle:
or

$$
\begin{gather*}
\left(L p+R_{s}+\frac{1}{p C_{s}}\right) i=0  \tag{4-86}\\
p=-\frac{R_{s}}{2 I} \pm j \sqrt{\frac{1}{I C_{s}}-\frac{R_{s}^{2}}{4 L_{s}^{2}}}=-\alpha \pm j \omega \tag{4-87}
\end{gather*}
$$

where $p$ is the differential operator.

Now for critical damping the imaginary term must be zero, hence

$$
\begin{equation*}
R_{s}=2 \sqrt{\frac{L}{C_{s}}} \tag{4-88}
\end{equation*}
$$

and under these conditions the roots of (4-86) are equal and the current in the circuit is ${ }^{16}$

$$
\begin{equation*}
i=(A+B t) \epsilon^{-\alpha t} \tag{4-89}
\end{equation*}
$$

$A$ and $B$ may be evaluated from the boundary conditions, namely, that at $t=0$,

$$
\begin{equation*}
i=\hat{\imath} \quad \text { and } \quad A=\hat{\imath} \tag{4-90}
\end{equation*}
$$

and further, at $t=0$, the condenser is uncharged, hence

$$
\frac{1}{C_{p}} i=0
$$

and

$$
\begin{equation*}
\left.\frac{d i}{d t}\right]_{0}=-\frac{R_{\varepsilon}}{L} \hat{\imath}=-2 \alpha \hat{\imath} \tag{4-91}
\end{equation*}
$$

Then differentiating (4-89) and equating to (4-91)

$$
\begin{equation*}
\left.\frac{d i}{d t}\right]_{0}=-\alpha A+B=-2 \alpha \hat{\imath} \tag{4-92}
\end{equation*}
$$

Therefore,

$$
\begin{gather*}
B=-\alpha \hat{\imath}  \tag{4-93}\\
i=\hat{\imath}(1-\alpha t) \epsilon^{-\alpha t} \tag{4-94}
\end{gather*}
$$

In order to interpret these results, (4-94) is plotted in Fig. 4-41. Looking at the resulting curve we must decide what is meant by the


Fig. 4-41, Yoke current during flyback with $R_{s}$ adjusted for reritical damping, (Courtesy of Proc. IRE.)

[^39]expression "flyback is completed." Since at $\alpha t=2$ the current reverses direction we shall consider this value to define the end of the retrace part-cycle. It is of interest to note that at this value of $\alpha t$ the voltage across the inductance is zero. This latter fact may be verified intuitively because at $\alpha t=2$ the slope of the current is zero.

We are now able to set up the design conditions for $R_{s}$ and $C_{s}$ because the flyback time, $\tau_{\rho}$, will be
or

$$
\begin{align*}
\alpha \tau_{f} & =\frac{R_{v}}{2 L} \tau_{f}=2 \\
R_{s} & =\frac{4 L}{\tau_{s}} \tag{4-95}
\end{align*}
$$

and from (4-88) and (4-95) we get

$$
\begin{equation*}
C_{s}=\frac{\tau_{f^{2}}^{2}}{4 L} \tag{4-96}
\end{equation*}
$$

A rather interesting interpretation may be attached to these results which is of importance in the design or selection of deflection yokes. Let $\omega_{0}=1 / \sqrt{L C_{s}}=$ forced angular frequency of $L$ and $C_{s}$.

Then

$$
\begin{gather*}
\alpha \tau_{f}=2 \\
\tau_{f}=\frac{2}{\alpha}=2 \sqrt{L C_{s}}  \tag{4-97}\\
=\frac{2}{\omega_{0}}=\frac{\tau_{0}}{\pi} \tag{4-98}
\end{gather*}
$$

From (4-98) it follows that where critical damping is used, the forced frequency of the $L-C_{s}$ circuit must be high enough so that one cycle has roughly three times the duration of the flyback time. Since $\tau_{0}$ is dependent upon $L$, (4-98) puts a limitation on the maximum value of $L$ because of flyback requirements. Thus in a complete deflection yoke consisting of two sets of windings one of, say, 8 -mh inductance, and the other of 50 mh , the second winding with the larger inductance would be used for vertical and not for horizontal deflection because it would not, in general, be able to satisfy the extremely short flybacktime requirement of the horizontal deflection system.

## 4-16. Advantages and Disadvantages of Resistance Damping

One of the principal disadvantages of resistance damping is that it does not provide a flyback time of the minimum value possible with a
given set of deflection yoke constants. As was previously pointed out this minimum would be one half-cycle of the oscillation in $L$ and $C$ (Fig. 4-40), and in resistance damping we concern ourselves with the circuit $L, C_{s}$, and $R_{s}$ because we have more control over the parameters involved. In the commercial television system, at least, this is not too serious in the vertical deflection system because some $800 \mu \mathrm{sec}$ are allowed for the vertical retrace. By the same token resistance damping in the horizontal system cannot adequately meet the short flyback-time requirements.

In order to explore this point further we may calculate the ratio of actual flyback time with resistance damping to the minimum possible flyback time with a given yoke and transformer combination. Our previous work (4-98) gives the actual flyback time with resistance damping. But without resistance damping the minimum possible flyback time is one half-cycle of oscillation in $L$ and $C$, the notation being that of Fig. 4-40. Thus

$$
\begin{align*}
\left(\tau_{f}\right)_{\min } & =\text { minimum possible flyback time } \\
& =\pi \sqrt{L C}  \tag{4-99}\\
\frac{\tau_{f}}{\left(\tau_{f}\right)_{\min }} & =\frac{2}{\pi} \sqrt{\frac{C_{s}}{C}} \tag{4-100}
\end{align*}
$$

In order to evaluate this ratio we must calculate the ratio of capacitances which, at first glance, seems rather difficult. The key to the situation is that $R_{s}$ was chosen small enough to suppress the high-frequency oscillations in the $L-C$ circuit. Arguing backward from this proposition we may get an expression for the capacitance ratio.

In the last section we have the expression for the shunt-damping resistance required for critical damping. The same value may be verified by applying the principle of duadity ${ }^{17}$ to the circuits of Fig. 4-42. From our previous results we know that in order for the circuit at $b$ to be aperiodic $R_{s}{ }^{\prime}$ must have a value

$$
\begin{equation*}
R_{s}^{\prime} \geq 2 \sqrt{\frac{L^{\prime}}{C^{\prime}}} \tag{4-101}
\end{equation*}
$$

[^40]

Fig. 4-42. Dual circuits. (a) The parallel circuit. (b) The series circuit is the dual of the circuit at (a).

Then by the principle of duality the network at $a$ in the figure will be aperiodic if
or if

$$
\begin{align*}
& G_{s} \geq 2 \sqrt{\frac{C}{L}}  \tag{4-102}\\
& R_{B} \leq \frac{1}{2} \sqrt{\frac{L}{C}} \tag{4-103}
\end{align*}
$$

This checks ef. (4-80) of the last section. But $R_{8}$ is a fixed resistor in the deflection system; hence (4-88) and (4-103) may be equated with the following result

$$
\begin{equation*}
\sqrt{\frac{C_{s}}{C}} \geq 4 \tag{4-104}
\end{equation*}
$$

Substitution of which in (4-99) yields

$$
\begin{equation*}
\frac{\tau_{f}}{\left(\tau_{f}\right)_{\min }} \geq \frac{8}{\pi} \approx 2.54 \tag{4-105}
\end{equation*}
$$

Therefore we see that, at best, resistance damping gives a flyback time which is two and a half times the minimum possible value.

As compared to the shunt-damping system, the present system requires the same ratio of initial rise to slope of the yoke current during the sweep portion of the cycle. This follows from the fact that the value of the damping resistor will be the same in both systems, assuming $L$ and $C$ are the same in both cases. These results may be verified from ect. (4-80), (4-88), and (4-104).

In regards to the dissipation of power supplied to the yoke during the scan intervals, it might seem at first glance that the present system is on a par with the system described in the last section because a resistance, $R_{s}$, provides the actual damping. An inspection of Fig. 4-41, however, shows that this is not so because during flyback the current drops below zero on the normalized current scale. In
physical terms this means that during flyback the yoke current reaches a value greater than the peak swing attained during trace. The effective current reversal indicates that the yoke acts as a source of power and delivers power back into the normal supply system. Thus the system of resistance damping wastes only some 77 per cent of the power wasted in the shunt-resistance damping system and hence is more desirable.

Another interesting by-product of the current overswing shown in Fig. $4-41$ is that there is a gain in deflection sensitivity of about 13 per cent. Schlesinger has termed this as being caused by "flyback resonance." This is shown in Fig. 4-43.


Fig. 4-43. Resistance damping inereases the deflection sensitivity, for the sweep starts at $-0.135 \hat{i}$ rather than at zero.

In summary it may be said that the characteristics of resistance damping makes its use in low-frequency deflection systems quite satisfactory. Its comparatively slow flyback and power loss generally prevent its inclusion in the horizontal sweep system.

## 4-17. Diode Damping

We have just seen that one of the prime difficulties in the resistancedamping system is that it still does not provide a flyback time which is in the order of the minimum possible value which is determined by the total shunt capacitance in the circuit. This came about because the actual shunt oscillatory circuit was replaced by a series resonant circuit involving $C_{s}$ which is larger than $C$. Since the prohlem revolves about some satisfactory means of placing the damping resistance in the circuit, the next step in development is to provide some means of switching this resistance in and out of the circuit. This is the basis for the so-called diode-damping system which employs a vacuum diode as a synchronous switching element. Shift is made so that during flyback the resistance is out of the circuit, and
the retrace speed is determined by $L$ and $C$. After a complete reversal of current, the resistance is switched in to damp out further oscillations and the sweep generator voltage is applied to the driver grid. Since at the end of the current reversal the voltage across the inductance changes polarity, a diode, which is inherently sensitive to the direction of applied voltage, is cquite feasible as a switching device. This idea will be expanded in the following paragraphs.

Two forms of the basic circuit are shown in Fig. 4-44. At a the diode and damping resistance are across the primary of the deflection


Fig. 4-44. Diode damping. (a) Primary damping. (b) Aicondary damping. (Courtesy of Proc. IRE.)
transformer; at $b$ they are on the secondary side. Whereas the action of both circuits is identical, the former requires a special filament winding for the damping diode which winding requires relatively high-voltage insulation and also adds to the total circuit shunt capacitance which in the final analysis sets the lower limit on the minimum flyback time. Hence, the circuit at $b$ is preferred.

Consider the operation of the circuit in more detail. In Fig. 4-44b the direction of yoke current and polarity of voltage across the yoke during the trace interval is indicated. Notice that during this period the diode plate is positive relative to its cathode so that it conducts and the damping resistor, $R_{s}$, shunts the yoke; the voltage drop across the inductance is

$$
\begin{equation*}
\left(c_{L}\right)_{r_{0}}=L \hat{i}(1+p) f_{s} \tag{4-106}
\end{equation*}
$$

At the end of $\tau_{s}$ the current changes direction causing a reversal of polarity across the yoke and the damping diode. The latter ceases to conduct and $R_{s}$ is removed from the circuit. Thus during flyback
the $L-C$ circuit is free to oscillate at its "natural" angular frequency, which is, neglecting the secondary resistance,

$$
\begin{equation*}
\omega=\frac{1}{\sqrt{L C}} \tag{4-107}
\end{equation*}
$$

where $L$ and $C$ are as defined in Fig. 4-37.
In this interval $i$ is cosinusoidal and the yoke voltage is

$$
\begin{equation*}
\left(e_{L}\right)_{r_{f}}=-L \hat{\lambda} \omega \sin \omega t \tag{4-108}
\end{equation*}
$$

The current and voltage throughout an entire sweep cycle are shown in Fig. 4-45.


Fig. 4-45. Yoke current and voltage. Positive directions are those indicated in Fig. 4-44(b).

Then at the end of $\tau_{f}$ the voltage again reverses polarity and the damping resistor is switched in to damp out further oscillations in the $L$-C circuit as rapidly as possible. Since these cannot be suppressed instantancously, a slight contamination at the beginning of the next sweep occurs but if $\omega$ is sufficiently high, this contamination will occur during the blanking interval and the picture proper will not be affected.

In summary, then, we see that with diode damping the flyback time approaches its theoretical minimum of one-half a cycle at $\omega$ defined by (4-107); $R_{s}$ is in the circuit only during the sweep partcycles. Two other important factors must be mentioned. First,
that since $R_{s}$ is shunted across the yoke during scam, its effect must be taken into account when the driver and trapezoidal generator are designed. Secondly, since $R_{s}$ is shunted across the yoke during the damping interval, its value may be estimated with the use of ecf. (4-80). In this connection it must be remembered that the damping diode itself does not function as an ideal switch and its plate resistance enters into the effective value of damping resistance shunted across the deffection circuit.

Then, to finish the discussion, economically from the manufacturer's point of view diode damping is less desirable than the previously mentioned types because of the added cost of tube. socket, and increased demand on filament power supply. These are outweighed, however, by the short flyback attainable, and diode damping enjoyed extensive use in the horizontal systems of prewar television receivers. It still does not represent the best that may be reached in scan circuit design, for even though complete current reversal occurs during $\tau_{f}$, still the energy stored in the yoke is damped out as rapidly as possible and the driver must furnish almost the total peak deflection current $\hat{\imath}$ as shown in Fig. 4-45. This latter po nt is significant because it marks the difference between the diode damping just described and the more recent reaction scanning, some forms of which may use a diode as a control element.

## 4-18. Reaction Scanning ${ }^{18}$

We have just seen that in diode damping the energy which is stored in the deffection inductance at the end of $\tau_{s}$ is dissipated by switching the damping resistor, $R_{s}$, into the circuit. Since this represents a loss of power, the following idea occurs: Is it possible to control this energy in such a manner that it will produce a component of current which will contribute to the linear build-up refuired for scan? If such a system is possible, it will have an efficiency much greater than that of the previously described ones because the stored energy will be used rather than lost. To this end, the circuit of Fig. 4-46 may be used and the so-called system of reaction scamning will result.

We next consider the artion of the circuit in steps, each of which corresponds to a distinct part of the operating cycle. Reference to lig, 4-47, which shows each step, will aid in the discussion. At the

[^41]

Fig. 4-46. Reaction seaming. (a) Basic circuit. (b) Simplified equivalent circuit.

(a)

(b)

(c)

(d)

(e)

Fig. 4-47. Step-by-step operation of the reation scaming cirruit.
outset we note that the plate currents of both the driver and damper, $\Gamma_{1}$ and $\Gamma_{2}$, respectively, will be determined by their respective grid voltages. For added clarity we shall assume $V_{2}$ cut off in the first $\tau_{s}$ interval from $A$ to $B$. Thus from $A$ to $B$ the component of deflection current furnished by the driver, $i_{2}$, will build up linearly in time. At $B$, which defines the end of $\tau_{s}, V_{1}$ and $V_{2}$ are cut off and the active cireuit during $\tau_{\rho}$ consists wholly of the $L-C$ combination which is free to oscillate. Hence as the field about $L$ collapses, an oscillatory current $i_{+}$flows as shown at $b$. This will be a damped cosinusoid, the damping being the result of the resistance inherently associated with the combined yoke and transformer inductance, $L$. Notice that at $C$, the current reverses direction and it is labeled $i_{-}$ to avoid confusion, the negative sign indicating that the current is flowing upward through $L$ as at $c$. Notice further that even though the current has reversed direction, its slope remains negative so that, the voltage polarity across $L$ remains unchanged.

At $d$ the current has completed its reversal, that is, one half-cycle of the oscillation is completed, which incidentally defines $\tau_{j}$. Then $\mathrm{I}_{2}$ is made to conduct and $i_{-}$must follow the grid voltage on $\mathrm{V}_{2}$ as far as shape is concerned instead of continuing as a cosinusoid. Hence, $i_{-}$may be made linear, and its slope is such that the voltage across $L$ reverses polarity again as shown at $d$. Here is the essence of the whole system, for this component of current $i_{-}$, which is caused by the energy stored in the $L-C$ network, is constrained by $\mathrm{V}_{2}$ to follow a linear path, which comeributes to the total yoke current during the scan instead of being damped out in a resistance.

But notice that at $\tau_{f}, V_{1}$ also conducts, causing $i_{s}$ to flow as previously described. Hence, the resultant current $i_{L}$ which flows through $L$ is the algebraic sum of $i_{s}$ and $i_{-}$during the scan interval. This is shown at $c$. All of the wave forms involved are shown together in Fig. 4-48, where it may be seen that $i_{-}$contributes to the left-hand portion of the sweep and $i_{s}$ to the right-hand portion.

The prime alvantage of the circuit over those previously described is immediately apparent : the driver must furnish only one component, $i_{s}$, of the total current instead of the peak-to-peak value, $\hat{\imath}$, hecause the energy stored in the $L$-C network has been put to use rather than wasted. One might assume from Fig. 4-48 that $i_{s}$ is only one-half of $\hat{\imath}$. Actually, however, since the current during $\tau_{\rho}$ is damped, the peak value of $i_{-}$is only some 60 to 80 per cent of the peak value of $i_{+}$.

Thus the driver must furnish something over one-half of the sweep current, but the reduction in deflection power over that in the systems previously defined is quite significant. Still another advantage in the present system is that $i_{-}$may be used to iron out nonlinearity in $i_{s}$ at the center of the sweep by suitable shaping of the grid voltage supplied to $V_{2}$. This compensation can yield a net current $i_{L}$, which possesses excellent linearity.

On the other hand, it must be pointed out that the circuit is relatively complicated and expensive. Also, means must be provided for generating the $V_{2}$ control grid voltage. This voltage may be obtained from the square wave portion of $e_{L}$ shown in Fig. 4-48d. The complete rircuit is shown in Fig. 4-49. $C_{1}$ and $R_{1}$ comprise the circuit for developing the control grid voltage. $P_{1}$ and $P_{2}$ adjust the d-e component of damper grid voltage and so serve as linearity controls. $P_{3}$ controls the d-c current through the deflection coils and hence is the positioning control

(a)

(b)


Fig. 4-48. Wave forms in the reaction seanning circuit. (a) Driver grid voltage. (b) Iamper grid voltage. (c) Currents. (d) Voltage across the inductance. which determines the "rest" position of the electron beam in the horizontal direction.


Fig. 4-49, Complete damping system for horizontal reaction seaming.

The added cost of the grid-controlled damper tube and its control circuit is quite justified in equipment used at the pickup end of the television system because it does provide a high degree of trace linearity. In the manufacture of television receivers which must sell in a highly competitive market, however, it is desirable to reach some compromise between the high cost and high efficiency. One such compromise is to replare the grid-controlled damper by a high-perveance diocle ${ }^{[9}$ This allows a less expensive tube to be used, and the grid control circuit may be eliminated. The resulting circuit, which is shown in Fig. 4-50, closely resembles that previously deseribed


Fig. 4-50. Reartion seaming with a high-perveance diode damper.
(a) Basic circuit, (b) Cireuit redrawn for convenience.
in the section on diode damping, but differs from it in that the damping of the flyback transient during $\tau_{s}$ is controlled so that once again it contributes to the magnitude and linearity of the final deflection current. ${ }^{20}$

A disadvantage is incurred in the use of the diode in that the trace linearity is poor during the first 10 per cent of the sweep. The additional elements shown in the diagram serve to compensate for this, $R_{d}$ providing a means of controlling the voltage applied across the damper tube by the sweep circuit and is set to the proper value at the factory. $L_{1}$, which is variable, serves in the same capacity,

[^42]A final point to be mentioned about the circuit is that it utilizes the d -c voltage developed across the yoke during $\tau_{s}$, the possibility of which was pointed out in the section 4-10. How this is effected may be seen by reference to Fig. 4-50b, where it is pointed out that the $B$ supply voltage is furnished to the driver plate through the damper diode. Thus, since the damper and yoke are in series with the $B$ supply, the voltage developed across the yoke will be added to $B+$ when the diode is conducting, i.e., during $\tau_{s}$. We have previously seen that the voltage developed in this interval is constant and in typical circuits has a value of some 50 volts. Thus this booster circuit furnishes an increase of 13 per cent over the power supply voltage to the driver plate circuit.

## 4-19. The Flyback Power Supply ${ }^{21}$

In those damping systems which permit one half-cycle of oscillation during the flyback interval a half-sine wave pulse of voltage is developed across the yoke in this same interval. This had been shown in Fig. 4-45 and the magnitude of the pulse is given by eq. (4-108). Since the transformer is wound step-down from primary to secondary with a turns ratio $n$, this voltage will also appear on the primary side of the transformer but with $n$ times the amplitude. Its peak value, which occurs at the center of $\tau_{f}$, will be

$$
\begin{equation*}
\hat{e}=n L \hat{j} \omega \tag{4-109}
\end{equation*}
$$

and in typical circuits for, say, a 10 -in. cathode-ray tube will range in the order of 3000 v for a sweep frequency of 15.75 kc . Furthermore its polarity is positive to ground and hence may be used as the voltage source for a pulse type d-c power supply. The current capabilities of such a supply would be small because of the low energy content of the individual pulses supplied, but since the beam current of typical cathode-ray devices lies below $100 \mu \mathrm{a}$, such a power supply is ideal as the second anode supply for such a device. It is relatively inexpensive, light as compared to a 60 -cycle iron-core transformer

[^43]supply, and has the added highly desirable feature of being comparatively safe because of its poor regulation. A word of caution must be added, however. A high-voltage power supply is never completely safe; it should always be disconnected whenever work is done on associated equipment.

The basic circuit for the power supply is shown at Fig. 4-51a. Two prime difficulties are present in the basic circuit, the first of which is apparent from the diagram: The rectifier cathode is at high voltage relative to ground and hence requires a well-insulated filament supply,


Fig. 4-51. The flyback power supply. (a) Basic rirruit. (h) Typical rircuit with an autotransformer to step up the pulse voltage applied to the reetifier.
separate from that furnishing the other tubes in the equipment. To this end special rectifier tubes which require only $\frac{1}{4} w$ of filament power have been developed, for example the 1Y3 by ('hatham Electronies and the 8016 by RCA. This low power may be obtained from the pulse source itself by loosely coupling a single turn to the driver output transformer as shown in Fig. 4-51b. l'roper adjustment is secured by varying $R_{1}$ until the filament exhibits a dull red color.

The second difficulty with the basic circuit is that its $3000-\mathrm{v}$ capabilities are below the demands of the more recent cathode-ray tubes. This is overcome by adding an autotransformer winding with a 3 to 1 step-up ratio on the primary side of the driver transformer. With this device the d-c output from the rectifier is approximately 9000 v .

The high voltages developed require a driver tube with a high inverse peak rating, which may be had in the type $6 B(66-\mathrm{G}$, a special form of the more familiar 807 beam power tube. Filtering problems in the power supply are negligible. Because of the low current drain imposed by the cathode ray tube $R_{2}$ may be used in place of an inductance as the series filter element. A resistance at this point is
also advantageous because it results in poor voltage regulation and added safety to personnel. The power supply is operated at line or horizontal sweep frequency so the fundamental ripple component of the voltage output is high, say above 15 kc ; hence $C_{1}$ generally is in the order of 500 micromicrofarads. Special ceramic condensers have been developed for this type of service. The output capacitance, $C_{2}$, is shown dotted in the diagram because it is furnished by either the capacitance-to-grounded-skield of the high voltage lead or by the capacitance between the aquadag coatings on the interior and exterior surfaces of the cathode-ray tube envelope.

In certain types of service, notably those employing the type 5TP4 projection cathode-ray tube, voltages far in excess of 9 kv are required. It might appear that the flyback power supply might be modified to deliver these higher voltages by the simple expedient of raising the step-up ratio of the autotransformer above the 3 to 1 value previously


Fig. 4-52. Flyback voltage tripler.
specified. As a practical matter, this is not feasible because of the deleterious effects of shunt capacitance which would become prohibitively large with the larger step-up ratio. The solution to the problem lies in utilizing a voltage multiplier circuit in place of the simple rectifier shown. A typical voltage tripler of this type is shown in Fig. 4-52. Since the three lower condensers are each charged to approximately $\hat{e}$, the load voltage which is across all three in series will be three times as great. Practical values of output voltage for this circuit range up to some 27 kv , but this may be raised by cascading additional multiplier stages.

A highly desirable feature of all the flyback-type power supplies is that if the horizontal swecp should fail, the accelerating voltage is removed from the cathode-ray tube, thereby preventing the undeflected electron beam from burning the fluorescent sereen.

## CHAPTER 5

## SCANNING AND PICTURE REPRODUCTION ${ }^{1.2}$

We saw in (hapter 1 that the principle of scanning is basic in the transmission of television images and that in order to convert the picture image into an electrical image the pirture must be seamed by some sort of a defining aperture backed by a photoelectric transducer. More precisely, if we consider the original picture to be a still photograph described by

$$
\begin{equation*}
B=f(x, y) \tag{5-1}
\end{equation*}
$$

this must be transformed to give a corresponding electrical signal which is a function of time. Then since the scanning pattern is orderly and prearranged, every instant of time $t$ is related to a specific space co-ordinate pair ( $x, y$ ), and there results a corresponding electrical signal

$$
\begin{equation*}
E=f(t) \tag{5-2}
\end{equation*}
$$

which may be delivered to the communication chammel. This signal for the picture assumed repeats itself after each frame interval and hence may be expanded in a Fourier series. As might be expected, the frequencies of the several Fourier components are independent of the picture content, being determined solely by the scanning frequency, and their amplitudes and phase are determined by the picture, being independent of the scanning process. In the present chapter we shall evaluate the frequency components to determine the basic picture structure, and then investigate the effect of a finite scanning aperture on the signal and on the reproduced television image.

To simplify the discussion we shall consider a simple facsimile

[^44]system as proposed in Fig. 1-7 and 1-8. This allows a good physical interpretation of the concept of the seanning aperture. The concept will be extended to include the aperture of an electron beam in the latter part of the chapter. Since the scanning process is similar in facsimite and television systems, except for the speeds at which the scan is carried out, the results are general and in all respects directly applicable to the telerision system. As a starting point we wish to investigate only the frefuency spectrum of the generated signal. Thus to eliminate other effects we shall assume a point aperture, i.e., a scanning aperture of infinitesimally small size. Furthermore.


Fig. 5-1. The progressive scan pattern on a single image may lx. replaced be a single-line sean on an infinite array of identical images.
the retrace of the scanning spot, in both the horizontal and vertical directions, introduces mathematical difficulties without changing the frequency components. Toovercome this difficulty we shall consider the actual picture to be replaced by an infinite array of identical images. By this device the actual progressive scan pattern on the single image may be replaced by a scan of constant speed and direction along a single tine rumning across the infinite array of identical images. This is illustrated in Fig. 5-1.

## 5-1. The One-dimensional Series

If, for the moment, variations in intensity normal to the sean direction be neglected, the equation for the brightness along the scanning line may be represented by the Fourier series

$$
\begin{equation*}
B(x)=\sum_{k=1}^{\infty} b_{k} \cos \left(\frac{2 \pi k x}{m w}+\theta_{k}\right) \tag{5-3}
\end{equation*}
$$

Further, if the transducer now be made to move along the seanning line with a uniform velocity $u$, the voltage developed will te

$$
\begin{equation*}
E(t)=\sum_{k=0}^{\infty} a_{k} \cos \left(2 \pi k f_{p} t+\theta_{k}\right) \tag{5-4}
\end{equation*}
$$

where

$$
\begin{align*}
f_{p} & =\text { frame frequency }  \tag{5-5}\\
& =\frac{1}{\text { time to scan } n \text { images }}=\frac{1}{\Gamma_{p}}
\end{align*}
$$

Equation (5-4) results directly because $x$ and $t$ are directly related through the constant scanning velocity, $u$. Inspection of the equation shows that the frequencies present are all integral multiples of the frame frequency, $f_{p}$. This is to be expected because the frequency components in a Fourier expansion are always integral multiples of the lowest or fundamental repetition frequency, which in this case is the picture repetition rate, $f_{p}$.

Although the Fourier series of (5-4) is quite satisfactory from the point of view of the communication channel, which requires a singlevalued function of time, neither it nor (5-3) contains information regarding the brightness variations in the direction normal to that of the scan. That is, neither expression contains information needed to reconstruct the two-dimensional image at the receiving end of the system. Thus, in place of the one-dimensional series, a two-dimensional one is required. Once this has been set up, the corresponding $E(t)$ may be written because, as we have seen, each value of $t$ corresponds to a fixed point $(x, y)$ on the image because of the orderly scanning pattern.

## 5-2. The Two-dimensional Series

To derive the bidimensional series, consider Fig. 5-2. Note that the positive direction of $y$ is chosen downward to conform to our standard proposed in (hapter 2. Now along any single scanning line, say $y=y_{1}$, the variations in brightness may be represented by the trigonometric series
in the interval

$$
\begin{equation*}
B\left(x, y_{1}\right)=\sum_{k=11}^{\infty} b_{k} \cos \left(\frac{2 \pi k x}{u^{\prime}}+\theta_{k}\right) \tag{5-6}
\end{equation*}
$$

In a similar manner the variations along another seanning line, say $y=y$, , may be represented by another series, similar in every respect
to (5-6) except that the amplitudes, $b_{k}$, will be different because the point aperture is moving along a different line. In other words, $b_{k}$ is itself a function of $y$ and hence may also be expanded in a Fourier series.
$b_{k}=\sum_{l=0}^{\infty} b_{k l} \cos \left(\frac{2 \pi l y}{h}+\theta_{l}\right)(\overline{5}-\overline{7})$
This situation may become more clear by referring to IFig. 5-3, which shows a model of the brightness distribution in an arbitrary image composed of a number of


Fig. 5-2. The progressive scan raster. The positive directions of $x$ and $y$ are defined. concentric dark rings on a white background. In the model vertical height at each point is proportional to the brightness of the corresponding spot in the image. At $c$ the model is split along $!/=y_{1}$ and the brightness distribution along that line is given by (5-6). At $d$ the block is split along a vertical line ( $x=$ cst) and we see that another distribution is apparent which is given by (5-7). It follows, then, that the distribution over the entire surface may be obtained by substituting the second of these equations into the first and there results

$$
\begin{equation*}
B(x, y)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} b_{k l} \cos \left(\frac{2 \pi k x}{w}+\theta_{k}\right) \cos \left(\frac{2 \pi l y}{h}+\theta_{l}\right) \tag{5-8}
\end{equation*}
$$

and expansion of the cosine cosine product yields

$$
\begin{align*}
& B(x, y)=\sum_{k=0}^{\infty} \frac{b_{k-l}}{2}\left\{\sum_{l=0}^{\infty} \cos \left[2 \pi\left(\frac{k \cdot x}{u}+\frac{l y}{h}\right)+\left(\theta_{k}+\theta_{l}\right)\right]\right. \\
&\left.+\sum_{l=0}^{\infty} \cos \left[2 \pi\left(\frac{k \cdot x}{u}-\frac{l y}{h}\right)+\left(\theta_{k}-\theta_{l}\right)\right]\right\} \tag{5-9}
\end{align*}
$$

Further simplification results by changing the variable in the second summation within the braces from $l$ to $-l$. This yields

$$
\begin{equation*}
B(x, y)=\sum_{k=0}^{\infty} \sum_{l=-\infty}^{\infty} \frac{b_{k l}}{2} \cos \left[2_{\pi}\left(\frac{k \cdot r}{u}+\frac{l y}{h}\right)+\theta_{k l}\right] \tag{5-10}
\end{equation*}
$$



Fïg. 5-3. A three-dimensional model illustrating the brightness variation arross the image fied. (a) The complete model. (b) The brightness distribution along an arbitrary line $y=y_{2}$. (e) The brightness distribution along another tine $y=y$. (d) The brightness distribution along a vertical line $x=$ int.
where

$$
\theta_{k l l}=\theta_{k}+\theta_{l} \quad l>0
$$

and

$$
\theta_{k l}=\theta_{k}-\theta_{l} \quad l<0
$$

Equation ( $5-10$ ) gives the brightness at any point ( $x, y$ ) in the twodimensional image in terms of a double Fourier series.

## 5-3. Interpretation of the Double Fourier Components

In the last equation $b_{k l}$ is the amplitude of any single eomponent ( $l ; l$ ) and may be evaluated in the same manner as is used for the one-dimensional series. We shall not attempt this actual evaluation berause the work would be tedious and would contain no information about the frecuency spectrum and the like. It would be desirable, however to consider this question: What is the physical meaning of
each of the components of the double series? Now, in a one-dimensional Fourier series each component is a single sinusoidal wave. lixtending this concept to cover the present case we see that each component here is a sinusoilal variation across an area. We can make this more clear by considering a specific component, say, for $k=1$ and $l=2$, and for further simplification we shall assume that $\theta_{12}=0$. Then, if we consider the variation in $x$ along the uppermost line where $y=0$, we have from ( $5-10$ )

$$
\begin{equation*}
B_{12}(x, 0)=\frac{b_{12}}{2} \cos \left(\frac{2 \pi x}{x}\right) \tag{5-11}
\end{equation*}
$$

which represents a single cycle of a cosine wave shown in Fig. 5-4a. Similarly, along another scanning line $y=y_{1}$ the equation is

$$
\begin{equation*}
B_{12}\left(x, y_{1}\right)=\frac{b_{12}}{2} \cos \left(\frac{2 \pi x}{w}+\frac{2 \pi y_{1}}{h}\right) \tag{.5-12}
\end{equation*}
$$

Nince the second term is constant along the line, (5-12) again represents a cosine wave but shifted relative to the first by an angle $2 \pi \eta_{1} / h$. This is shown at $b$ in the diagram.

Along another line, $y=y_{2}$, we havestil another cosine wave but shifted this time by an angle $2 \pi y / 2 / h$ relative to the first as shown at $c$. Thus as we move downward across the image, the cosine wave suffers a progressive shift in phase toward the left. Now, remembering that these waves represent variations in brightness, (c) we see that each component of the double series is a two-dimensional variation in brightness whose maxima and minima move toward the left as $y$ increases, i.c., downward in the diagram. For our specific example the brightness variation
 Fig. 5-4. For each value of an angle $2 \pi y / h$ from the top wave. along any vertical line, say $x=0$, is, from (5-10),

$$
\begin{equation*}
B_{12}(0, y)=\frac{h_{12}}{2} \cos \frac{2 \pi \times 2 y}{h} \tag{5-1.3}
\end{equation*}
$$

This, of course, represents 2 cycles of a cosine wave. The resulting component $B_{12}$ is shown at a in lig. $\overline{5}-5$. In the figure the relative
amplitude is represented by the closeness of the lines. The locus of a maximum lies where the lines are farthest apart.

It is now a simple matter to ex-


Fig. 5-5. (a) The Fourier component for the index pair $k=1, l=2$. (b) The slope of the striations may the retrulated. tend this concept to the general component $k=k$ and $l=l$. From (5-11) and (5-13) we see that there will be $k$ cycles of variation along a horizontal line and I variations along a vertical line. To aid in drawing these components we can calculate the slope of the maxima across the field. In Fig. $5-5 b$ the maxima of the striations are represented by the solid lines shown. Then, reading from the diagram,

$$
\begin{equation*}
\text { slope }=-\frac{k h}{l w} \tag{5-14}
\end{equation*}
$$

The negative sign is introduced because the assumed positive direction of $y$ is downward. With this information we can readily sketch the typieal components of Fig. 5-6. The solid lines indicate the


Fig. 5-6. Typical double Fouricr eomponents. $\theta_{k i}$ is assumed to be zero. Brightness maxima are representod by the solid lines and brightuess minima by the dashed lines.
positions of the brightness maxima; the broken lines, the minima.
It is of interest to note that the concept of wave length, $\lambda$, of a picture component may be applied here since it is defined as the distance between two adjacent maxima in the direction normal to the line of the maxima. Thus

$$
\begin{equation*}
\lambda=\frac{1}{\sqrt{\left(\frac{k}{u}\right)^{2}+\left(\frac{l}{h}\right)^{2}}} \tag{5-15}
\end{equation*}
$$

In summary, then, we see that the concept of the Fourier series may be extended to cover a function of two variables. Thus any
picture, any distribution of brightness across a bounded area, may be considered to be composed of the superposition of an infinite number of field components of the type illustrated in Figs. 5-5a and 5-6. The wave length and slope of each such component is determined solely by the area of the picture. The amplitude of each component is determined by the picture content. As in one-dimensional Fourier analysis the amplitude and phase of every component in a still picture are fixed in time. A change in subject alters these component amplitudes and phases but has no effect on the wave length or slope.

## 5-4. The Electrical Signal and Its Spectrum

We have repeatedly stressed the point that the orderly scanning process relates each point $(x, y)$ in the picture to a specific value of time, $t$. We can, therefore, write the equation for the output in time of the transducing element. Thus let

$$
\begin{align*}
& u=\frac{x}{t}=\text { horizontal scanning velocity }  \tag{5-16}\\
& v=\frac{y}{t}=\text { vertical scanning velocity }
\end{align*}
$$

Then, corresponding to ( $5-10$ ), we have

$$
\begin{equation*}
E(t)=\sum_{k=0}^{\infty} \sum_{l=-\infty}^{\infty} \frac{a_{k l}}{2} \cos \left[2 \pi\left(\frac{k u}{u}+\frac{l \cdot}{h}\right) t+\theta_{k l}\right] \tag{5-17}
\end{equation*}
$$

This is the electrical signal delivered to the communication channel and it does contain the information regarding brightness variations normal to the direction of scan.

In ('hapter 1 we saw that the communication channel must be able to accommodate this signal. ('onsequently it is of importance to the engineer to investigate the frequeney spectrum of this signal, which may be conveniently accomplished by introducing frequency into the last equation. Then, since in the progressive scan, which has been assumed, the vertical height of the picture is scanned in the time $V_{p}$,

$$
\begin{equation*}
r=\frac{h}{V_{p}}=h f_{p} \tag{5-18}
\end{equation*}
$$

and in the same interval $n$ lines are scanned or the total horizontal distance covered is $m w$. IIence,

$$
\begin{equation*}
u=m u f_{p} \tag{5-19}
\end{equation*}
$$

Substitution in (5-17) yichls

$$
\begin{equation*}
E(t)=\sum_{k=0}^{\infty} \sum_{l=-\infty}^{\infty} \frac{a_{k l}}{2} \cos \left[2 \pi\left(k n f_{p}+l f_{p}\right) t+\theta_{k l}\right] \tag{5-20}
\end{equation*}
$$

which has a frequency spectrum

$$
\begin{equation*}
k\left(n f_{p}\right)+l f_{p} \tag{5-21}
\end{equation*}
$$

Notice that the first term gives multiples of the line, or horizontal, scanning frequency $n f_{p}$; the second term gives multiples of the frame frequency. Hence the spectrum of the electrical signal consists of groups of frequencies, each group being centered on a multiple of the line frequency. In each group adjacent frequencies are separated by the frame frequency. A portion of a typical spectrum is sketched in Fig. 5-7. Amplitudes of the individual components are chosen


Fig. 5-7. Portion of the spectrum (5-21), Frequency groups are centered on multiples of the line frequency: Adjacent frequeney components differ by $f_{p}$.
arhitrarily. It should be noticed, however, that the amplitudes decrease as either $k$ or $l$ increases, a necessary condition if the series is to converge.

Inspection of the figure would lead one to surmise that blank regions occur in the spectrum of the electrical system. The existence of such regions has been verified by actual measurement on the signal. It seems unusual, however, that such null regions are present between frequency groups; one might readily expect them to contain components of low amplitude. Actually the existence of such weak amplitudes may cause confusion in the reproduced image, and suitable
aperture choice may climinate them as we shall see in the following sections.

## 5-5. Confusion in the Signal

In drawing the spectrum of Fig. 5-7 it was assumed that the picture content was such that $l$ remained sufficiently small that adjacent frequency groups were separated by a null region in the spectrum. The assumption to the contrary, it might woll be that two field components with indices $(k ; l)$ and $\left(l^{\prime}, l^{\prime}\right)$ exist, such that

$$
\begin{equation*}
n k+l=n k^{\prime}+l^{\prime} \tag{5-22}
\end{equation*}
$$

Under this condition both field components have frequencies in common, i.e., the adjacent group side bands overlap. Then, since the equipment cannot distinguish between the coincident components, confusion results, a condition which is illustrated later in the chapter. A typical spectrum of this type is shown in Fig. i- 8 where


Fig, 5-8. ddjacont frequency groups may owriap, catuing confusion.
adjarent frequency groups are shown on different levels for clarity. This overlapping of frequency components with its attendant confusion may be eliminated by insertion into the system at the proper point of a device which cuts off all frequencies corresponding to $l$ in excess of $n / 2$. This may be seen quite readily from the following considerations. The spacing between adjacent group center frequencies is $n f_{p}$. Then to prevent overlap the side bands of any group must be limited to $n f_{p} / 2$. Hence,

$$
\begin{equation*}
l f_{p}<\frac{n f_{p}}{2} \tag{5-23}
\end{equation*}
$$

which verifies the statement.
Notice that the suitable filtering device cannot be placed in the electrical portions of the over-all system because the transducer output contains the coincident confusion components, which-once generated-cannot be separated. It follows, therefore, that the filtering must be done between the original picture and the transducer, i.e., by the aperture itself. It is fortunate that the aperture, which has been assumed to be a point thus far in the discussion, when properly designed eliminates these overlapping frequency components. C'onsideration will be given to this problem after we have investigated the effect of a finite rather than a point aperture on the picture signal.

It must be stressed that the various spectra discussed above are for a still picture. If the picture content varies in time, the amplitudes $a_{k l}$ will also vary. Hence each frequency component will be amplitude-modulated with the result that additional, new side-band frequencies will be added in the spectrum. The analysis for such a varying picture becomes too involved to be of value.

## 56. The Effect of Interlaced Scanning

The work of the previous secetions has been derived for a progressive scan pattern. We must now consider what effect, if any, a 2 to 1 interlaced scan would have on the frequency components of the


Fig. 5-9. The 2 to 1 interlaced sean pattern may be replaced by a single-line sean on an infinite array of identical images.
picture and the frequency spectrum of the corresponding electrical signal. In order to eliminate the mathematical difficulties associated with flyback, we shall assume once again an array of repeated
pictures. The particular configuration to be used is given in Fig. 5-9 which also shows a scanning path which meets the interlace requirements. Then, following the method used for the progressive scan, we observe that the brightness along the line over a width $w$ is still given by eq. (5-6). Since, however, a vertical height of $2 h$ is covered in scanning one complete picture, $b_{k}$ now becomes

$$
\begin{equation*}
b_{k^{*}}=\sum_{l=0}^{\infty} b_{k^{*} l^{*}} \cos \left(\frac{2 \pi l^{*} y}{2 h}+\theta_{l^{*}}\right) \tag{5-24}
\end{equation*}
$$

And, finally, the double series is

$$
\begin{align*}
& \qquad B(x, y)=\sum_{k^{*}=0}^{\infty} \quad \sum_{l=-\infty}^{\infty} \frac{b_{\left.k^{*}\right|^{*}}}{2} \cos \left[2 \pi\left(\frac{k^{*} x}{w}+\frac{l^{*} y}{2 h}\right)+\theta_{k^{*} l^{*}}\right]  \tag{5-25}\\
& \text { where } \quad \\
& \\
& \theta_{k^{*} l^{*}}=\theta_{k^{*}}+\theta_{l^{*}}, \quad l^{*}>0 \\
& \theta_{k^{*} l^{*}}=\theta_{k^{*}}-\theta_{l^{*}}, \quad l^{*}<0
\end{align*}
$$

We use the notation $k^{*}$ and $l^{*}$ to indicate the set of indices for any Fourier component in the interlaced scanning system. The need for these additional symbols may be seen from the following considerations. The Fourier components for $k=1, l=1$ and $k^{*}=1, l^{*}=1$ are not the same. The first pair, which corresponds to the progres-


Fig. 5-10. Comparison of the Fourier components for progressive and interlaced scanning. For a given component in the picture $l^{*}=2 l$. (a) The Fourier component for $k=1, l=1$ in the progressive scan. Slope $=-k h / l w=-\frac{3}{4}$. (b) The component $k^{*}=1, l^{*}=1$ for interlaced scanning differs from (a). A total height of $2 h$ is shown to simplify the construction. Slope $=-k^{*} 2 h / l^{*} w=-\frac{3}{2}$. (c) $l^{*}$ must be doubled to produce the component shown at (a) in interlaced scanning. Slope $=-k^{*} 2 h / l^{*} w$ $=-\frac{3}{4}$.
sive scan, represents a component with one cycle of brightness variation across each dimension of the picture area, while the second set corresponding to interlaced scanning represents a component with one cycle of variation across the picture width and one cycle of variation across twice the picture height. These facts may be verified from the arguments of eff. (5-17) and (5-25). The two Fourier components are illustrated at " and $b$ in Fig. 5-10.

It follows at once, then, that if $k$ and $l$ he used to indicate a specified Fourier component in the picture, the corresponding index pair for that component in the interlaced scan will be

$$
\left.\begin{array}{rl}
k^{*} & =k  \tag{5-26}\\
l^{*} & =2 l
\end{array}\right\}
$$

Then, to evaluate the frequency spectrum of the electrical signal corresponding to (5-25), we need only convert $x$ and $y$ into terms of frequency and time, thus,
and

$$
\left.\begin{array}{rl}
u & =n w f_{p}  \tag{5-27}\\
v^{\prime} & =2 h f_{p}
\end{array}\right\}
$$

whence $E(t)=\sum_{k^{*}=1}^{\infty} \sum_{{ }^{*}=1}^{\infty} \frac{a_{k^{*} * *}}{2} \cos \left[2 \pi\left(k^{*} n f_{p}+l^{*} f_{p}\right) t+\theta_{k^{*} \mid *}\right]$
If, now, (5-26) be utilized, we have for the electrical signal corresponding to the ( $k, l$ ) component in the picture

$$
\begin{equation*}
E(t)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{a_{k+1}}{2} \cos \left[2 \pi\left(k n f_{p}+2 l f_{p}\right) t+\theta_{k l}\right] \tag{5-29}
\end{equation*}
$$

Therefore we see that in interlaced seanning the spectrum of the electrical signal consists of frefuency groups centered on multiples of the line frecfuency $\left(k i f_{p}\right)$, but adjacent frequencies in each group are separated by twice the frame frequency of field frequency. A comparison of the spectra for a given set of indices resulting from both types of scan are illustrated in Fig. $5-11$. In the figure $n$ is chosen to be 9 for simplicity; the progressive scan spectrum is shown at the top of the diagram and the interlaced scan spectrum at the bottom.


Fig. 5-11. Comparison of the spectra for nine-line progressive and interlaced scan systems. The arrows indicate components that correspond to a given index pair in the original picture. (Courtes: of Proc. IRE.)

## 5-7. Aperture Distortion

Our previous analysis has yielded an expression for the voltage that results from scanning a still picture with a photoelectric transducer through a point aperture. From this we found that the frequencies in the signal are functions of the scanning process alone. Further, the amplitude and phase of each component are determined solely by the picture itself. Now icleally the picture transmission system, whether television or facsimile, should reproduce at the recciving point a picture having the same components in frequency, amplitude, and phase that are present in the original picture. As a practical matter, of course, this ideal condition is not met. The response characteristies of the communication channel proper modify the relative amplitude and phase of these components. Furthermore at both ends of the system the scanning apertures are of finite size and also serve to modify the component amplitudes. This latter effect is called apertare distortion, and in section $5-12$ we shall derive a quantitative expression for its effect. Our over-all method shall be to derive expressions for $a_{k l}, \theta_{k l}, a_{k^{\prime} l^{\prime}}$, and $\theta_{k^{\prime} l^{\prime}}$, the primes referring to the
receiving end of the system. Since an ideal communication channel will be assumed, the differences between the original and reproduced components will be a measure of the distortion introduced by the finite aperture size.

## 5-8. Physical Concept of Aperture Distortion

Before proceeding to an analysis of the distortion it is well to get a physical picture of its effect. In Fig. 5-12 the original picture is
(a)

(b)

(c)

(d)


Fig. 5-12. Aperture distortion. (a) Origina! picture. (b) Brightness distribution in $x$. (e) Voltage after scaming by a point aperture. (d) Voltage after scamning by an aperture of finite width. assumed to be a square white spot on a black line, whose brightness distribution in $x$ is shown at $b$. When seamed through an infinitesimally narrow aperture, the abrupt changes in brightness at the boundarics of the white spot are followed exactly by the transducer whose output is given at $c$. If, on the other hand, the translucer sees the picture through an aperture of finite width, it cannot reproduce the abrupt change at the boundaries. At each position of the aperture the transducer output is proportional to the arerage value of brightness which it sees. Hence its output reaches the maximum gradually, as shown at $d$. It will be observed that the effect of the aperture on the signal is similar to that of an ideal low-pass filter which has no delay or phase distortion: an applied square pulse has its corners rounded off.

## 5-9. A Digression on Exponential Series

In the work to follow considerable simplification results if the Fourier series is expanded in terms of exponential rather than trigonometric components. The method of deriving the expression for the component amplitudes is similar to that used in the more familiar sine and cosine form of series. Thus say that a function $F(\phi)$, which is periodic in $2 \pi$, is to be expanded into an infinite sum of exponential terms which are harmonically related, that is, we assume the identity

$$
\begin{equation*}
F(\phi)=\sum_{k=-\infty}^{\infty} A_{k} \epsilon^{j k \phi} \tag{5-30}
\end{equation*}
$$

where $k$ is an integer.

In order for (5-30) to be an identity the complex amplitudes $A_{k}$ must be evaluated correctly. To do this we multiply both sides of the equation by $\epsilon^{-j r \phi} d \phi$ and integrate between the limits 0 and $2 \pi$ (or $-\pi$ and $+\pi$ )

$$
\begin{equation*}
\int_{0}^{2 \pi} F(\phi) \epsilon^{-j r \phi}\left(d \phi=\sum_{k=-\infty}^{\infty} \int_{0}^{2 \pi} A_{k} \epsilon^{j(k-r) \phi} d \phi\right. \tag{5-31}
\end{equation*}
$$

On expanding the right-hand member we find that two types of integrals are present
(a) $k \neq r \quad$ for which the integral is zero since the $k=-r\}$ integrand is periodic in $2 \pi$.
(b) $k=r \quad$ for which $\left.\quad \int_{0}^{2 \pi} A_{k} \epsilon^{j \phi} d \phi=A_{k} \times 2 \pi \quad\right\}$

Therefore, (5-31) reduces to

$$
\begin{equation*}
A_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} F(\phi) \epsilon^{-j k \phi \phi} d \phi \tag{5-33}
\end{equation*}
$$

and the amplitudes are evaluated.
The same result may be obtained by substituting Euler's identity into the trigonometric expansion of $F(\phi)$. This latter method does not require the intelligent guess of multiplying the equation through by $\epsilon^{-j r \phi}$ but it involves considerable algebraic manipulation. The series $(5-30)$ is equivalent in every way to the more familiar trigonometric expansions. $A_{k}$ will generally be complex, that is, it includes the phase-angle term of the sine or cosine series form, except where $F(\phi)$ is an odd or even function.

In the work to follow the exponents contain several terms. We shall, therefore, write the exponential in the notation of the complex variable

$$
\exp \phi \equiv \epsilon^{\phi}
$$

## 5-10. One-dimensional Case

For simplicity we shall begin the analysis of aperture distortion with the single-dimension case. This will then be extended to the more general one. Consider first the situation at the pickup end of the picture transmission system where the scanned picture has a brightness distribution along the scanning line as shown in Fig.


Fig. 5-13. Co-ordinate system for the finite aperture.

5-13. This brightness distribution may be represented by the trigonometric series $(5-3)$ or by its exponential equivalent

$$
\begin{equation*}
B(x)=\sum_{k=-\infty}^{\infty} B_{k} \exp \left(\frac{2 \pi j k x}{m u}\right) \tag{5-34}
\end{equation*}
$$

lf, now, this were soanned by a transducer through a point aperture, the corresponding electrical signal would have a form which we have previously derived. If, on the other hand, a finite aperture is used, a different condition obtains. Let the response of the aperture itself be that shown in Fig. 5-13 and further let it be represented mathematically by $\mathcal{S}(\xi)$ where $\xi$ is measured from the origin of the aperture which may be chosen arbitrarily. Then the brightness distribution seen by the transducer will no longer be $B(x)$ but, say, $B_{1}(x)$. The reason for this will be clear when it is realized that when the aperture is centered on $x$, the transducer sees the integrated brightness over the whole width of the aperture. Thus the apparent brightness $B_{1}(x)$ depends on both the original distribution, $B(x)$, and on the aperture response, $\mathscr{S}(\xi)$. These ideas may be expressed analytically. Thus, if we let $x$ be the eo-ordinate of the aperture origin, the brightness of the original picture at the point $(x+\xi)$ will be by (5-34)

$$
\begin{equation*}
I 3(x+\xi)=\sum_{k=-\infty}^{\infty} B_{k} \exp \left[\frac{2 \pi j k(x+\xi)}{n w}\right] \tag{5-35}
\end{equation*}
$$

and the apparent brightness at $x$ will be

$$
\begin{equation*}
B_{1}(x)=\int_{\text {aperture }} S(\xi) B(x+\xi) d \xi \tag{5-36}
\end{equation*}
$$

Actually the integral should be taken over the entire domain of $\xi$ but
the contribution to the integral for all $\xi$ for which $S(\xi)=0$ is zero. The $\int \begin{gathered}\text { isperture }\end{gathered}$ only part of the total integral which is different from zero.

If, now, (5-35) be substituted into (5-36) and the factor in $x$, which is constant in the integration, be remored from within the integral sign, there results
where

$$
\begin{align*}
& B_{1}(x)=\sum_{k=-\infty}^{\infty} Y(k) B_{k} \exp \left(\frac{2 \pi j k \cdot x}{m w}\right)  \tag{5-37}\\
& Y(k)=\int_{\text {aperturw }} S(\xi) \exp \left(\frac{2 \pi j k \xi}{m w}\right) d \xi \tag{5-38}
\end{align*}
$$

and the electrical signal at $x$ corresponding to the apparent brightness is

$$
\begin{equation*}
E_{1}(x)=\sum_{k=-\infty}^{\infty} Y(k) A_{k} \exp \left(\frac{2 \pi j k x}{n w}\right) \tag{5-39}
\end{equation*}
$$

or, in time, $\quad E_{1}(t)=\sum_{k=-\infty}^{\infty} Y^{\prime}(k) A_{k} \exp \left(\frac{2 \pi j k u t}{n w}\right)$

$$
\begin{equation*}
=\sum_{k=-\infty}^{\infty} r(k) A_{k} \exp \left(2 \pi j k f_{p} t\right) \tag{5-40}
\end{equation*}
$$

In both of the last two equations the subscript 1 is used to indicate that the voltage corresponds to the apparent brightness $B_{1}(x)$ seen through the finite aperture.

Comparison of (5-40) to (5-4) shows that the effect of the finite aperture is to multiply $\boldsymbol{A}_{k}$ of each frequency component (i.e., the complex amplitude corresponding to each component in the original image) by a duantity, $Y(k)$, which is a function of the aperture size and response. The same effect could be obtained clectrically by cascading with the communication channel a linear network which has a transfer admittance $Y^{\prime}\left(k^{\prime}\right)$; hence, $Y^{\prime}(k)$ defined by ( $5-38$ ) might properly be termed the "aperture admittance."

Frequently the aperture response $S(\xi)$ is symmetrical about its origin or, in other words, it is an even function in $\xi$. Where this is
true, the imaginary part of the expanded exponential in (5-38) is zero, and the aperture admittance reduces to

$$
\begin{equation*}
Y^{\prime}(k)=\int_{\mathrm{ap}} S(\xi) \cos \left(\frac{2 \pi k \xi}{m w^{\prime}}\right) d \xi \tag{5-41}
\end{equation*}
$$

where $S(\xi)$ is symmetrical.
since the imaginary part is zero under this condition $Y^{Y}(k)$ is real and hence introduces zero phase shift and hence no phase distortion.

Let us calculate the admittance of a typical aperture. Assume that a rectangular meehanical aperture of width $\delta$ is used. Its response will be that shown at Fig. 5-14a. Since the response is symmetrical in $\xi$, we have from (5-41)

$$
\begin{align*}
Y(k) & =2 \int_{0}^{\delta / 2} \hat{S} \cos \left(\frac{2 \pi k \xi}{m w}\right) d \xi \\
& =\hat{S} \delta \frac{\sin \left(\frac{\pi k \delta}{m w}\right)}{\left(\frac{\pi k \delta}{m w}\right)} \tag{5-42}
\end{align*}
$$

which has the $(\sin x) / x$ form. The envelope of this function is plotted at $b$ in the figure.


Fig. 5-14. (a) Rectangular aperture response characteristic. (b) Nomalized aporture admittance $Y^{Y}(k)$ for the response shown at (a).

It is interesting to note that $Y^{Y}(k)$ for several common aperture shapes closely resembles that shown for the rectangular response, at least for values of $k$ up to that of the first zero. It should be further noted that physically $Y(k)$ will not reverse sign as indicated in the figure.

The student might well wonder at this point what type of mechanical aperture shape would give a response different from that of Fig. 5-14a. In answer to this a special aperture and its response are shown at Fig. 5-15. This particular form has been used to synthesize


Fig. 5-15. A special scanning aperture. (a) Aperture shape. (b) Its response, $s(\xi)$.
mechanically the response of the electron beam effective aperture encountered in cathode-ray devices. ${ }^{3}$ This type of response for an electron beam is discussed at the end of the chapter.

## 5-11. Reconstruction of the Image at the Reproducer

Equation (5-40) gives the signal delivered to the communication channel by the transducer. If the assumed electrical response of this channel is taken to be ideal, the entire signal will be modified by a constant factor $W$ and the signal applied to the reproducing tranducer will be

$$
\begin{equation*}
E_{1}^{\prime}(t)=W E_{1}(t) \tag{5-43}
\end{equation*}
$$

and from this the transducer will produce an instantancous brightness

$$
\begin{equation*}
b^{\prime}(t)=P W^{-} E_{1}(t) \tag{5-44}
\end{equation*}
$$

where $P$ is a proportionality constant relating light to voltage. The primes indicate quantities at the receiving end of the over-all system.

Now this light is displayed to the final viewer through an aperture of finite size and of response $\mathrm{S}^{\prime}(\xi)$; hence the apparent brightness at any point $x$ along the playback scanning line will be the integral of the product of transducer brightness and aperture response over that length of time from $-\tau_{1}$ to $+\tau_{2}$ required for the entire aperture to move past that point. This is illustrated in Fig. 5-16. A suitable change in the limits of integration results in simplification of the mathematical manipulation which is to follow. This change is
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Fig. 5-16. Eath point of $S^{\prime}(\xi)$ contributes to the reproduced brightness at the point $x$.
brought about ly noting that in assuming the single-line scan over an infinite array of identical image fields as shown in Fig. 5-1, the aperture moves past a given point $x$ only once throughout all time from the remote past to the ever-so-distant future. It follows, therefore, that the contribution by the transducer to the apparent reproduced brightness at that point is zero for all times not in the closed interval $-\tau_{1} \leq t \leq+\tau_{2}$, and the limits of integration may be changed 1o $-\infty$ and $+\infty$ with no change in the result. Then, integrating, we get for the reproduced brightness at the point $x$

$$
\begin{equation*}
B_{1}{ }^{\prime}(x)=\int_{-\infty}^{\infty} S^{\prime}(\xi) P W E_{1}(t) d t \tag{5-4.5}
\end{equation*}
$$

Equation (5-45) gives the reproduced brightness at $x$ in terms of the incoming signal and hence, by suitable substitution, of the compo-
nents in the original picture. But this brightness may also be ex-pressed in a lourier series in terms of the components of complex amplitude $\boldsymbol{B}_{k^{\prime}}$ of the reproduced picture. Thus,

$$
\begin{equation*}
B_{1}^{\prime}(x)=\sum_{k=-\infty}^{\infty} B_{k^{\prime}} \exp \left(\frac{2 \pi j k^{\prime} x}{n w}\right) \tag{5-46}
\end{equation*}
$$

From (5-3.3) we know that the amplitude of each component is

$$
\begin{equation*}
B_{k^{\prime}}=\frac{1}{m w} \int_{-n w / 2}^{+n w / 2} B_{1}^{\prime}(x) \exp \left(-\frac{2 \pi j k^{\prime} x}{n w}\right) d x \tag{5-47}
\end{equation*}
$$

Once again mathematical simplification results from a change in limits. Since the exponential in ( $5-46$ ) is periodic in intervats of $n u$, it reproduces itself identically at intervals of $n w$. Hence we may rewrite the equation as

$$
\begin{equation*}
\boldsymbol{B}_{k^{\prime}}=\frac{1}{m w} \int_{-\infty}^{\infty} B_{1^{\prime}}(x) \exp \left(-\frac{2 \pi j k^{\prime} x}{n w^{\prime}}\right) d x \tag{5-48}
\end{equation*}
$$

Now in order to observe the effect of the apertures on the reproduced image we wish to compare $B_{k^{\prime}}$ to $B_{k}$ for each value of $k$. It should be apparent that this may be effected by substituting for $B_{1}{ }^{\prime}(x)$ in terms of the original picture components. Hence, substituting (5-45) into (5-48) we get

$$
B_{k^{\prime}}=\frac{1}{n v} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi) P W E_{1}(t) \exp \left(-\frac{2 \pi j k^{\prime} x}{m w}\right) d t d x \quad(5-49)
$$

Consider now the amplitude of a reproduced image component ( $k^{\prime}$ ) due to a single component $(k)$ in the original picture. That is, we shall substitute in ( $5-49$ ) for the $k$ th component of $E_{1}(t)$ from ( $5-40$ ). This yields

$$
\begin{aligned}
B_{k^{\prime}}= & \frac{1}{n w} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi) P W Y^{\prime}(k) A_{k} \exp \left(\frac{2 \pi j k u t}{n w^{\prime}}\right) \\
& \exp \left(\frac{-2 \pi j k^{\prime} x}{n w^{\prime}}\right) d t d x \quad(5-50)
\end{aligned}
$$

This is the equation we wish to evaluate so that $\boldsymbol{B}_{k^{\prime}}$ and $A_{k}$ (or $\boldsymbol{B}_{k}$, its brightness equivalent) may be compared. The problem as far as integration is concerned is that $x, u, t$, and $\xi$ are all interrelated.

Since identical scans are assumed at both ends of the system, $u$, the horizontal velocity, remains the same. Further, from Fig. 5-16 we have that

$$
\begin{array}{ll} 
& x=\xi+u t  \tag{5-51}\\
\text { and } \quad d x=d \xi \quad & \text { where } t=c s t
\end{array}
$$

Hence the second exponential may be reduced to terms of $\xi$ and ut. If this substitution is performed and terms collected, there results

$$
\begin{align*}
\boldsymbol{B}_{k^{\prime}}=\frac{1}{n w} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi) P W Y(k) A_{k} \exp & {\left[\frac{2 \pi j}{n w}\left(k-k^{\prime}\right) u t\right] } \\
& \exp \left(-\frac{2 \pi j k^{\prime} \xi}{n w}\right) d t d \xi \tag{5-53}
\end{align*}
$$

Since each factor now contains only a single variable, tor $\xi$, we may write

$$
\begin{align*}
\boldsymbol{B}_{k^{\prime}}=\frac{P^{\prime} \boldsymbol{U}^{\prime} Y^{\prime}(k) \boldsymbol{A}_{k}}{n w} \int_{-\infty}^{\infty} S^{\prime}(\xi) \exp & \left(-\frac{2 \pi j k^{\prime} \xi}{m w}\right) \\
& \int_{-\infty}^{\infty} \exp \left[\frac{2 \pi j\left(k-k^{\prime}\right)}{n w} u t\right] d t d \xi \tag{5-54}
\end{align*}
$$

Consider the time integral. Since the integrand is periodic, one complete image being scanned in the interval $V_{p}$, the integral may have only two values depending upon the value of $k^{\prime}$. (Remember $k$ has already been chosen.) If $k^{\prime} \neq k$, the integral is of the form

$$
\begin{equation*}
\int_{0}^{r_{0}} \exp (a t) d t=0 \tag{5-55}
\end{equation*}
$$

or if $k^{\prime}=k$, it is

$$
\begin{equation*}
\int_{0}^{1_{n}} \exp (0) d t=V_{p} \tag{5-56}
\end{equation*}
$$

It follows, therefore, that $\boldsymbol{B}_{k^{\prime}}$ is different from zero for only that value of $k^{\prime}$ which is equal to the $k$ previously chosen, i.e., there is a 1 to 1 correspondence between the original and reproduced field components. Thus we have for the $k$ th component

$$
\begin{equation*}
\boldsymbol{B}_{k}^{\prime}=\frac{P W Y(k) A_{k} V_{p}}{m w} \int_{-\infty}^{\infty} S^{\prime}(\xi) \exp \left(-\frac{2 \pi j k \xi}{m w}\right) d \xi \tag{5-57}
\end{equation*}
$$

(5-57) may be simplified: Assume that the voltage-light proportionality constant, $P$, is the same at both ends of the system. Then

$$
B_{k}=P A_{k}
$$

And further, by similarity to equation ( $5-38$ ), the integral is seen to be the reproducing aperture admittance

Hence

$$
\begin{gather*}
Y^{\prime}(k)=\int_{-\infty}^{\infty} S^{\prime}(\xi) \exp \left(-\frac{2 \pi j k \xi}{n w}\right) d \xi  \tag{5-58}\\
B_{k}{ }^{\prime}=\frac{V_{P}}{m w} W Y^{\prime}(k) Y^{\prime}(k) B_{k} \tag{5-59}
\end{gather*}
$$

We see, therefore, that each component in the original picture gives rise to a single component in the reproduced image. Also the equation shows that the complex amplitude of that component is modified by the channel response and the response of the two scanning apertures. $\boldsymbol{B}_{k}{ }^{\prime}$ is also proportional to $V_{p}$ and hence to the speed of scanning, a result which is an entirely logical one.

## 5-12. The Two-dimensional Case

We have previously learned that the one-dimensional series of the type we have just considered fails to contain information for reassembling the picture in the $y$ direction. To overcome this deficiency, we must return to the bidimensional series and in so doing we shall find that the results stated in the last paragraph must be modified to a certain extent. Since the analysis of the bidimensional series is analogous to that which we have just completed, we need only write down the equations which correspond to the major steps in the simpler case. Thus, expanding the original image brightness in the double exponential series, we have

$$
\begin{equation*}
B(x, y)=\sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} B_{k l} \exp \left[2 \pi j\left(\frac{k x}{l \cdot}+\frac{l y}{h}\right)\right] \tag{5-60}
\end{equation*}
$$

As a further complication we must now admit a scanning aperture at the pickup end which has width as well as length. Let $\eta$ be its ordinate measured from the aperture origin and its response be $S(\xi, \eta)$. This latter may be represented pictorially by a three-dimensional


Fig. 5-17. (a) (o-ordinates of the bidimensional aperture. (b) The aperture response, $\mathcal{N}(\xi, \eta)$.
diagram as in Fig. 5-17. By analogy to our previous work the admittance of this aperture will be

$$
\begin{equation*}
Y(k, l)=\iint_{\mathrm{ap}} S(\xi, \eta) \exp \left[2 \pi j\left(\frac{k \xi}{w}+\frac{\ln }{h}\right)\right] d \xi d \eta \tag{5-61}
\end{equation*}
$$

and the apparent brightness seen by the transiducer will be

$$
\begin{equation*}
B_{1}(x, y)=\sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} Y(k, l) B_{k l} \exp \left[2 \pi j\left(\frac{k \cdot x}{l \mid}+\frac{l y}{h}\right)\right] \tag{5-62}
\end{equation*}
$$

And continuing the process we get as the analogue of equation (5-54)

$$
\begin{array}{r}
B_{k^{\prime} \eta^{\prime}}=\frac{P W^{\prime} \gamma(k, l) A_{k l}}{w h} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi, \eta) \exp \left[-2 \pi j\left(\frac{k^{\prime} \xi}{\|}+\frac{l^{\prime} \eta}{h}\right)\right] \\
\int_{-\infty}^{\infty} \exp \left\{2 \pi j\left[\frac{\left(k-k^{\prime}\right) u}{u}+\frac{\left(l-l^{\prime}\right) k^{\prime}}{h}\right] t^{\prime} d t d \xi d \eta\right. \tag{5-63}
\end{array}
$$

where the primes once again indicate receiving-end quantities.
Consider the time integral which we have previously shown to be periodic with period $V_{p}$. Now in the one-dimensional case this integral was different from zero only for $k^{\prime}=k$. In the present case, however, we see that the criterion is that

$$
\begin{equation*}
\frac{\left(k-k^{\prime}\right) u}{w}+\frac{\left(l-l^{\prime}\right) u}{h}=0 \tag{5-64}
\end{equation*}
$$

in which event the time integral becomes simply $V_{p}$. Equation (5-64) has implications not associated with (5-56), for it may be satisfied by several, not just one, pair of indices $\left(k^{\prime}, l^{\prime}\right)$ for a chosen index pair $(k, l)$.

Let us consider this situation more carefully. If (5-64) is not satisfied,
or since

$$
\begin{aligned}
& B_{k^{\prime} v^{\prime}}=0 \\
& \frac{u}{u}=u f_{p} \quad \text { and } \quad \frac{u}{h}=f_{p}
\end{aligned}
$$

we may write that if

$$
\begin{equation*}
(k n+l) f_{p} \neq\left(k^{\prime} n+l^{\prime}\right) f_{p} \tag{5-6.5}
\end{equation*}
$$

the reproduced component amplitude $B_{k^{\prime} v^{\prime}}$ is zero. The left-hand member of the inequality defines the frequency spectrum of the signal delivered to the reproducing transducer. Hence this is not a trivial result for it states that the amplitude of any frequency component ( $k^{\prime}, l^{\prime}$ ) generated in reproduction is zero if that frequency is not equal to some frequency generated in pickup. In other words, no new frequencies are generated by the reproducing system even though it incorporates a scanning aperture of finite size. On the other hand, if

$$
\begin{equation*}
\left(k^{\prime} n+l^{\prime}\right) f_{p}=(k n+l) f_{p} \tag{5-66}
\end{equation*}
$$

or if

$$
\begin{equation*}
n k^{\prime}+l^{\prime}=n k+l \tag{5-67}
\end{equation*}
$$

the component amplitude is not zero. Ideally, (5-67) should be satisfied by one and only one index pair ( $k^{\prime}, l^{\prime}$ ) such that

$$
\begin{align*}
k^{\prime} & =k \\
l^{\prime} & =l \tag{5-68}
\end{align*}
$$

for then a 1 to 1 correspondence would exist between original and reproduced image components. Actually this ideal is not met as might be surmised from our discussion of the confusion components. The reproduced component specified by (5-68) we shall term the normal component. All other components whose $l^{\prime}, l^{\prime}$ values satisfy (5-67) we shall call the extraneous components. The amplitudes of the normal and extraneous components are not identical and we shall discuss them separately.

## 5-13. The Normal Component

When $k^{\prime}$ and $l^{\prime}$ satisfy (5-68) they define the normal component for which eq. (5-63) becomes

$$
\begin{equation*}
\left.\boldsymbol{B}_{k l^{\prime}}=\boldsymbol{B}_{k^{\prime} \gamma^{\prime}}\right]_{\substack{k^{\prime}=k \\ l^{\prime}=1}}=\frac{P \mathrm{I}^{\prime} Y^{\prime}(k, l) \boldsymbol{A}_{k l} \boldsymbol{I}_{p} Y^{\prime}(k, l)}{w h} \tag{5-69}
\end{equation*}
$$

where

$$
\begin{aligned}
Y^{\prime \prime}(k, l)= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi, \eta) \exp \left[-2 \pi j\left(\frac{k \xi}{u}+\frac{l \eta}{h}\right)\right] d \xi d \eta \\
= & \text { admittance of reproducing aperture to the } \\
& \text { normal component. }
\end{aligned}
$$

Then. from (5-58), we may reduce the complex amplitude of the normal reproduced component to

$$
\begin{equation*}
\boldsymbol{B}_{k l}{ }^{\prime}=\frac{V_{p}}{w h} W^{\prime} \mathbf{Y}^{\prime}(k, l) \Gamma^{\prime}(k, l) \boldsymbol{B}_{k l} \tag{5-71}
\end{equation*}
$$

We may now compare $B_{k,}{ }^{\prime}$ to $B_{k l}$. Equation (5-71) shows that the original image is reproduced at the receiver by the normal eomponents, but this reproduced image will be distorted because each amplitude has been modified by the channel response, $W$, and the aperture ardmittances, $Y(k, l)$ and $Y^{\prime}(k, l)$. Since the channel response has been assumed ideal, we may concentrate on the effects of the apertures. We see from the equation, then, that the apertures do introduce distortion which may be termed "simple loss of detail." This notation follows from the fact that typical apertures discriminate agsainst the short wave length brightness components in the picture. To illustrate this Fig. $\bar{j}-18$ shows the square of the admittance of a circular aperture of uniform response plotted against wave length ${ }^{4}$ normalized with respect to the aperture diameter. It should be apparent that identical pickup and reproducing apertures would


Fig. 5-18. The circular aperture of constant response exhibits a cutoff characteristice (a) Aperture response. (b) Aperture admittaner squared. (After Mertz and Ciras.)

[^46]have the same admittance. Hence, the figure gives the product $Y^{\prime}(k, l) Y^{\prime}(k, l)$ of eq. (5-71) for such an identical aperture system.

It will be observed that the very short wave length components for which $\lambda \leq 2 r$ are virtually eliminated, which means loss of fine-grain detail in the reproduced image. This is a situation quite similar to that in the more familiar half-tone printing process where no detail smaller than a reproducing spot can be seen.

For those wave lengths for which $\lambda>2 r$ the loss of amplitude may be corrected for, provided that the admittance function is known for the apertures in use in any given picture transmission system. Since the aperture admittance terms appear in (5-71) in the same manner as the channel response, they may be equalized by a suitable electrical network. It is unfortunate that the use of such equalizers has to a large extent been neglected in television practice.

Equation (5-71) shows that both the one- and two-dimensional series give a reproduced brightness component amplitude proportional to $V_{p}$, the frame interval. This is an obvious result, for the longer the transducer light is seen in the reproduced image, the greater will be its apparent brightness.

## 5-14. Extraneous Components

We have previously predicted that values of $k^{\prime}$ and $l^{\prime}$ other than those defined by eq. (5-68) will also satisfy (5-64) or (5-67). Typical of such integer pairs are the following:

For

$$
\begin{aligned}
k=2 & \text { and } & l=3 \\
k^{\prime}=1, l^{\prime}=3+n & \text { or } & k^{\prime}=3, l^{\prime}=3-n
\end{aligned}
$$

These results simply confirm our previous discussion of the existence of the confusion components.

For our immediate purpose these confusion components resulting from a given set of values ( $k, l$ ) may be defined in terms of a new variable $\mu$ such that

$$
k^{\prime}-k=\mu
$$

Then these confusion components are given by
and

$$
\left.\begin{array}{rl}
l^{\prime} & =l-\mu n  \tag{5-72}\\
k^{\prime} & =k+\mu
\end{array}\right\} \text { Extraneous components. }
$$



Fig. 5-19. Confusion in the image reproduced with a progressive 0 -line scan. The Fouricr components $(0,+7)$ and $(+1,-2)$ eorrespond to the same frequence in the incoming signal. (a) The two possible components are illustrated. (h) The reproduced picture contains both components even though only one of them may be transmitterl. (Courtesy of Iroc. IRE.)
and from eq. (5-69) each of these components will have a complex amplitude

$$
\begin{equation*}
\boldsymbol{B}_{k^{\prime} l^{\prime}}=\frac{V_{p}}{u h} W Y^{\prime}(k, l) Y^{\prime}(k, l) \boldsymbol{B}_{k l} \tag{5-73}
\end{equation*}
$$

where

$$
\begin{equation*}
Y^{\prime}\left(k^{\prime}, l^{\prime}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S^{\prime}(\xi, \eta) \exp \left[-2 \pi j\left(\frac{k^{\prime} \xi}{w}+\frac{l^{\prime} \eta}{h}\right)\right] d \xi d \eta \tag{5-74}
\end{equation*}
$$

But since in general $\quad Y^{\prime}(k, l) \neq I^{\prime \prime}\left(k^{\prime}, l^{\prime}\right)$
we find that

$$
B_{k^{\prime} r^{\prime}} \neq B_{k l^{\prime}}^{\prime}
$$

i.e., the extraneous and normal components differ in complex amplitude.

Thus the single pickup component $(k, l)$ of amplitude $B_{k l}$ gives rise to a number of reproduced components $\left(k^{\prime}, l^{\prime}\right)$ where $k^{\prime}=k+\mu$ and $l^{\prime}=l-\mu n$. Therefore, not only is the original picture reproduced in the normal component, $\mu=0$, but also in a number of additional spurious images of different amplitude and phase. These latter images represent a form of noise in the picture and produce a loss of detail resulting from masking.

The situation in regard to the extraneous or confusion components may be stated in another manner. In the early part of the chapter we saw that two Fourier components in the original picture can give rise to the same frequency in the electrical signal. When the reproducing apparatus receives this signal it has no way of determining to which Fourier component it belongs; hence it reproduces both of them. This condition is illustrated for a progressive 9 -line scanning system in Fig. $5-19$. At $a$ two components $(0,+7)$ and $(+1,-2)$ are shown, both of which give rise to the same frequency in the electrical signal. If, then, only the $(0,+7)$ component be transmitted, the reproducing system, being unable to determine this fact, will reproduce both components with the result shown at $b$. A somewhat similar condition exists for interlaced seanning. ${ }^{5}$

Another example of the effect of the extraneous components is shown in lig. $\overline{5}-20$. The spurious pattern shown is the result of finite aperture effects only and should not be confused with ghost images which are caused by reception over multiple paths of different
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Fig. 5-20. Distortion in a reproduced image cansed bụ a finite aperture. (a) The original subject. (b) The reproduced image. (Courtess of Bell Sistem Technical Journal.)
lengths. lootunately, most of the masking components are usually of negligible ampliturle.

Now it may be shown from a consideration of the cutoff characteristic of the aperture that the principal masking components, i.e., those which produce the most objectionable effect in the final image, are those for which $|\mu|=1$. This may also be seen on the basis that as $l^{\prime}$ approaches $n$, the field components become more horizontal and can be identified with the line structure itself. A good example of this effect is given when a flat white field is transmitted, i.e., $h=0$ and $l=0$. Then the corresponding "most objectionable" components for which $|\mu|=1$ are

$$
k^{\prime}=1, \quad l^{\prime}= \pm n
$$

These components cause the final pieture to be broken up into $n$ lines, i.e., the line structure is present. Since every scene has a d-c component corresponding to the average scene brightness, these lines will always be present to some degree, at least in the final image.

In connertion with these "most objectionable" components, it is
interesting to note that it is theoretically possible to reduce their amplitudes to zero by proper design of the system apertures because, from (5-73), if

$$
Y^{\prime}\left(k^{\prime}, l^{\prime}\right)=0
$$

then

$$
\boldsymbol{B}_{k^{\prime} \eta^{\prime}}=0
$$

Hence the aperture should be so designed that

$$
r^{\prime}(1, \pm n)=0
$$

This condition may be met by the use of a rectangular aperture of uniform response and of width equal to that of the spacing between adjacent scanning lines. Such an aperture may be at least approximated in a facsimile system where the size and shape of the aperture may be controlled by a physical mask. The very nature of the electron distribution in an electron beam, however, immediately precludes utilizing this principle and special techniques are required.

## 5-15. Scanning with Electron Beams

That this last condition cannot be attained easily with a scanning device which uses an electron beam may be seen from a consideration of the corresponding aperture response, $S(\xi, \eta)$. It has been experimentally determined that the electron density, $\rho$, in a beam of accelererated electrons has circular symmetry and decays toward the edges of the beam exponentially with the square of the distance from the beam center, i.e., the distribution of $\rho$ is Maxwellian. ${ }^{6,7}$ Then since $S(\xi, \eta)$ $=K \rho(\xi, \eta)$, we see that some form of compromise must be made if we are to approximate the conditions for a flat field. Since the probability distribution shown in Fig. 5-21 implies


Fig. 5-21. The distribution of electron density in the scamning heam is Maxwellian.

[^48]an infinite cross-sectional radius, we shall first try to determine an alternate approximate distribution function for the brightness of a line which has been scanned by the beam, that will fit the physical limitation of a finite, in fact, small beam radius.

Since the beam is circular in cross section and has a nonuniform distribution of $\rho$, the electron density, the brightness of the scanned line normal to the direction of scan will vary. The distribution of $\rho$ along $y$, $\rho(y)$, will now be investigated.


Fig. 5-22. Co-ordinate system for invertigating the variation of brightnens across a scanned line.

Let $\Sigma \rho(y)$ be the sum of the electron densities on a spot $P$ as the beam passes once over $P$. It will be observed that this is the same as the sum of the $\rho$ 's along the line $y=c$ st, which is shown. Then assuming the exponential distribution stated above, we have
and

$$
\begin{gather*}
\rho=C \epsilon-D r^{2}  \tag{5-75}\\
\Xi \rho(y)=\int_{-R}^{R} \rho d x
\end{gather*}
$$

-but the figure is symmetrical about the $y$ axis and is of infinite radius. Therefore

$$
\begin{align*}
\Xi_{\rho}(y) & =2 \int_{0}^{\infty} C \epsilon^{-D\left(x^{2}+y^{2}\right)} d x \\
& =2 C \epsilon^{-D y^{2}} \int_{0}^{\infty} \epsilon^{-D x^{2}} d x \\
& =C \sqrt{\frac{\pi}{D}} \epsilon^{-D y^{2}} \tag{5}
\end{align*}
$$

Thus the distribution of light intensity-which is proportional to $\Sigma_{\rho}(y)$-across the scanned line is

$$
\begin{equation*}
I(y)=K C \sqrt{\frac{\pi}{D}} \epsilon^{-D y^{2}} \tag{5-77}
\end{equation*}
$$

with the maximum value

$$
\begin{equation*}
\hat{I}(y)=K C \sqrt{\frac{\pi}{D}} \tag{5-78}
\end{equation*}
$$

occurring along the center where ! $=0$.
The nature of the exponential function is such that for $x<\pi$, $I(y)<0.1 \hat{I}(y)$ and the exponential distribution of infinite width may for a good engineering approximation be replaced by a cos function. The extent to which this is so may be seen from Fig. 5-23.

Thus if the line structure resulting from the "most objectionable" extraneous components is to be eliminated to give a "flat" field, the spot radius must be increased so that adjacent lines overlap. If this be done, the analysis by Mertz and (irey no longer obtains for it assumes no such overlap and other means of analysis must be used. ${ }^{8}$

It must be noted, however, that attempts to obtain a flat field by widening the spot must result in a loss of resolution. The one may be had but only at the expense of the other. That this


Fig, 5-23. ('umparison wit the exponential and cosine-squared functions. is so may be seen from the following considerations: Overlap results in contamination of each line by information from the two adjarent lines: this decreases vertical resolution. Overlap also means larger spot radius, and since no detail smaller than the spot can be reproduced, horizontal resolution is lowered.
( learly then, a compromise on spot size must be made in which flatness of field is balanced against resolution. This is a subjective matter and generally the consensus is that visible line structure and

[^49]high resolution are more desirable than a flat field with its attendant image fuzziness. The compromise at the receiving end of the system is placed in the hands of the set owner in the forus control. Current practice in commercial television studios is to focus for best detail, that is, for minimum spot size.

## CHAPTER 6

## CAMERA TUBES

It has been convenient for the larger part of our discussion in the past chapters to think of the pickup end of the picture transmission system in terms of facsimile equipment. By so doing we confined the discussion to relatively familiar devices, such as the phototube as a transducer, a mechanical defining aperture, and a revolving screw mechanism to provide the motion along the prescribed scanning pattern. These elements were illustrated in Figs. 1-7 and 1-8. We have also learned, however, that modern television practice relies on all-electronic devices, the camera tubes, in which are combined the three basic functions of the pickup assembly, to wit: sampling, scanning, and the conversion of light to some form of corresponding electrical signal. In the present chapter we discuss the principal types of these camera or image-generating tubes.

## 6-1. Static-image Generators

Although in the strictest sense of the word the static-image generator is not a camera tube capable of converting light to electrical energy, it does deliver to the communication channel a picture signal identical in all ways to that from the camera tubes of the usual sense. Its sole difference is that it can generate signals corresponding to one and only one picture which is chosen during the tube manufacturing process. While such an image-signal generator is lacking in flexibility, it does provide a readily reproducible picture, an important advantage for test purposes. One such type of tube, the monoscope, is used largely by commercial television facilities to transmit "test pattern," an image which combines station identification and certain geometrical patterns which aid in the proper adjustment of television receivers. Typical test patterns are shown in Figs. 10-9 and 10-10.

The reader is referred to section $3-2$ for a description of an carly, developmental form of static-image generator used as part of the previously described Purdue Project. The modern commercial form
of this type of tube is embodied in the monoscope, ${ }^{1}$ shown in Fig. 6-1. The electrodes $K, G, A_{1}$, and $A_{2}$ make up the electron gun which is similar to that of the conventional cathode-ray tube. Particular care is taken in manufacture to build a gun structure capable of providing an electron beam of extremely small diameter. This beam is made to scan across the signal plate by the application of saw-tooth currents to the magnetic deflection yoke.


Fig. (i-1. The monoseope. Only a single image which is printed on the signal plate may be televised with this tube.

The signal plate, or pattern electrode, is an aluminum sheet, some $2 \frac{1}{2} \mathrm{in}$. by $3 \frac{1}{4} \mathrm{in}$. in size. Early in the manufarturing process the dosired image, such as that of Fig. 10-9, is printed onto the aluminum in printer's ink. This plate and printed pattern are heated to reduce the ink to carbon. The result is a carbon image on an aluminum barkground.

The operation of the monoscope is hased on the difference in secondary emission ratios for carbon and aluminum which are, for the voltages shown, 3 to 1 and 7 to 1 , respectively. Inspection of the circuit diagram shows that the heam electrons hit the pattern electrode with a velocity of 1200 electron volts. These high-speed primary electrons produce secondary emission from the pattern electrode, the number of secondary electrons produced at any instant being proportional to the secendary emission ratio of that portion of the pattern under the scanning beam at that instant. These secondaries flow to the collector and constitute a current through the output resistance. $R_{0}$. Thus the output voltage developed across $R_{0}$ follows

[^50]the picture information on the signal plate as the latter is scanned by the electron beam.

Notice that a "black-negative" signal is generated. This follows from the fact that the carbon, or black, portions of the image produce a smaller output current than do the white, or aluminum, regions; thus a white-to-black transition in the scanned picture produces a negative-going voltage output.

If any portion of the pattern is in half-tone, care is taken to use a half-tone screen, giving smaller dots than the beam diameter. Under this condition the resolution of the monoscope is limited by the heam diameter rather than by the processing of the pattern plate in manufacture.

## 6-2. Some Elements of Photometry

Underlying the operation of the several types of camera tubes which we shall discuss is the principle of photoemission. Since in photoemission the energy reguired to remove free photoelectrons from the emitting surface is furnished by the incident light itself, we shall review some of the terms used to measure the energy contained in a given beam of light. By definition, light is radiant energy in the form of electromagnetic waves of such a wave length that they are visible to the human eve. Light sources, which of themselves generate light, e.g., incandescent lamps, neon signs, the sun, or the fluorescent screen of a cathode-ray tube, are said to be self-luminous. One of the principal problems in the field of photometry, the science of measuring light intensity, has been to derise a system of units which relates the response of an observer to a standard unit system that is based on mass, length, time, and charge. Such a relationship is desirable because light is inevitably related to the human eye, which of course introduces a degree of arbitrariness into the photometric units. In the past the problem was handled by arbitrarily defining the candle, the unit of luminous intensity, as a fixed percentage of the luminous intensity of a bank of standard lamps, operating under specified conditions, maintained by the National Bureau of Standards.
$\ln 1924$ the International Commission on Illumination adopted a standardized luminosity curve, which has allowed a complete relationship to be established between the units of photometry and the M.K.S. system of units. Shown in Fig. 6-2, this luminosity curve of ordinates $\bar{u}(\lambda)$ is an arbitrarily standardized response curve of the


Fig. 6-2. The standard luminositv curve, which is used to relate photometric units to the M.K.S. system. It shows the frequency response of a standardized human ohserver, (Courtesy of Elertromicx.)
human eye. Its use in relating radiant quantities to their photometric equivalents is illustrated by the following equation: ${ }^{2}$

$$
\begin{equation*}
F=650 \int_{\lambda_{1}}^{\lambda_{2}} P(\lambda) \bar{y}(\lambda) d \lambda \tag{6-1}
\end{equation*}
$$

where $P$ is the radiant flux in watts (a M.K.S. unit) and $F$ is the luminous flux in lumens (a photometric unit). $\lambda_{1}$ and $\lambda_{2}$ denote the end points of the spectrum in which the radiant energy lies and are expressed in millimicrons. Once this basic relationship between the two systems of units has been established, all other photometric units may be derived from the lumen. In the work which follows we shall adopt the notation recommended by the Committee on Colorimetry of the Optical Society of America.

- Thus far, then, we have defined the luminous flux, $F$, in lumens of a light source. A second property of such a source is its luminous intensity, $I$, which is given by

$$
\begin{equation*}
I=\frac{\Delta F}{\Delta \omega} \quad\left[\frac{\text { lumens }}{\text { steradian }}=\text { candle }\right] \tag{6-2}
\end{equation*}
$$

[^51]For a point source of light or a uniform spherical source, $I$ is independent of the direction in which $\Delta \omega$ is taken. If, on the other hand, the source is extended, the flux intercepted in the solid angle $\Delta \omega$ will depend upon the direction $\alpha$. We may illustrate this with Fig. 6-3a,


Fig. 6-3. (a) The luminous intensity, $I$, of an extended light source is a function of the angle $\alpha$. (b) The illuminance, $E$, of a surfare not normal to the direction from the light source deponds on $\theta$.
where the source has an area $A_{0}$. Then, in general, two areas, $\Delta A_{1}$ and $\Delta A_{2}$, which subtend equal solid angles, $\Delta \omega$, will not intercept equal values of luminous flux. Thus we must write

$$
\begin{equation*}
I_{\alpha}=\left(\frac{\Delta F}{\Delta \omega}\right)_{\alpha} \tag{6-3}
\end{equation*}
$$

Frequently the directional characteristic of such an extended source follows a cosine variation

$$
\begin{equation*}
I_{\alpha}=I_{0} \cos \alpha \tag{6-4}
\end{equation*}
$$

where $\quad I_{0}=$ luminous intensity along the normal to $\left.A_{0}\right\}$
which is a mathematical statement of Lambert's law.
If, now, a surface of area $\Delta A$ normal to the direction from the source intercepts $\Delta F$ lumens of flux from the light source, that surface has an illuminance ${ }^{3} E$

$$
\begin{equation*}
E=\frac{\Delta F}{\Delta \cdot A} \quad\left[\frac{\text { lumens }}{\text { siquare meter }}=\text { meter candle }\right] \tag{6-5}
\end{equation*}
$$

[^52]Another frequently used unit of illuminance is the lumen per square foot or foot-camdle which is equal to 10.76 lumens per siguare meter. Thus in Fig. 6-3a the normal surface $\Delta A_{1}$ has an illuminance

$$
E=\frac{\Delta F}{\Delta \Lambda_{1}}=\frac{I_{0}}{\Delta \Lambda_{1}} \Delta \omega
$$

hut from solid geometry

$$
\Delta \omega=\frac{\Delta \cdot I_{1}}{D^{2}}
$$

whence

$$
\begin{equation*}
E=\frac{I_{0}}{D_{1}{ }^{2}} \quad \text { for } \quad \alpha=0 \tag{6-6}
\end{equation*}
$$

This is the well-known inverse square law of photometry, which is applicable to extended light souress, provided that $l$ ) is 5 or more times greater than the largest dimension (the diagonal for a rectangle) of the source.

In a simitar manner we calculate the illuminanee of the normal area $\Delta A_{2}$ at the angle $\alpha$ to be

$$
\begin{equation*}
E=\frac{I_{\alpha}}{I_{2}{ }^{2}}=\frac{I_{0} \cos \alpha}{I_{2^{2}}{ }^{2}} \quad \text { for } \quad \alpha \neq 0 \tag{6-7}
\end{equation*}
$$

Frequently we must calculate the illuminance of surfaces such as $A_{1}$ and $A_{2}$ of Fig. $6-3 b$, which are inclined at an angle $\theta$ with respect to the direction from the sourere. In such a case we have for $A_{1}$

But here

$$
\begin{align*}
E & =\frac{\Delta F}{A_{1}}=\frac{I_{1} \Delta \omega}{A_{1}} \\
\Delta \omega & =\frac{\Delta I_{1}}{D D^{2}}=\frac{I_{1} \cos \theta}{()^{2}} \tag{6-8}
\end{align*}
$$

whence $\quad E=\frac{I_{0} \cos \theta}{D^{2}} \quad \alpha=0 \quad \theta \neq 0$
Similarly, the illuminane of the surface $A_{2}$ is

$$
\begin{equation*}
E=\frac{I_{0} \cos \theta \cos \alpha}{D^{2}} \quad \alpha \neq 0 \quad \theta \neq 0 \tag{6-9}
\end{equation*}
$$

Another property of a light source is its luminance. ${ }^{4} B$. Thus, for example, the luminance of the surface $A_{0}$ in any direction $\alpha$ is defined as the ratio of intensity in that direction to the projected area of $A_{0}$ in that direction, or

[^53]\[

$$
\begin{equation*}
B_{\alpha}=\frac{I_{\alpha}}{A_{0} \cos \alpha} \quad\left[\frac{\text { candle }}{\text { siguare meter }}\right] \tag{6-10}
\end{equation*}
$$

\]

In the special case where the intensity from $A_{0}$ obeys Lambert's law, $B$ is independent of $\alpha$ for

$$
\begin{equation*}
B_{\alpha}=\frac{I_{0} \cos \alpha}{A_{0} \cos \alpha}=\frac{I_{0}}{A_{0}} \tag{6-11}
\end{equation*}
$$

In this case the human eye would observe the surface $A_{0}$ as being equally bright from all direetions.

A fourth property of a light source is its luminous emittance, $L$, which is defined as the ratio of total luminous flux from the surface to its area, or

$$
\begin{equation*}
L=\frac{F_{0}}{A_{0}} \quad\left[\frac{\text { lumens }}{\text { sinare meter }}\right] \tag{6-12}
\end{equation*}
$$

Again if the intensity from $A_{0}$ obeys Lambert's law the luminous emittance may be related to the luminance, for

$$
\begin{equation*}
L=\frac{\int I_{\alpha} d \omega}{A_{0}} \tag{6-13}
\end{equation*}
$$

But

$$
I_{\alpha}=I_{0} \cos \alpha \quad \text { and } \quad d \omega=\frac{\partial A}{D^{2}}
$$

and on a hemisphere, the element of area is

$$
\Delta A=D^{2} \sin \alpha d \alpha d \phi
$$

whence

$$
\begin{align*}
L & =\int_{0}^{2 \pi} \int_{0}^{\pi / 2} \frac{I_{0} \cos \alpha D^{2} \sin \alpha d \alpha d \phi}{A_{0} D^{2}}=\frac{I_{0}}{\Lambda_{0}} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} \cos \alpha \sin \alpha d \alpha d \phi \\
& \left.=B 2 \pi \int_{0}^{\pi / 2} \cos \alpha \sin \alpha d \alpha=2 \pi B \frac{\sin ^{2} \alpha}{2}\right]_{0}^{\pi / 2}=\pi B \tag{6-14}
\end{align*}
$$

Equation (6-14) serves as the basis for another unit of luminance, $B$, the meter-lambert which is equal to $1 / \pi$ candles per square meter. This is the luminance of a perfectly diffusing surface which transmits or reflects one lumen per square meter. This meter-lambert unit is of particular use when one is dealing with perfectly diffusing reflecting surfaces. If these latter absorb no light, then the number of lumens intercepted and reflected remains constant and their luminance, $B 3$,
in meter-lamberts is equal to their illuminance, $E$. in lumens per square meter, that is

$$
\begin{equation*}
B \quad[\text { meter-lamberts }]=E \quad\left[\frac{\text { lumens }}{\text { square meter }}\right] \tag{6-15}
\end{equation*}
$$

If, on the other hand, these perfectly diffusing surfaces absorb a certain portion of the incident flux, the reflected flux is $R$, the reflection coefficient, times the incident flux and (6-15) becomes

$$
\begin{equation*}
B \quad[\text { meter-larnberts }]=R E \quad\left[\frac{\text { lumens }}{\text { square meter }}\right] \tag{6-16}
\end{equation*}
$$

Two other common units of luminance are the millilambert and the candle per square foot. These are related to the meter candle as indicated below.

$$
\begin{equation*}
1 \text { meter-lambert }=0.1 \text { millilambert }=0.02957 \frac{\text { candle }}{\text { square foot. }} \tag{6-17}
\end{equation*}
$$

The several quantities which have been defined are collected in Table 6-1.

|  | TABLE 6-1 |  |
| :--- | :--- | :--- |
| Luminous flux | $F$ | lumens |
| Luminous emittance | $L$ | lumen $/ \mathrm{m}^{2}$ |
| Luminous intensity | $I$ | lumen $/ \omega=$ candle |
| Luminance | $l 3$ | lumen $/ \omega \mathrm{m}^{2}=$ candle $/ \mathrm{m}^{2}$ |
| Illuminance | $E$ | lumen $/ \mathrm{m}^{2}=\pi$ metcr-lambert |

In a typical telerision eamera the light reflected from an illum: nated object is focused by a lens system onto the photoemissive surface of the camera tube proper. Since, as we shall see, the current resulting from this light is proportional to the illuminance of the photoemissive surface. we need a relationship between the luminance of the televised object and the photocathode illuminance. Such a relationship will necessarily involve certain factors associated with the lens system. A number of forms of this relationship have been derived and the one recommended by De Vore and Lams ${ }^{5}$ is

$$
\begin{equation*}
E=\frac{\pi B T}{4 \Gamma^{2}} \cos ^{4} \theta \tag{6-18}
\end{equation*}
$$

[^54]where
$E=$ photocathode illuminance in lumens $/ \mathrm{ft}{ }^{2}$
$B=$ televised object luminance in candles $/ \mathrm{ft}^{2}$
$\theta=$ angle between the light ray striking the area under consideration and the system axis.
$f=$ numerical aperture of the lens
$=\frac{\text { lens focal length }}{\text { lens diameter }}$.
$T=$ transmission coefficient of the lens.
$T$ is primarily a measure of the light losses which occur at the airglass surfaces in the lens. Typical values for lens types used in television range from 0.4 to 0.7 . We shall assume an average value of 0.64 .

It may be realized that the application of (6-18) to any given televised image would be unnecessarily cumbersome because the surface luminance, $B$, varies from point to point on the image. Furthermore, because of the $\cos ^{4} \theta$ factor, the illuminance is less at the edges than at the center of the picture. Since the main region of interest is generally centered in the field of view, to simplify calculations we shall assume that the focused image is everywhere of illuminance corresponding to that at the center. Subject to this simplifying assumption, the $\cos ^{4} \theta$ becomes unity and for the assumed value of the transmission coefficient the equation becomes

$$
\begin{equation*}
E=\frac{B}{2 f^{2}} \quad\left[\frac{\text { lumens }}{\text { square foot }}\right] \tag{6-19}
\end{equation*}
$$

The corresponding incident flux may be found by multiplying by the area of the photoemissive surface.

## 6-3. Photoemission

Whereas it is beyond the scope of the present work to include a lengthy description of photoemission, a few of its salient features will be set down for purposes of review. Four empirical laws relating to photoemission may be stated: ${ }^{6}$

When a photoemissive surface is illuminated by light of frequency $\nu$, it is observed that

[^55](1) The maximum velocity of the emitted electrons is proportional to $\nu$.
(2) The maximum velocity of the emitted clectrons is independent of the illuminance.
(3) The number of electrons emitted per unit time is proportional to the illuminance.
(4) The time lag between emission and illumination is at least less than $10^{-9}$ see.

As an explanation of the observed photomission phenomena Einstein has proposed the photoelectric equation

$$
\begin{equation*}
h \nu=u+\frac{1}{2} m r^{2} \tag{6-20}
\end{equation*}
$$

where
$h=$ Planck's constant.
$u=$ work function of the photomissive surface,
$m$ = clectron mass,
$r=$ velocity of the emitted electrons.
The quantity $h v$ is the energy assor iated with a single quantum of the incident light.

The first rule follows directly from Einstein's equation. It also follows that if $h \nu$ is less than the work function of the material then no emission will take place. As a result we may define a threshold frequency for a given substance of work function $w$ as

$$
\begin{equation*}
\nu_{0}=\frac{w}{h} \tag{6-21}
\end{equation*}
$$

Incident light of freguency less than $\nu_{0}$ cannot release photoelectrons.
The second law also follows indirectly from (6-20), for the number of guanta which determines the number of emitted electrons is a measure of the energy supplied by the incident light. Hence, the number of electrons emitted per unit time is proportional to the intercepted power or the illuminance. It should also be true that for constant illuminance the number of electrons emitted per unit time would vary linearly with $\nu$, which determines the energy per quantum. Actually photormissive surfaces do not exhibit this property. Instead we find that typical surfaces have a color response which may take the form shown in Fig. 6-4. In television work we desire the camera tube to respond to visible light; hence, we must choose an


Fig. fi-4. (olor response of a typical photomissive surface. (Courtesy of Radio (orporation of Amerima.)
emissive surface whose threshold frequency is below that of waves lying in the visible spectrum. Cesium has a low work function which is slightly under 2 ev. ${ }^{7}$ As a result the emitting surface in the camera tube will generally be composed of cesium in combination with one or more other substances. A common combination is cesiated silver.

I It is common practice to express energy on electron velocity in terms of electron volts. The basic relationship between the quantities derives from the law of conservation of energy. If an electron of charge $\varepsilon$ coulombs falls through a potential difference of $V$ volts, it has a kinetic energy in joules given be

$$
\mathrm{K} . \mathrm{E} .=\frac{1}{2}, m r^{2}=I^{\circ} \varepsilon=16 \times\left. 10^{-20}\right|^{\circ}
$$

$m$ being in kilograms and $r$ in metors per second. Thus an energy of $V$ electron volts is that kinetic energy gained by an electron falling through $l$ volts; one electron volt is equivalent to $16 \times 10^{-20}$ joule or $16 \times 10^{-13} \mathrm{crg}$.

Similarly $l^{*}$ electron volts corresponds to an electron velority in meters per second:

$$
v=\sqrt{\frac{-T_{\varepsilon}}{m}}=5.95 \times 10^{5} \sqrt{T} \quad \text { meters per second }
$$

The mechanism behind this spectral response of the photoemissive surface is not understood but experience over a period of years has led to reliable working rules which provide responses satisfactory for television work. Zworykin and Morton* have described the procedure for preparing the photosensitive surfaces of the iconoscope camera tube, in which a silver layer is activated with cesium. Extreme care is required during the activation schedule in order to produce a surface which at the same time has good emission and proper color response.

The importance of the color response of the camera tube cannot be overemphasized, for whatever is visible to the pickup system is displayed as light at the rereiving-end cathode-ray tube. In particular, response in the infrared region causes difficulty because the camera tube sees, and the kincseope reproduces, information which the human eye would not identify in the original image. Also colors are not converted to proper tones on the gray scale. 'To illustrate this difficulty let us consider that a person's face is being televised by a camera with high infrared response. Upon translating the various color values to corresponding levels on the gray scale-for the television system, like black and white photography, is inherently color blind-we should expect the lips to appear almost black in the reproduced image. Actually an entirely different result is reproduced because the camera, being peaked to the reds, produces a high-level lip signal that reproduces as a white or light gray. lips and face will appear in approximately the same tone in the final image, a result with a "washed-out" appearance. To correct for this the actor can use a deep red-brown lip covering which, though unsightly to the studio audience, produces the proper effect in the televised image. The use of color-compensating make-up and scenery paint is covered in the literature. ${ }^{9.10}$

Heary red response may also be corrected by the use of lighting which is rich in the blues and low in the red end of the spectrum. This particular approach to the problem of color response has been used in the studios at WR(AB in Schenectady. Figure 6-5 shows the gray-scale equivalents of some of the principal colors used in studio

[^56]

Fig. 6-5. Gray-scale equivalents of several colors as reproduced hy an iconoscope working under mer-cury-vapor lights. The six blocks from left to right represent deep lilue, light yellow, orange, violet, deep green, and bright red. A complete gray scale is shown at the bottom for comparison. Reproduced from Judy Dupuy, T'elevision Show Business, General Electric Company, 1945.
)
setting design, with the studio lighting furnished by mercury-vapor water-cooled lamps. Since a large percentage of television pickup oceurs at sites remote from the controlled light comblitions of the studio, tuhe manufacturers continue to work on the improvement of the color response of camera tubes. It might appear that color filters in front on the camera tube could be used to correct the camera response. This expedient is not in general use because the low transmission coefficient of the filters lowers the photocathode illuminance.

Returning to the phototube we must realize that circuit components that will provide a closed electrical path must be provided if electrons emitted by virtue of the photoelectric effect are to constitute a useful output current. A basic circuit is given in Fig. 6-6, where


Fig. 6-6. The basic phototube circuit.
the photocathorle and anode are placed in an evacuated envelope. If $E_{b b}$ is sufficiently large so that voltage saturation obtains, the phototuhe current hecomes directly proportional to the incident flux, $F$, and we have the relationship

$$
\begin{equation*}
i=s F=N .1 E \tag{6-22}
\end{equation*}
$$

where $s$ is the luminous sensitivity of the photocathode and $A$ the projected area of the photocathode. Under the condition of voltage saturation, the phototube has an internal resistance of several megohms; hence, it behaves as a constant current source and the output voltage delivered to the preamplifier grid is

$$
\begin{equation*}
e_{o}=i R_{o}=\kappa . t E R_{o} \tag{6-23}
\end{equation*}
$$

We shall find that modern camera tubes differ considerably in form from the simple phototube just discussed, but the general mode of operation is similar and the output voltage has the form of (6-23).

## 6-4. Noise Considerations

Equation ( $6-22$ ) shows that the average phototube eurrent is proportional to the illuminance of the cathode, $E$. This question immediately arises: Is there any minimum value of illuminance below which the resultant phototube current would not be useful to produce an electrical signal? The answer lies in the value of the noise generated in the coupling notwork between the phototube and the preamplifier, and in the phototube and preamplifier tubes themselves. Since the maximum value of signal-to-noise ratio, $S / N$. in the entire system is set at this point, we must investigate it with considerable care. Since any noise generated before and in the preamplifier proper is amplified along with the signal, certainly $s / N$ can never be improved over the value determined in the first coupling network. Whether or not the following stages in the amplifier chain deteriorate this initial value depends upon the available power gain of the first amplifier stage, a subject discussed in Chapter 14. (renerally, if the voltage gain of the first stage is 3 or 4 , the noise contribution of the succeeding stages may be neglected. ${ }^{1}$

The situation here is typical of that encountered in the amplification of low-level signals. U'nless the signal-to-noise ratio is sufficiently great, the signal is lost in the noise. In television systems this noise appears as tiny specks of "snow" over the entire reproduced image. Typical allowable values range from a peak picture signal to r.m.s. noise ratio of 10 to 1 for an acceptable picture ; to 30 to 1 , which results in an excellent picture. A 3 to 1 ratio is considered to be entirely unsatisfactory. ${ }^{12}$ We see then that we need know not only a current-illuminance relationship but also one relating generated noise to the several noise-contributing circuit components. The chief causes of noise are shot, partition, and flicker effects in tubes as well as thermal agitation effects in resistors. 'We next consider these effects.

First consider the shot effect which is present in the phototube and, to a lesser degree, in the preamplifier. This phenomenon results from the random nature of thermionic or photoelectric emission. When any given electron in the emitting material receives energy from a

[^57]photon or from thermal agitation in sufficient amount to overcome the work function of the material, it will not necessarily have a velocity component in the direction required for escape. Since the electron velocity distribution is random, the number of electrons emitted in unit time undergoes statistical variations. Thus the phototube current predicted by eq. (6-22) is an average value. The instantaneous value of current varies about this value in a purely random fashion. The total current, then, may be considered to consist of an average value, given by (6-22), upon which is superimposed the random component or noise. The variations in this noise component are completely in regular, so the noise is "white" in the sense that its energy is distributed uniformly throughout the frequency spectrum. Schottky ${ }^{13}$ has shown that the mean squared value of this shot noise eurrent within the frequency band $\Delta f$ is given by
\[

$$
\begin{equation*}
\overline{i_{s}{ }^{2}}=2 \varepsilon i \Delta f \quad \text { amperes squared } \tag{6-24}
\end{equation*}
$$

\]

where
$\varepsilon=$ electronic charge, in coulombs,
$i=$ average emission current, in amperes, and
$\Delta f=$ noise bandwidth of the system, in cycles per second.
The quantity $\Delta f$ is defined more precisely in Chapter 14, but at this point may be assumed to be equal to the steady-state half-power bandwidth of the amplifying system.

Equation (6-24) holds for tubes in which the current is emissionlimited and hence applies to the phototube proper. For voltage- or space-charge-limited operation as in the preamplifier tube eq. (6-24) gives too large a value of mean squared noise current. A probable reason for this is that with the condition of space-charge limitation the dense cloud of electrons between the cathode and plate acts as a cushioning reservoir which irons out the random variations in the number of emitted electrons. Stated differently, the space charge serves as a virtual cathode whose emission is subject to less randomness than the actual cathode. Equation (6-24) must consequently. be modified by some factor of magnitude less than unity when it is applied to the preamplifier tube. We shall presently see an alternative method of handling the effect of preamplifier shot noise.

Were the current output of the phototube utilized directly, we

[^58]could immediately calculate the ratio of signal-to-noise components from the last two equations. Cnfortunately, however, the output resistance $R_{0}$ in l'ig. 6-6 also contributes noise to the camera-tube output. This resistance, or Johnson. noise ${ }^{14}$ is a result of the thermal agitation of the electrons in any conductor. Because of the kinetic nature of matter, the electrons in the conductor are in a state of random motion, the motion being velated to the average temperature of the conductor. Again, if an average current $i$ flows through the conductor, the randomness of the electron motion causes an excess of negative charge at one end of the conductor at a certain instant. At some later instant the electrons will be bunched so that the exeess of negative charge is at the opposite end of the conductor. Thus over an interval of time a noise voltage is developed across the ends of the conductor. Johnson and Nyguist have shown that the mean squared value of this noise voltage is related to the conductor resistance, $R$, and the conductor temperature, $T$, in the following manner:
\[

$$
\begin{equation*}
\overline{e_{j}^{2}}=4 k T \int_{f_{1}}^{f_{2}} R d f \text { volts squared } \tag{6-25}
\end{equation*}
$$

\]

where

$$
\begin{aligned}
k= & \text { Boltzmann's constant }=1.374 \times 10^{-23} \text { joule per degree } \\
& \text { Kelvin }
\end{aligned}
$$

$T=$ absolute temperature of the conductor, degrees Kelvin $f_{2}-f_{1}=\Delta f=$ noise bandwidth, ( ps s,
Under the special condition that $R$ remains constant within the bandwidth $\Delta f$, ( $6-25$ ) reduces to

$$
\begin{equation*}
\overline{e_{j}^{2}}=4 \therefore T R \Delta f \tag{6-26}
\end{equation*}
$$

In connection with this Johnson, or thermal agitation, noise it is important to notice that if the resistance is shunted by a capacitance, the simplified equation (6-26) may not obtain if $\Delta f$ extends over a range of several megacycles as it generally does in television systems. The reason for this, of course, is that the high-frequency components of the white noise voltage appearing across the resistor tend to be shunted out by the capacitance. As an example of this, consider the network of Fig. 6-6 and assume a temperature of $300^{\circ} \mathrm{K}$, a half-power bandwidth from 0 to 4 megacycles, and a resistance of 100,000 ohms. Application of (6-26) yields an r.m.s. noise voltage of $81.4 \mu \mathrm{~V}$.

[^59]If now we take into arcount the total capacitance in shunt across $R_{o}$, we have for the equivalent series impedance of $R_{o}$ and $C$

$$
\begin{equation*}
Z=\frac{R_{o}}{1+j \omega R_{o} C} \tag{6-27}
\end{equation*}
$$

The resistive or real component of this series impedance which contributes noise is

$$
\begin{equation*}
R=\operatorname{Re}(Z)=\frac{R_{0}}{1+\left(\omega R_{0} C\right)^{2}} \tag{6-28}
\end{equation*}
$$

To find the mean squared noise voltage we substitute ( $6-28$ ) into (6-25) and there results

$$
\begin{equation*}
\left.\overline{e_{j}^{2}}=\frac{4 k T}{2 \pi C} \arctan \left(\omega R_{0} C\right)\right]_{f_{1}}^{f_{2}} \tag{6-29}
\end{equation*}
$$

Evaluating this for a shunt capacitance of 20 micromicrofarads and the same values given above, we get

$$
c_{j}=\sqrt{\overline{e_{j}^{2}}}=13.75 \mu \mathrm{~V}
$$

We must realize, however, that whereas shunt capacitance reduces the noise, it also attenuates the high-frequency signal components; $\Delta f$ is no longer 4 mc . If the bandwidth is restored by compensation in the amplifier chain, both signal and noise increase. The student may verify that as $\Delta f$ or $R_{o}$ increases, the r.m.s. noise voltage becomes less depenclent on the value of $R_{o}$.

The third source of noise in the circuit of Fig. 6-6 is the preamplifier tube. We have already seen that it contributes shot noise to the circuit, of magnitude given by eq. (6-24), modified by some factor less than unity which compensates for the cushioning effect of the space charge present in the tube. For purposes of calculation, however, it is convenient to replace the actual noisy tube by a noiseless tube whose grid circuit incorporates a resistance $R_{t}$. $R_{t}$ has a value such that its Johnson noise causes the same mean square noise current $\overline{i_{s}^{2}}=2 \varepsilon i \Delta f P$ in the noiseless tube plate circuit as is present in the artual tube. The value of $R_{\text {, may }}$ be derived in the following mamer: In a vacuum tube, the plate current is the product of the tube gridplate transconductance and the grid voltage. The noise current $\overline{i_{s}{ }^{2}}$ could be produced in a noiseless tube by a grid voltage

$$
\begin{equation*}
\overline{e_{s}{ }^{2}}=\frac{\overline{i_{s}^{2}}}{g_{m^{2}}{ }^{2}} \tag{6-30}
\end{equation*}
$$

which is the mean squared voltage that, when applied to the grid of a noiseless tube, produces a mean sfuared noise current $\overline{i_{s}^{2}}$ in the plate circuit. But the Johnson noise of a constant resistance is given by (6-26). Then the value of $R_{t}$, the equivalent noise resistance, may be obtained by equating ( $6-26$ ) and ( $6-30$ ). There results

$$
\begin{equation*}
R_{t}=\frac{2 \varepsilon i P}{4 k T g_{m}{ }^{2}} \tag{6-31}
\end{equation*}
$$

where $P=$ a factor less than unity. Difficulty arises in evaluating $P$ for a given tube. North ${ }^{15}$ has evaluated (6-31) for triodes and gives the approximate equation

$$
R_{t}=\frac{2.5}{\zeta_{m}} \quad \text { ohms } \quad \text { Triodes } \quad(6-32)
$$

where $g_{m}$ is in mhos. The advantage of using the equivalent tube noise resistance. $K_{\text {, }}$, is that it expresses tube noise in the same form as thermal agitation noise, a form which is independent of the preamplifier gain and bandwidth. Equation (6-32) points out the desirability of having a high-transconductance preamplifier tube as far as low noise is concerned.

A second noise source in the preamplifier tube is the flicker effeet, which is chiefly associated with oxide-roated cathodes. In such tubes the active area of emission moves about the cathorle surface, introducing a further component of randomness in the plate current. Apparently the movement of the artive emission area takes place slowly because the effect is significant only over a bandwidth extending up to 1 ke . ${ }^{16}$ Since this represents only a small fraction of the preamplifier bandwidth, the flicker effect may be assumed to contribute negligible noise in television circuits.

If a multigrid tube is used in the preamplifier, the partition effect must be reckoned with. In such tubes an electron must choose between the screen grid or plate as its destination, causing an additional degree of uncertainty in the instantaneous value of plate current. North ${ }^{17}$ has derived additional relationships which combine partition and shot noise into a single equivalent tube noise resistance.

[^60]Thus for tetrodes and pentodes where $G_{1}$ is used as the control grid we have

$$
R_{t}=\frac{I_{b}}{I_{b}+I_{c 2}}\left(\frac{2 . \bar{\sigma}}{g_{m}}+\frac{2() I_{\cdot 2}}{g_{m}^{2}}\right) \quad \text { ohms }\left\{\begin{array}{l}
\text { Tetrones } \\
\text { 1'ertones }
\end{array}(6-3 ; 3)\right.
$$

where
$I_{b}=$ average plate current, in amperes,
$I_{c 2}=$ average screen grid current, in amperes, and
$g_{m}=$ grid-plate transconductance, in mhos.
In general, an $R_{i}$ of from 500 to 1000 ohms indicates a good tube from the standpoint of noise.

Summarizing these noise effects we see that the maximum signal-to-noise ratio is set by the ratio of signal voltage $e_{o}=|Z|_{s A} E$ to the total Johnson noise of $R_{t}, R_{o}$, and the equivalent resistance of (6-24), all in series. Conseguently given a minimum value of $\mathcal{N} / \lambda$, we may work backward to determine the lens constants for a given system. The student is referred to De Vore and Iams ${ }^{14}$ for a summary of these equations. A simplified calculation is outlined in the next section.

## 6-5. The Flying Spot Pickup Device ${ }^{19}$

We next consider the electronic flying spot scanner which is a comparatively recent version of the flying spot scanner of the Nipkow disk days. The system to be described is limited in application for it may only be used to pick up transparent program material of the type available on film and slides. For this sort of application it affords a relatively inexpensive form of camera-tube system and admirably suits our purposes for an illustration of typical signal-to-noise ratio calculations.

The basic principle of flying spot scanning has been described and diagrammed in Chapter 3. The present system which has found use in color television systems of the simultaneous color transmission type (cf. Chapter 18) and in the Multifax system of transmission differs from the mechanical scanners in that the flying spot of illumination is generated on the phosphor of a special cathode-ray tube and is caused to mark out the scanning raster by magnetic deflection. This moving light spot is focused onto the transparency through

[^61]a lens system of large diameter, a numerical aperture of $f / 1.9$ being typical. The light whose intensity has been modified by the transmission coefficient of the various portions of the slide or film is then spread over the photocathode of a phototube which generates a corresponding electrical signal. The physical arrangement of the apparatus is shown in F"ig. 6-7.


Fig, 6-7, (a) Components of an electronic flying spot pickup system. The flying spot originates on the face of the cathode-ray tube shown at the left.


Fig. 6-7. (b) Photograph of the electronic flying spot scanner equipment. The phototuhe is located in the housing at the right. (Courtesy of National Broadcasting Company.)

Let us set up a hypothetical problem in which we assume negligible shunt capacitance across the output resistance, $R_{o}$. This assumption allows us to illustrate the type of calculations involved but simplifies the aritlometic to a considerable degree. The method may be extended to include shunt capacitance quite readily. For the specific problem we shall assume a type 917 vacuum phototuie. which has a luminous sensitivity $s=20 \mu \mathrm{a} / \mathrm{lumen}$. $R_{o}=10,000$ ohms. The preamplifier is a 6 A ( ${ }^{6} \mathrm{~F}$. operating ats a conventional pentode for which $I_{b}=10 \mathrm{ma}$ and $I_{r_{2}}=2.5 \mathrm{ma}$. By $(6-33)$ the equicalent preamplifier tube noise resistance is

$$
R_{t}=716 \text { ohms }
$$

which is an acceptable figure.
Let us further assume that we wish to calculate the photorathorde illuminanee that will give a combined signal to noise ratio of 30 to 1 . To do this it will be convenient to convert all noise components into their equivalent mean squared current values. Thus for the tube noise

$$
\overline{i_{t}{ }^{2}}=\frac{\overline{e_{t}{ }^{2}}}{R_{o}{ }^{2}}
$$

which is the equivalent mean squared current which;ffiowing through a noiseless resistance $R_{o}$, produces the same noise voltage as does $R_{1}$ and equals

$$
\begin{equation*}
\frac{4 k T R_{t} \Delta f}{R_{o}{ }^{2}} \tag{6-34}
\end{equation*}
$$

Similarly, for the Johnson noise developed in $R_{o}$ we have

$$
\begin{equation*}
\overline{i_{j}{ }^{2}}=\frac{4 k T \Delta f}{R_{o}} \tag{5}
\end{equation*}
$$

There is also a noise component as a result of shot effect in the 917 which is given by eq. ( $6-24$ ). The total mean stuared noise current is, then,

$$
\begin{equation*}
\overline{i_{n}^{2}}=\overline{i_{t}^{2}}+\overline{i_{j}^{2}}+\overline{i_{s}^{2}}=\frac{4 k T \Delta f}{R_{o}}\left(\frac{R_{t}}{R_{o}}+1\right)+2 \varepsilon i \Delta f \tag{6-36}
\end{equation*}
$$

where $i$ is the desired signal current in the highlights of the scanned image. Inspection of (6-36) shows that for the circuit components chosen the contribution of the preamplifier tube to the total noise is negligible because $R_{t} / R_{0} \ll 1$.

For the specified $S / N$ ratio of 30 to 1 we may write

$$
\begin{equation*}
\frac{i_{o}}{\sqrt{\overline{i_{n}^{2}}}}=30 \tag{f-37}
\end{equation*}
$$

Squaring and substituting from (6-36) we get a guadratic in $i_{o}$, the signal current, whose value on solution turns out 10 be $i_{0}=0.07 \mu \mathrm{a}$, for an assumed temperature of $300^{\circ} \mathrm{K}$ and a 4 -me bandwidth.

We may now work backward from eq. (6-22) to calculate the required illuminance of the photocathode which has a projected area of $\frac{1}{144}$ square feet. The required value of $E$ is approximately 0.5 lumen $/ \mathrm{ft}^{2}$. It should be stressed once again that the results calculated in the example above are artificial in that the shunt capacitance across $R_{o}$ has been neglected, an assumption which is generally not valid for a bandwidth of about 4 megacycles.

It might seem at first glance that the calculated value of $E$ is low enough that no large demands are made on sereen intensity of the flying spot cathode-ray tube. More careful consideration shows the converse to be true because the resolution of the whole system is determined by the size of the spot on the samner tube; in fact, the spot size is the size of the pickup seaming aperture. Ideally, only one spot at a time on the surfare of the tube is glowing; hence all the flux which produces the required photocathode illumination must come from a single spot whose diameter should be in the order of 0.001 in . This requires extreme screen intensity, a condition which has been met by the use of a screen phosphor of zinc oxide. ${ }^{20}$ This type of screen has the additional adrantage of providing a rapid decay of intensity, which falls to 5 per cent of its initial value in $1 \mu \mathrm{sec}$. A longer decay time would effectively increase the width of the scanning aperture in the direction along the seanning line. In the notation of the last chapter the $\xi$ dimension would increase.

The flying spot scanner just diseussed provides an excellent system of televising transparent subject matter. The basic equipment is relatively inexpensive in comparison to the more common types which employ camera tubes of the type to be described. The development in recent years of electron-multiplier-type phototubes which inherently have large outputs would indicate that the flying

[^62]spot scanner will enjoy increasing popularity for film pickup in black and white as well as in color television systems.

## THE IMAGE DISSECTOR

Wre now turn our attention to the true camera tubes, those which are not limited to any particular type of subject matter and which combine the scanning, sampling, and transducing functions all in a single envelope. The major steps in the development of these true camera tubes have been listed in ('hapter 3 and, in general, they have followed along two basic types, those that are storage devices or those that are nonstorage devices. Although tubes of both types were announced almost simultaneously in 1934, we shall consider first the nonstoring image dissector because the bulk of recent development has been along the storage line.

## 6-6. Method of Operation

Inescribed originally in 1934 by Farnsworth, ${ }^{21}$ the image dissector was one of the first practical camera tubes. Its early form was that shown in Fig. 6-8. Physically the tube comprises an evacuated en-


Fig. i-S. Finly form of the image dissector tube. The deflection signals canse an clectron image which is produced at the photorathode to sean arross the aperture in the anode.
velope which contains a photocathode, an anode in which is centered a small scaming hole (aperture), and a signal plate or collector. . A s shown in the diagram, the collector is directly behind the aperture and collects electrons which flow through the aperture. The student should notice the absence of the electron gun, which is common to all of the cathode-ray devices discussed so far. The focusing action is obtained magnetically rather than electrostatically with the help of a uniform axial magnetic field due to the focus coil shown.

[^63]C'onsider the operation of the dissector tube. A light image of the televised seene is projected onto the translucent photocathode by a lens system. Since the entire scene covers the photocathode, electron emission takes place over the whole cathode simultaneously, the number of electrons emitted at any instant from an elemental area being proportional to the illuminance of that elemental area. These emitted electrons are accelerated toward the anole by the anote voltage. In effect then, the light image on the photocathode has been transduced into a corresponding electron density image which moves toward the anode under the influence of the accelerating voltage and the focusing field. With proper adjustment of the focus coil current, this electron density image is in focus at the plane of the aperture. Obviously those electrons that fall in the area of the hole continue on to the signal plate or collector and constitute the output current.

Consider now that saw-tooth currents of the proper amplitude and frequency are applied to the horizontal and vertical deffection coils. The resulting magnetic field causes the entire electron density image to scan across the aperture. Thus the output current follows the illuminance across and down the picture area in a pattern determined by the scanning raster.

This scanning action may be stated in a different manner. Instead of having a moving aperture scan across a stationary electron density image, the image dissector causes the electron image to scan across a stationary aperture. In either case the result is the same: the aperture samples the electron image. Since the electron image conveys the luminance information of the original scene, the resulting output current is an $I(t)$ corresponding to a $B(x, y), t$ and $(x, y)$ being interrelated by the scan pattern.

## 6-7. The Output Current

It is of extreme importance to note that at any instant the output current is proportional to the brightness of some area in the original scene as it appears on the photocathorle, the area being equal to that of the aperture hole in the anole. Thus the resolution of the dissector is determined by the physical size of the aperture.

Let us call the aperture area one picture element. It follows from the previons discussion that at any instant the output current is proportional to the instantaneons illuminance of that element on the photo-
cuthode which is focused on the aperture. For this reason, the image dissector is stid to be of the instantancous type of camera tube.

Leet a be the element area. Then if $w$ and $h$ are, respectively, the photocathonde width and height, and $M$ is the figure of merit defined in ('hapter 1, we have that

$$
\begin{equation*}
a=\frac{w h}{M} \tag{6-38}
\end{equation*}
$$

Then for a photocathode of uniform luminous sensitivity, s, the output current will be

$$
\begin{equation*}
i=v a E=\frac{\Delta E w h}{M} \tag{6-39}
\end{equation*}
$$

Equation (6-39) is hasic for all camera tubes of the instantaneous type. Since $1 /$ is about 100,000 for good resolution, the equation shows an inherent shorteoming of such devices: extremely high photorathode illuminance levels are required to produce a useful output, that is, one above the noise level.

It will be observed that the output current is limited by the photocathode area but this may not be increased without limitation because of the rorresponding increase in tube size and lens cost. One distinct advantage of the form of dissector shown in Fig. 6-8 is that the translucent photocathode permits a short focal length lens to be used. This is economically desirable for if an $f$ number-defined in (6-18)-is given, a lens of smaller diameter may be used. To count-er-balance this, the light transmission coefficient of the translucent photocathode is low, which requires compensation in the form of higher scene lighting levels.

## 6-8. Electron Multiplier Image Dissector

A more recent form of the image dissector, ${ }^{22}$ which employs electron multiplication to boost the output current, is diagrammed in Fig. (i) 9 an. This form of the dissector differs from that just described in two ways. First, the semitransparent photocathode is replaced by an opague one which requires illumination from the opposite end of the tube through a lens of long foral length. Secondly, the output current is increased by several stages of secondary emission multiplication. The hasic form of the electron multiplier is shown in Fig.

[^64]

Fig. 6-9. (a) The output of an image dissector mat be increased by means of an clectron multiplier which is located off renter in the tube in order to provide a clear optiral path to the photorathode. (b) Operation of the electron multiplier. Current amplification oceurs at each dynode, $a, b, c$, and $d$, bocause the serondary emission ratio is greater than unity.

6-9b. A number of acrelerating electrodes or "dynodes," a through $d$ in the diagram, are arranged physically and electrically so that any electrons emitted from $a$ go to $b$, any emitted from $b$ go to $c$, and so on until the final output emission from $d$ is collected be e and goes to make up the output current, $i_{o}$. Electron or current multiplication takes place because of a secondary emission ratio, $r$, greater than unity at each dynode. If $i$ be the primary current passing from the photorathode through the aperture to the first dynode, a, the output current will be

$$
\begin{equation*}
i_{0}=i r_{a} r_{b} r_{c} r_{d} \tag{6-40}
\end{equation*}
$$

or, in the general case, if there be $n$ dynorles exclusive of the collector, each having the same secondary emission ratio, the output will be

$$
\begin{equation*}
i_{10}=i r^{n} \tag{6-41}
\end{equation*}
$$

which indicates a current gain of $r^{n}$. In a typical image dissector with a voltage per dynode of 200 v , the secondary emission ratio is
in the order of 3 or 4 . Consequently current gains in the order of one million are attainable.

We have seen from eq. (6-39) that the primary or aperture current is directly proportional to the aperture area, $a$. For an image dissector with an a of 40 square mils and a luminous sensitivity of 20 $\mu \mathrm{a} /$ lumen, we have for the primary current

$$
\begin{align*}
i & =s E a \\
& =\frac{\left(2 \times 10^{-5}\right)\left(4 \times 10^{1}\right)\left(4 \times 10^{-5}\right)}{\left(1.44 \times 10^{2}\right)}=2.22 \times 10^{-10} \mathrm{amp} \tag{6-42}
\end{align*}
$$

for an illuminance of 40 foot-candles. Hence a typical output current is in the order of $200 \mu \mu \mathrm{a}$. This is a relatively high output, but the 40 square mil aperture by the same token would give poor resolution because of its comparatively large size. It still remains that in the image dissector high resolution at high output can be bought only at the expense of high illuminance levels. As a consequence its use at the present time is largely restricted to low-resolution systems having about 200 active scanning lines or to applications where extremely high light levels are possible. The low resolution system for telemetering is discussed in ('hapter 8. In certain color television systems the image dissector is used for film pickup, because of its desirable color response. In this case illumination is furnished by a carbon are, and high intensity is possible with no particular difficulty.

## 6-9. Multiplier Noise

It is almost axiomatic in electronics and communication work that the addition of a circuit element to improve one characteristic of a system deteriorates some other characteristic. For example, a transmission line may have its response equalized at the expense of gain, or an amplifier gain may be increased with a corresponding loss in bandwidth. The question might well be asked, then, as to what system characteristic has suffered because an electron multiplier has been added to increase the dissector output current.

In this particular it is fortunate that secondary emission takes place with little of the randomness which accompanies thermionic or photoelectric emission. The process is fairly definite: One incident electron literally dislodges $r$ electrons from the secondary emission surface. For this reason the electron multiplier imparts equal gain to all components of the primary current; hence, the shot noise de-
veloped at the photorathode is multiplied by the same ratio as the signal current. As a result, eq. (6-24) applies to the electron multiplier image dissector with the exeretion that the noise and signal components must be interpreted in terms of the output values at the multiplier collector electrode.

Let $m$ be a proportionality constant. Then, from (6-39) and (6-41), the output signal is

$$
\begin{equation*}
i_{s}=m a \tag{6-43}
\end{equation*}
$$

Similarly, from (6-24) the r.m.s. output noise current resulting from shot effect is

$$
\begin{equation*}
i_{n_{0}}=\sqrt{i_{i^{2}}^{2}} \propto \sqrt{m a} \tag{6-44}
\end{equation*}
$$

It follows, therefore, that

$$
\begin{equation*}
\frac{S}{\Lambda} \propto \sqrt{a} \tag{6-45}
\end{equation*}
$$

We may also reason that the resolution, being inversely proportional to aperture size, is proportional to $1 / a$. We can see, then, that given an illuminance, $(S / N)$ increases slower than the resolution decreases as the aperture size is increased. Nevertheless, the one may be traded for the other but the odds are not even. This confirms the results of the last section in a more precise fashion.

## 6-10. Magnetic Focusing

In the preliminary discussion of the image dissector it was noted that no electron gun is present in the tube and that focusing is obtained with the use of an axial magnetic field. Since this system of focusing is used in several of the camera tubes that will be discussed, we shall consider the action which takes place analytically. We assume that a uniform axial electric field, $\varepsilon$, is produced by the cath-ode-anode voltage. Further, a similar uniform magnetic field of intensity $H$ is produced by a long coil wound around the circumference of the tube and extending over its entire length. An electron is released from the cathode with an initial velocity $r_{0}$ inclined at an angle $\theta$ from the system axis. This initial velocity may be resolved into two components, one normal to the axis and of magnitude $r_{o} \sin \theta$, and the other parallel to the axis and of magnitude $r_{0} \cos \theta$. These two components may be considered independently.
('onsider, first the normal component which is unaffeeted by the dectric field. Since it canses the electron to move normal to the $H$ lines, the electron will be subjected to a forre

$$
\begin{equation*}
f=\mu_{l} / I \varepsilon r_{,}, \sin \theta \tag{6i-46}
\end{equation*}
$$

$f$ is a constant forse normal to $I I$ and to the velocity component $v_{0} \sin \theta$ and consequently causes the electron to rotate in a circular


Fig. 6-10. Magnetie forusing with a long, uniform axial magnetic field.
path with peripheral speed $v_{o} \sin \theta$ in the plane normal to the magnetic field. Since the path is circular, $f$ is balanced by a centrifugal forre

$$
\begin{equation*}
f=\frac{m\left(r_{s} \sin \theta\right)^{2}}{\rho} \tag{6-47}
\end{equation*}
$$

Equating (6-46) and (6-47) we get for the radius of the circular path

$$
\begin{equation*}
\rho=\frac{m_{o} \sin \theta}{\mu_{o} I / \varepsilon} \tag{6-48}
\end{equation*}
$$

Since the electron moves with constant speed around the circle of radius $\rho$, the time, $\tau$, refuired for one trip around the circle is

$$
\begin{equation*}
\tau=\frac{2 \pi \rho}{r_{o} \sin \theta}=\frac{2 \pi m}{\mu_{0} H \varepsilon} \tag{6-49}
\end{equation*}
$$

This last equation has interesting implications berause $\tau$ is independent of $\theta, v_{o}$, and $\rho$. Thus all electrons emitted into the fields with components of velocity normal to the fields follow circular paths and they all complete one revolution in the same length of time, $\tau$.
Simultaneously each electron is being attracted to the anode by the electric field which produces a constant axial acceleration

$$
\begin{equation*}
a=\frac{\varepsilon \varepsilon}{\prime \prime \prime} \tag{6-5}
\end{equation*}
$$

and the resulting axial velocity romponent of the electron is

$$
\begin{equation*}
r_{x}=r_{n}\left(\cos \theta+\frac{\varepsilon \&}{t \prime \prime} t\right. \tag{7}
\end{equation*}
$$

We see, then, that the electron has two components of motion, one circular in a plane normal to the fields, and the other linear and parallel to the fields. Therefore the actual electron path as it moves from cathode to anode is a helix, and in time $\tau$ the electron will move an axial distance

$$
\begin{equation*}
l=\int_{1}^{\tau} p_{x} d t=r_{n} \cos \theta \tau+\frac{\varepsilon \varepsilon}{m} \frac{\tau^{2}}{2} \tag{6-52}
\end{equation*}
$$

and substituting from ( $6-51$ ) for $\tau$ we get

$$
\begin{equation*}
l=\frac{2 \pi m}{\mu_{0} H \varepsilon}\left(v_{o} \cos \theta+\frac{\pi \varepsilon}{\mu_{0} H}\right) \tag{6-5.3}
\end{equation*}
$$

If now $I I$ is adjusted so that $l$ is equal to $d$, the intercathode-aperture sparing, all those electrons leaving an area $a$ on the cathode, and for which $\theta$ is small enough that $\cos \theta \approx 1$, will arrive in an equal area $a$ in the plane of the aperture. Since this statement is true for any area $a$ on the surface of the photocathode, it follows that an electron density image produced at the rathode reproduces itself in the plane of the aperture. Where $l$ is made equal to $d$, the reproduced image is erect and of the same size as the density image at the cathode.

In more advanced treatments ${ }^{23}$ of the problem it is shown that other ratios of $l$ to $d$ may produce amplification, and that improper adjustment of $I I$ will produce a rotation of the image at the aperture plane. It is sufficient for our purposes to note that it is possible to produce an erect image of magnification one.

In the analysis of magnetic focusing it is assumed that the magnetic field intensity $I I$ is uniform through the intercathode-anode space. The problem of producing such a uniform field with a coil is not without difficulties. One method that has been used employs a coil with a tapered winding, that is, the long focusing coil of Fig. 6-8 and $6-9$ is wound with a varying winding density over its length.

[^65]Proper control of the winding density will give the desired field. Small irregularities in the field which may be seen as irregularities in the raster of the televised picture may frequently he removed by placing small chips of high-permeability metal between windings or on top of them. This procedure alters the permeability of the magnetic circuit in the region where the chip is inserted and though tedious may lead to excellent results.

An alternate approach for producing a magnetic field which is uniform over the length of the dissector tube employs a uniformly wound focus coil surrounded by a tubular magnetic shield wound of iron wire. This solution is used in connection with the image orthicon tube which, in common with the dissector, uses long-coil, magnetic focusing. ${ }^{24}$

## THE ICONOSCOPE ${ }^{25,26,27}$

We have seen that the chief limitation on the use of an image dissector as the camera tube in high resolution television systems is that it requires extremely high levels of picture brightness and cathode illuminance. This comes about because the dissector is inherently an instantaneous device; at any instant the output is proportional to the instantaneous illuminance of the element being scanned. In 1934 Dr . V. K. Zworykin announced the iconoseope tube which represented the culmination of some ten or more years work on the development of a camera tube which could utilize a new principle of operation. This principle required a single element of the photoemissive surface to store up charge for the entire interval between successive scans. This revolutionary device at once was a camera tube of high output which made the electronic televising of studio scenes a practical matter. We shall consider in order a general description of the iconoscope, the storage principle, and operation of the device. Subsequent sections will discuss some of the equipment normatly associated with the iconoseope pickup chain and some of its principal characteristics.

[^66]Shown in Fig. 6-11, the iconoscope (icon-image, scope-observation) comprises an electron gun and a photosensitive mosaic mounted in an evacuated envelope. Of importance, too, is an aquadag collector electrode on the inner surface of the envelope, which is normally operated at some 1000 v positive with respect to the electron gun cathode. The mosaic that is the heart of the device consists of a thin uniform sheet of mica backed by a conducting metallic coating referred to as the signal plate. The front side of the mosaic consists of a very large number of small-sized insulated islands of cesiated


Fig. 6-11. Basic circuit of the iconoscope.
silver which are photormissive. Each of these islands is capacitively coupled to the signal plate by a condenser consisting of the island, the signal plate, and the mica between them. Some idea of the minuteness of the photosensitive islands may be derived from the idea that the gun scanning beam of diameter between 0.01 and 0.02 in. covers a large number of the islands. In the commercial types of iconoscopes, such as the 1849) and 1850, the electron gun is inclined at an angle relative to the mosaic, a convenient mechanical arrangement to provide an unobstructed optical path between the window and mosaic. Magnetic deflection of the beam is used and means must be provided for correcting for the eccentric gun position. ${ }^{2 s}$

The type 1847 experimental iconoscope overcomes the necessity of the out-of-line gun ly using a semitransparent or translucent mosaicsignal plate system. The resulting need for increased illumination is not serious in experimental systems for which the 1847 is intended. In fact, a single $200-\mathrm{w}$ lamp, silvered on the inside in conjunction

[^67]

Fig. 6-12. The tepe 1847 iconoseope which emplove a semit ransparent mosair and electrostatic deflection.
with an $f / 2.3$ pickup lens, provides sufficient illumination for still seenes. ${ }^{24}$

In brief, the operation of the iconoscope is as follows: Under the influence of the incoming light image the mosaic islands emit photoelectron.s. By virtue of the island-to-signal plate capacitance charge is stored up in proportion to the number of electrons emitted, with the result that the illumination image is stored in the form of chargeon the multitude of subelementary condensers. The beam of electrons emitted from the electron gun is caused to scan across the photosensitive face of the mosaic by the deflection yoke and suitable deflection currents. This stored information is then released in proper sequence to the output circuit by the electron beam which effectively restores the lost charge to each of the condensers in order. Thus the output current from each element is, theoretically at least, proportional to the illumination of that element for the entire interval between two successive scans of the element. The resulting increase in output over that of a corresponding instantancous type of pickup tube is theoretically in the order of the system figure of merit, $M$. We show this in the next section. A more careful analysis of the iconoscope operation will follow and shows where the results in practice do not give the theoretical gain over


Fig. 6-13. Bularged seretion of the iconoserope mosatic.
the other type of system.

## 6-11. The Storage Principle

We have seen that the mosaic consists of a multiplicity of photoemissive globules of activated silver, each of which has capacitance to the signal plate. An enlarged diagram of a portion of the mosaic is shown in gram aportion of the mosic is

[^68]Fig. 6-13. As long as light falls on the photoemissive surface, electrons leave that surface, causing a charge to be built up in the subelementary condensers. If, now, each condenser be discharged at regular intervals, $\tau$, the output current at discharge will be proportional to the total photoemission between successive discharges. Let

$$
a=\text { element area }=\text { area of scanning beam }
$$

Let $i_{p}$ be the instantaneous value of photomission current from an element. [This may be calculated from (6-39).] Then the charge stored by the element between successive scans is

$$
\begin{equation*}
q=i_{p}\left(\tau-\tau_{e}\right) \tag{6-54}
\end{equation*}
$$

where $\tau_{e}$ is the time for the beam to scan over and discharge one element. Since there are $M$ such elements in the mosaic, $\tau_{e}$ is the ratio of $\tau$ to $M$. Thus the output current delivered by a single element when it is scanned is

$$
\begin{equation*}
i_{o}=\frac{\eta}{\tau_{e}}=i_{p}(M-1) \approx i_{p} M \tag{6-55}
\end{equation*}
$$

$M$ generally exceeds at least $10^{4}$; hence, the term unity is negligible and we see that, in theory, the storage device gives an output $M$ times greater than a nonstorage tube, other things being equal. Practically, (6-54) must be modified because the stored image is contaminated by emission from other elements and because the potentials present at the mosaic prevent saturated photoemission to take place. These effects may be handled by an efficiency factor, $\eta$, to which Zworykin assigns the approximate value of 5 per cent. Even with this low efficiency, for an $M$ of 100,000 , the iconoscope will have 5000 times the output of the inage dissector. Translate this gain into terms of reguired scene illuminance and the revolutionary effect of the iconoscope on the development of practical television is at once apparent.

If the expression for $i_{p}$, eq. (6-39), be substituted into eq. (6-55), it will be seen that at least in theory the iconoscope output is proportional to the mosaic area. This result may be reached intuitively because for a given figure of merit, the element size, $a$, increases with the mosaic area. The larger $a$ is, the larger the photomissive surface and output current. In the commercial iconoseope, a compro-
mise mosaic size of $9 \times 12 \mathrm{~cm}$ is used. Zworykin has given the following constants as typical of a commercial iconoscope.

$$
\begin{aligned}
w h & \approx 100 \mathrm{~cm}^{2} \\
s & =15 \mu \mathrm{a} / \text { lumen }
\end{aligned}
$$

Then, assuming an efficiency of 5 per cent and a 10,000 -ohm coupling resistance, we may calculate the output voltage of the iconoscope to be

$$
\begin{equation*}
e_{o}=0.85 E \tag{6-56}
\end{equation*}
$$

where $E$ is in lumens $/ \mathrm{cm}^{2}$.
The measured response of some typical iconoscopes shows that at low levels of illumination the output-voltage illuminance characteristic is linear as predicted by our equations. The slope of this initial rise in the measured characteristics is $1 \mathrm{v} /$ lumen $/ \mathrm{cm}^{2}$ rather than the 0.75 value calculated above. It may also be seen from Fig. 6-14


Fig. 6-14. Response of a typical iconoscope. $s=15$ microamperes/lumen; wh $=100 \mathrm{~cm}^{2} ; R_{0}=10$ kilohms. (From V. IV. Zworykin and G. A. Morton, 'Television. Tew York: John Wiley \& Sons, Ine., 1940.)
that the linear relationship of the measured curves breaks down at higher level of illuminance. In fact, over a wide range of illuminance the $e_{o}$ versus $E$ characteristic is logarithmic, i.e., the relationship may be expressed as $e_{o}=K \log E$.

## 6-12. Electron Bombardment of an Insulated Surface

It is of passing interest to note that three types of electron emission take place in the iconoscope: (a) thermionic-at the electron gun cathode, (b) photo-at the mosaic, and (c) secondary-at the mosaic. This secondary emission occurs at the surface of an insulated target, the mosaic, when it is bombarded by the high-speed beam electrons
which have sufficient energy to release the secondaries. We next consider this mechanism in detail. Maloff ${ }^{3 n}$ has deseribed some experiments which give an excellent insight into the mechanism of bombardment. The circuit used is shown in lig. 6-15. Under the


Fig. 6-15. Tubr for investigating electron bombardment. (Courtecy of Electronics.)
influence of the accelerating voltage the beam of electrons emitted from the electron gun hits the nickel target, releasing secondary electrons. The number of secondary electrons emitted by the target is determined by the beam current (number of primary electrons) and the target secondary-emission ratio. It is not necessarily true that all the secondary electrons will go to the collector to form $I_{r}$, the target-collector voltage being a determining factor. The emitted secondary electrons not collected by the collector electrode must fall back onto the target. . As a result the ratio of $I_{c}$ to $I_{b}$ is not identical to the secondary emission ratio, and depends upon the collector voltage.

The object of the experiment is to measure the ratio $I_{c} / I_{b}$ as the collector-target voltage is varied; the results are plotted in F̈g. 6-16. As might be experted, as the collector becomes more negative the collertor current decreases, the excess emitted secondaries returning to the target.

We note that with a retarding voltage of 3 v the collector and heam currents are equal; hence the target current is zero, and the switch, $K$, may be opened without disturbing the circuit. Since nothing is changed electrically by opening the switch, we note that the target

[^69]

Fig. (i-16. The rurrent-voltage characteristio of a nickel target.
(Courtesy of Electromics.)
is at beam potential, hut the collector is negative hy 3 v with respect to the target. This is tantamount to saying that an insuluted nickel target under bombardment by a 500 -v electron beam will become 3 v positive with respect to the collector electrode. Any change in target-collector potential will cause a corresponding change in collector current until this equilibrium value of 3 V is reached.

These results may be generalized for any insulated target having a secondary emission ratio greater than unity and under bombardment by a high-velocity electron beam: it will assume a potential of a few volts positive with respect to the electrode which collects the emitted secondary electrons. This positive voltage is known as the equilibrium potential of the hombarded surface. The velocity of the primary beam electrons is determined by the collector voltage plus the target voltage.

We may now carry over these ideas to the ironoseope, where the target is the front or photoemissive side of the mosaic. Strictly speaking, since each of the photoemissive islands is insulated completely from all other istands, we have an array of insulated targets. We shall still consider an element to be composed of the sum of all such islands under the electron beam at any given instant.

Let us first consider the action of the bombarding beam when the mosaic is in darkness, i.e., when no photomission occurs. lirom the results stated above wo know that, directly as an element is scanned. its potential reaches the equilibrium value relative to the collector. This process applies repeatedly as the beam passes from element to dement. The secondary emission ratio is greater than unity and yot, when earh element is driven to the equilibrium potential, the collector and heam currents are equal. This means that we must ateount for the large mumber of secondary electrons released by the
beam, which represents the difference between the secondary emis--ion ratio and collector-current-beam-current ratio. This idea may he made clearer by a crude example. Assume a secondary emission ratio of 5 to 1 . This means that one beam electron releases five secondary electrons from the mosaic element. Since the element is insulated it reaches equilibrium potential which, in turn, is such that only one of the secondaries goes to the collector. Thus four electrons are left over; they are the difference between the five emitted electrons determined by the secondary emission ratio and the one electron comprising the collector eurrent.

Since these "excess" clectrons cannot go to the collector, they must fall back onto the mosaic itself and will naturally tend to return to the more positive elements-to those elements which have already been scanned. Notice that when the whole mosaic is viewed in darkness as it is scanned, we see the following process take place: As a given element is scanned by the beam it is driven to an equilibrium potential which is positive with respect to the collector. Then, as the beam moves on, the same element picks up some of the excess secondaries emitted from succeeding elements until its potential is between 0.5 to 1.5 v negative with respect to the collector. At this voltage the excess secondaries from other elements are repelled. To summarize this process: A given element of an unilluminated mosaic reaches a low value of, say, -1.5 v . Then, while traversed by the heam, it is driven to an equilibrium value of roughly +3 v . The difference between the two values is the operating range of the mosaic potential.

If we now add to this mechanism the effect of photoemission when the mosaic is illuminated by the light image of the televised object, we will find that a specific element gives off photoelectrons in proportion to its illuminance, and the element voltage increases positively from its negative value up to some value, say $r$, when the scanning heam arrives. Then the voltage will almost instantaneously jump from $v$ to the equilibrium value. The resulting change in charge on the element scanned causes a flow of charging current through the capacitance to the signal plate and produces a corresponding voltage across $R_{o}$ in the external circuit of lig. 6-11.

Since a dark mosaic element produces an output voltage proportional to the difference between, say, -1.5 and +3 v , an illuminated element gives an output proportional to the difference between
$-1-5$ and $(+3-v)$. $\quad p$ is determined by the photoemission. As a result the output always depends on $(+3-v)$. F'or high mosaic illuminance $r$ is high (near $+3 v$ ), and the output is low. Comversely, for low illumination, only a smal number of photoelectrons are emitted; $v$ remains close to -1.5 v ; and the output on scanning is large. The ironoseope gives a black positive output.

Maloff has suggested an equivalent electrical cireuit for the iconoscope, based on the charging characteristic of the bombarded mosaic surface. The use of such a circuit is necessarily limited because the entire process taking place in the icon-


Fig. 6-17. Matoff's equivalent circuit for an iconoscope. (Courtesy of Electronics.) oscope is not completely understood: the equations which result from the circuit do not permit the ready calculation of output voltage from the device. However, the circuit does serve to give a physical picture of some effects occurring in the tube. Figure $6-17$ shows the scanning action of the electron beam to be equivalent to a brush commutating across the subelementary capacitances on the mosaic. Each element is charged to some voltage $E_{o}$ which depends upon the photoemission from that element and upon the number of excess electrons which were released from other elements, failed to reach the collector, and returned to that element. As the brush commutates across the elements a charging current proportional to the difference between $v$ and $E_{o}$ flows and restores each condenser to its equilibrium potential. Since $E_{o}$ varies from element to element, the charging current varies in a like manner. It is this difference in charging current which is the output current of the iconoscope.

The shower of excess secondaries tends to neutralize some of the charge stored by photoemission. In fact, it has been estimated that only about one-fuarter of the picture charge is left on an element when it is scanned. Noreover, the electric fields at the mosaic are such that they prevent saturated photomission, and only about one-third of the predieted number of photoelectrons leave an element. These two effects combine to give the storage efficiency factor, $\eta$, previously defined in connection with eq. (6-55). From the data previously given its approximate, average value is

$$
\eta \approx\left(\frac{1}{4}\right)\left(\frac{1}{3}\right) \approx 8 \text { per cent }
$$

We have just seen that the excess secondary electrons emitted at the mosaic tend to cancel stored charge. They also cause two other deleterious effects: They prevent a fixed output level corresponding to a black signal, and they cause the output current to contain a spurious component which causes a dark spot in the final reproduced picture. These effects will be considered in order.

In the absence of secondary emission an unilluminated region on the mosaic would remain at the equilibrium potential. When scanned by the electron beam the instantaneous charging current would be zero-and furthermore, it would be zero for every unilluminated mosaic region. Were these conditions to obtain in the iconoscope, the black regions of the picture would always deliver the same fixed level of output voltage or, stated in other words, the device would have a fixed black level.

As we have seen, however, this ideal condition does not obtain in the tube. The charge on an unilluminated mosaic area will not be fixed but will depend upon the number of excess secondary electrons which have arrived on that region. To further complicate matters the distribution of these excess secondaries is not uniform; it tends to he almost random, being affected to some extent by the picture content. The apparent reason for this quasi-randomness is that these secondaries are attracted to the more positive regions of the mosaic, i.e., to those regions which have the highest illuminance. From these facts it follows that the unilluminated regions are not at equilibrium potential, and worse, their potential is not fixed but depends upon the distribution of the secondaries. When scanned, these black regions require a charging current and deliver an output which is not fixed. There is no fixed black level in the output.

This condition is further aggravated because the picture information is coupled to $R_{0}$ through the mosaic-to-signal plate capacitance which makes the average value of the output voltage zero. Since the average value of the generated signal should be proportional to the average scene brightness or background level, the significance of this fact is that background level information is absent in the output voltage developed across $R_{o}$. These conditions are shown in lig. $6-18$. Fortunately they may both be corrected with the use of the d-c insert cireuit described in a sulseruent seetion.


Fig. i-1N. The output of an ieonoserope lateks a fixed batek level and background level information. (a) Variation of illuminance along a seanning line. (b) The corresponding black-positive output signal. Notice that the black level is not fixed and that the averame value of the signal is zero.

The so-called dark spot is also the result of the quasi-random distribution of the exress secondary electrons over the mosaic surface. The net potential distribution on the mosaic may be considered to consist of two components, one due to the picture and one due to the shower of excess secondaries. When scanned the mosaic delivers an output which again contains these same two components, the latter


Fiig. ti-19. A televised image showing the effect of iconoscope dark spot. (Courtesy of American Broadrasting Company.)
of which is spurions and unwanted. The regions which receive the largest number of the redistributed electrons are most negative and will show up dark in the output: thus the spurious component of signal produces a dark region or dark spot in the final picture. A typiral example of this is shown in lig. 6-19.

We may sum up the situation this way: regardless of the mosaic illumination the iconoscope will deliver an output signal which is caused solely by the quasi-raudom distribution of the excess secondary electrons. When a picture is present this dark spot or spurious signal is superimposed on the picture signal and, like noise, cannot be separated from it. It is desirable, of course, to eliminate this spurious component of the iconoscope output. Generally speaking, there are two avenues of approach to a problem of this sort. The trouble may be eliminated at its source or some sort of compensating device may be used to cancel out its effect. Let us examine these possibilities.

If we are to eliminate the dark spot at its source, we must in some manner eliminate secondary emission at the mosaic for it is the secondaries that cause the difficulty. This, in turn, may be accomplished by reducing the accelerating voltage in the tube. Actually this is no solution at all, for if no secondaries are available to establish a conduction path between the mosaic and collector, there can be no output current from the iconoscope; the remedy is worse than the initial condition.

Other forms of camera tube, however, such as the orthicon, do not depend on secondary emission for operation and as a result do not have dark spot to the same extent as does the iconoscope. The alternate approach is to introduce into the signal a dark spot-canceling component. The method for accomplishing this is deseribed in the next section.

## 6-13. Shading

In the preceding section we have seen that the output signal of the iconoscope has a spurious component, commonly called the dark spot. which results from a quasi-random distribution on the mosaic of excess secondary electrons. The process of compensating for this spurious component is known as shading and is the subject of the present section.

It is axiomatic that if we are to compensate for the effects of some
quantity, we must know something of its characteristics. In the case of shading we must know the common forms in which a dark spot manifests itself, and it is fortunate that these are comparatively regular and well known. To a first approximation, at least, the dark spot shows up in the following forms: a gradual sharling across the picture, a shading from edge to center to edge, a gradual shating vertically on the picture or a combination of these. Some of these are illustrated in Fig. 6-20.


Fig. 6-20. Common forms of dark spot. Wach mav be canceled be addition of its inverse, which is furnished by the shading voltage generator. (Photos courtess of Amorican Broadeasting (ompany.)


Fig. 6-20e. Actual appearance of the horizontal saw-tooth shade of Fig, 6-20 (a).


Fig. 6-20f. Actual appearance of the horizontal parabola ahafe of Fig. 6-20 (b).


Fig. 6-20g. Actual appearance of the vertical saw-tooth shadde of Fig. is 20 (f).


Fig. 6-20h. Actual appearance of a vertical parabola shade
Once the horizontal and vertical components of the dark spot are known, their inverses may be added to the signal. If this is done properly the spurious component will be canceled out of the picture signal. It must be realized that in the presentation of a television program there is insufficient time to analyze the dark spot, consequently the procodure used is to make available a number of suitable correcting voltages to a trained operator. Then, watching the final picture on a monitoring catherde-ray tube, he can adjust these voltages until the picture is free from the spurious signal. In practice the procedure is less difficult tham it sounds; the controls require little adjustment except where the over-all picture level changes abruptly, such as on a change of serne. A typical shating generator diagram is given in lig. 6-21. The controls for the horizontal saw-tooth shade voltage are indicated by $P_{1}$ and $S_{1} . \quad P_{1}$ is a conventional potentiometer that allows adjustnent of the amplitude of the correcting saw-tooth wave. The polarity of the correction voltage may be reversed by means of $S_{1}$, which changes the number of stages of amplification from an ord to an even number or rice rersa.

The parabolic wave form, or "center push" as it is frequently called.


Fig. 6-21. A typical shading voltage generator. Each of the shading signals may be added to the ieonoseope output signal to rancel the dark spot.
is obtained by electrically integrating a saw-tooth voltage with an $R-$ ' circuit.

In certain television studios it is felt that other wave forms in addition to the saw tooth and parabola are necessary for proper shading. The diagram of Fig. 6-21 shows provisions for correcting with sine waves at line and frame frequency and at twice these values. It might be well to diseuss how these wave forms are produced. It is assumed that the saw-tooth voltages at horizontal and vertical sweep frequency are awailable. By means of Fourier analysis it may be shown that a saw-tooth wave contains both odd and even harmonies
of the fundamental repetition freguency; consequently there are present in the wave the fundamental and second harmonic. These components may be separated out by filters as shown in the diagram and used for shading. Under commercial telecasting standards the frame and power line frequencies are identical, so it is rather foolish to filter out a 60 -crele component from the vertical saw tooth. It may be ohtained directly from the power line through a step-down transformer. The 120 -cycle component is obtained by rectifying the 60 -cycle component with a full-wave rectifier. The rectified output is rich in second harmonic, which may be filtered out by some circuit of the form shown in the diagram. The student should realize that numerous variations of Fig. 6-21 are possible; the diagram only suggests a few sources of the various shading voltages. It is felt in some quarters that a maximum of six voltages (saw tooth, parabolic, and fundamental sine wave each at line and field frequency) are adequate, and that the monitoring operator cannot handle more than this number.

The method of combining iconoscope output and shading signals is worthy of note. As may be seen from the diagram the shade signals are applied across a low-resistance tap on a 5 -megohm resistance. By this device the iconoseope is made to see an essentially constant load regardless of adjustments in the shading circuit. It will be shown in the next section that the 5 -megohm resistance is not the iconoscope load resistance, $R_{s}$, shown in Fig. 6-11.

## 6-14. The Coupling Circuit

We have already seen that the maximum possible signal-to-noise ratio of the whole television system is set at the coupling circuit between the camera tube and the first preamplifier stage. As a result this coupling circuit must be designed with some care to provide a compromise between high signal, maximum signal-to-noise ratio, and adequate bandwidth or high-frequency response. Such a compromise design has lieen described by Barro. ${ }^{31}$ From our previous work we know that the output signal voltage from the iconoscope will be the product of the output current and $R_{o}$. or

$$
\begin{equation*}
E_{o} \propto R_{o} \tag{6-57}
\end{equation*}
$$

[^70]()n the other hand, the Johnson noise in the resistor-and we shall ronsider this to be the predominant noise source in the circuit-is proportional to the square root of $R_{0}$, or
\[

$$
\begin{equation*}
E_{n} \propto \sqrt{R_{o}} \tag{6-58}
\end{equation*}
$$

\]

From these two relationships we see that the signal-to-noise ratio tends toward an optimum as $R_{o}$ is increased for

$$
\begin{equation*}
\frac{S}{\bar{N}}=\frac{E_{o}}{E_{n}} \propto \sqrt{R_{o}} \tag{6-59}
\end{equation*}
$$

Viewed from the bandwidth point of view, however, $R_{o}$ should be as small as possible to minimize the shunting effert of capacitance on the high-frequency signal components. This consideration imposes a severe limit on the value of resistance. For example, for a shunt capacitance of $25 \mu \mu \mathrm{f}$ a value of 1270 ohms is required for $R_{o}$ to give a 5 -me half-power point.

By way of compromise two paths are available: (1) reduce the shunt capacitance and (2) tolerate some frequency distortion and compensate for it in later stages of the video amplifier. The methods of compensating video amplifiers are covered in Chapter 7. In the circuit described by Barco both methods are used.

Consider first the shunt capacitance present. This capacitance is the sum of the cireuit strays, the preamplifier input capacitance, and the iconoscope output capacitance. The first may be minimized by careful wiring terhniques. The last two may be reduced by using degeneration in the associated circuits, for example, the first preamplifier stage is made a cathode follower. While the operation of this circuit is well known, we shall review it to show how a similar circuit may be applied to the iconoscope proper.

The cathode follower is a stage operated with its plate at a-c ground potential, the output being developed across a load resistor between cathode and ground. The basic circuit is shown in Fig. $6-22 a$. We may solve for the input admittance of the stage. Thus

$$
\begin{equation*}
Y_{i n}=\frac{I_{i n}}{E} \tag{6-60}
\end{equation*}
$$

For the input circuit

Generally,

$$
\begin{gather*}
\frac{I_{i n}}{j \omega C_{i k}}+\left(I_{i n}+I_{p}\right) R_{K}=E  \tag{6-61}\\
I_{i n} \ll I_{p}
\end{gather*}
$$



Fig. 6-22. ('athode degeneration may be used to reduce the input caparitane of the stage.
henee (6-61) may be simplified to

$$
\begin{equation*}
\frac{\boldsymbol{I}_{i n}}{\jmath \omega C_{Q^{k}}}+\boldsymbol{I}_{p} R_{K}=E \tag{6-62}
\end{equation*}
$$

By inspection.

$$
\begin{equation*}
E_{v}=E-I_{p} R_{k} \tag{6-63}
\end{equation*}
$$

and from the equivalent plate circuit of Fig. 6-22b

$$
\begin{equation*}
I_{p}=\frac{\mu E_{q}}{r_{p}+R_{K}}=\frac{\mu\left(E-I_{p} R_{K}\right)}{r_{p}+R_{K}} \tag{6-64}
\end{equation*}
$$

whence

$$
\begin{equation*}
\boldsymbol{I}_{p}=\frac{\mu \boldsymbol{E}}{r_{p}+(1+\mu) R_{K}} \approx \frac{\mu \boldsymbol{E}}{r_{p}+\mu R_{K}} \tag{6-6.5}
\end{equation*}
$$

where $\mu \gg 1$. Combination of $\mathrm{e}_{4} \mathrm{~s}$. (6-60), (6-61), and (6-65) yields

$$
\begin{equation*}
\boldsymbol{Y}_{i n}=\frac{j \omega C_{v k}}{1+g_{m} R_{K}} \tag{6-66}
\end{equation*}
$$

A conventional grounded cathode stage is diagrammed in Fig. ${ }_{6} 6-22 c$. If the Miller effect be neglected, the input capacitance will be simply $C_{g k}$. It can therefore be seen that the degeneration provided by the cathode resistor $R_{k}$ in the cathode follower circuit effectively reduces the input capacitance of the stage by the factor $1 /\left(1+g_{m} R_{K}\right)$.

Let us consider the physical significance of this reduction in caparity. $C_{p k}$ is the actual interelectrode capacitance between the grid and cathode. In the conventional stage the cathode is grounded and $C_{g k}$ appears direetly across the input terminals; hence $C_{g k}$ and the input capacitance are one and the same. In the cathode follower circuit the cathode is above ground by the $I_{p} R_{K}$ drop. $C_{g k}$ is no longer directly across the input teminals and the effective input capacitance
is Wermined by the magnitude of $I_{i n}$, as shown in eq. (6-60). In Whe degenerative circuit, when a voltage is applied to the input, $E_{u}=E-I_{p} R_{K}$ is the voltage appearing arross the circuit capacitance ${ }^{\prime}{ }_{v}$, . The smaller condenser voltage gives a smaller input current with a corresponding reduction in effective capacitance appearing her,ween the input terminals.

This idea may be restated in a slightly different manner. In Fig. $6-22 c$ an applied voltage $E$ causes a current $j \omega C_{o k} E$ to flow. In $\mathfrak{F i} \underline{\text {. }}$. $\mathrm{i}-22 a$ the same applied voltage produces the current $\frac{j \omega C_{o k} E}{1+g_{m} R_{K}}$. 'The lower current in the second case is the result of $E$ being bucked b. $I_{p} R_{K}$ and gives a lower effective input capacitance. We shall sef presently that this same idea may be applied to the iconoscope itself.
'Two other points must be mentioned in connection with the cathin in follower input stage. First, in order to hold the tube noise to a minimum a triode-connected tube is used. It has previously been primed out that the triode has no partition noise and consequently has less noise than an equivalent pentode. Since a high $g_{m}$ tends to rowluce tube noise. it is customary to use a high- $g_{m}$ tube, such as the i.il '7, but triode-connected, i.e., with both the screen and plate at :-1. ${ }^{2}$.round potential.

The second point has to do with the biasing of the cathode follower shase. Generally $R_{K}$ will be of such a value that the d-c drop across ir. is greater than the rated bias for the tube in use. This is overcome by tonnecting the grid return resistor to a tap on $R_{K}$ rather than to ground. By proper adjustment of the tap the d-c cathode-to-tap rollage may he set equal to the required bias. Tapping of $R_{K}$ for bins adjustment is shown in Fig. 6-23a. Notice that this tap has t... effect on the input capacitance; it will, however, change the condurive component of the input admittance.

H'e shall now determine how the same sort of treatment may be Hisiod to reduce the iconoscope output capacitance. In general, this mapacitance will consist of two components, one within the tube bewom the signal plate and collector and another one which is the rapacitance between the signal plate and the grounded shield which :irrounds the camera tube and the entire video preamplifier chain. This latter external component may be reduced in a manner similar 1.. that just described. As shown in Fig. 6-23b, a shield composed


Fig. 6-23. Reduction of the signal plate-to-ground capacitance. (a) There is capacitance between the signal plate and case shield.
(b) A second shicld is placed between the iconoscope and the case shield and is connected to the triode cathode. (c) The equivalent sircuit of the triode input.
of fine wires is placed on the iconoscope. Since this shield lies between the grounded case shield and the signal plate, it now becomes the determining factor in the output capacitance, i.e., the signal plate to case-shield capacitance has been replaced by that between signal plate and iconoscope shield. If this iconoscope shield is connected to the cathode as shown instead of to the ground, the effective capacitance between signal plate and ground is reduced. This follows directly since the signal-plate to shield capacity is in parallel with $C_{q k}$ and will be reduced by the same factor $1 /\left(1+g_{m} R_{K}\right)$.

At the beginning of this section it was pointed out that two approaches to the compromise design could be used. We have considered means for reducing the shunt capacitance; now we must dotermine how much loss in bandwidth can be tolerated at this point in the circuit. This will determine the maximum permissible value of $R_{o}$. Barco has recommended a value in the vicinity of 300 kilohms. This gives a reasonable signal-to-noise ratio and at the same time maintains sufficient high-frequency response that subsequent video compensation is able to give the required half-power bandwidth. A good question at this point is: What is $R_{o}$ in Fig. 6-23b? Recall that $R_{o}$ is the output load resistance for the iconoscope. The output current from the tube flows from signal plate to collector through the external circuit. Thus $R_{o}$ is the total resistance between these two points. Since the plate current of the first preamplificr tube flows through $R_{2}$, which is part of $R_{0}, R_{0}$ does not comprise a completely passive network. Its value may best be checked by solving for the real part of the input admittance of the first preamplifier
stage. The equivalent circuit, neglecting the shunt capacitance, is given in Fig. 6-233. Recalling that no grid current will flow because the tube is biased negatively and assuming that $I_{1} \ll I_{p}$ we may write
and

$$
\begin{gather*}
\boldsymbol{E}=I_{1} R_{3}+I_{p} R_{2}  \tag{6-67}\\
E_{0}=\boldsymbol{E}-I_{p}\left(R_{1}+R_{2}\right) \tag{6-68}
\end{gather*}
$$

For the plate circuit

$$
\begin{equation*}
I_{p}\left(R_{1}+R_{2}+r_{p}\right)=\mu E_{o}=\mu\left[E-I_{p}\left(R_{1}+R_{2}\right)\right] \tag{6-69}
\end{equation*}
$$

whence

$$
\begin{equation*}
I_{p} \approx \frac{\mu E}{\mu\left(R_{1}+R_{2}\right)+r_{p}} \quad \text { for } \mu \gg 1 \tag{6-70}
\end{equation*}
$$

Substitution of (6-70) into (6-67) gives

$$
\begin{equation*}
E=I_{1} R_{3}+\frac{\mu E R_{2}}{\mu\left(R_{1}+R_{2}\right)+r_{p}} \tag{6-71}
\end{equation*}
$$

and, finally, $\quad G_{i n}=\frac{1}{R_{3}}\left[\frac{1+g_{m} R_{1}}{1+g_{m}\left(R_{1}+R_{2}\right)}\right]=\frac{1}{R_{o}}$
Evaluation of this equation gives an effective $R_{o}$ lying between 200,000 and 300,000 ohms. It is interesting to note how the flow of plate current through $R_{2}$ raises the effective contribution of this resistance to $R_{0}$.

Actually (6-72) gives a value of coupling resistance which is slightly high because some shunt resistive network is required between signal plate and ground to permit injection of the shading signals. As described in the last section, this shunt network has a


Fig. 6-24. The complete ieonoseope output roupling network.
The output voltage is between eathode and ground.
ralue in excess of 5 megohms and perentagewise will lower the catrulated value of $R_{0}$ only slightly. This network is included in the complete coupling network of Fig. 6-24.

Reference to this figure will show that the iconoseope collector is at the sume der potential as the first preamplifier cathode. It hasbeen found experimentally that the shading is more satisfactore it the eollector is at a slightly positive dec potential with respect to ithe signal plate. It may be seen from the diagram that this potemial difference is provided by the d-c $/ R$ drop across $R_{2}$, The 1 -megunn resistor and $0 . \overline{5}-\mu \mathrm{f}$ condenser comprise a filter for this voltage ath ensure that the collector is at a-c ground potential. The 100-dith resistor in series with the first preamplifier grid is used to suppros. high-frequency parasitic oseillations.

## 6-15. Bias Lighting

In the actual use of an iconoscope ats a television pickup tur. : number of techniques are used which are the result of experience: and not of theoretical considerations. One such technique involver th. use of "bias-lighting" or "back-lighting," which affords an appreciable increase in the sensitivity of the tube. In its usual form baw $k$ lighting is provided by a number, say 4 to 6 , of small incandess; $\cdot \boldsymbol{m}$. lamps of the flashlight type driven from a d-e source. Means ate provided to control the exciting current through them and they :ir. physically arranged to illuminate the signal plate and walls of $1,1, \ldots$ iconoscope envelope in back of the mosaic. Care must be taken su that they do not contaminate the picture by shining on the phowith sensitive surface of the mosaic itself.

Although the mechanism by which this off-mosaic lighting increases sensitivity is not clearly understood, a probable explanainion presumes that some of the cesium is deposited on the interior wall:of the iconoscope envelope during the mosaic activation prosess. Apparently back-lighting prevents the building up of negative chaww. on these walls by causing electrons to be released from them. This. in turn, permits a better transfer of mosaic secondary electrons fonn the mosaic to the collector with a corresponding increase in the wilization of the stored information.

A second practical consideration in the use of the iconoscoper requires that the entire surface of the mosaic, rather than only a lare. portion of it, be scanned by the electron beam. Aside from the:
obvious fact that underseanning produces an undersized picture, it can also introduce electrical difficulties. The unsamned portions of the mosaic tend to build up a negative charge resulting from the exeess secondaries arming there. This charge tends to leak over into the artive mosaic area and cause a bloom which contaminates the pieture information.

## 6-16. D-C Insertion

We have seen in a previous section that the iconoseope output lacks a fixed black level and background information. The importance of this fact is apparent from the following example, illustrated in Fig. $6-25$, where the given object produces the same output voltage swing regardless of whether it is televised in broad daylight or in the shadow. In the diagram the contrast range between the spot and background is constant. At $a$ the lighting is such that the background is black, whereas at $b$ a 50 per cent gray background is present. The swing or contrast range in each case is the same but the average value locates the over-all position on the gray scale. At $c$ the iconoscope signal has a zero average value and the position on the gray scale is lost.

It should be apparent that the signal at $c$ could be converted to that of either $a$ or $b$ by adding the appropriate d-c or average value. If this is done, the black level will be reestablished at a certain fixed value. In actual practice the process is worked in reverse order: the black level is fixed at a definite d-c value. thus causing the average component to be reinserted.


Fig. 6-25. Contrast level is maintained hut hackground level is lost in the iconoseope output. (a) The output signal corresponding to a 50 prer cent gray bar on a black background. (b) The output signal corresponding to a white bar on a 50 per eent gray background. (e) Both signals produce the same a-c output signal. The average value is redured to zero.


Fig. 6-26. The d-c insert circuit. Black level is set by adjusting the bias on $V_{3}$. (a) Basic cireuit. (b) Signal input to $V_{1}$. The average value is zero. (c) Blanking input to $V_{2}$. (d) Input to $V_{3}$. (e) Output voltage across $R_{3}$.

We have seen previously that no picture information is presented to the ultimate cathode-ray tube during the flyback or retrace intervals of the scan. To meet this condition we must make shift to ensure that the signal voltage is at black level during these intervals. This may be accomplished with the circuit of Figure 6-26. The amplified black-positive iconoscope signal is fed to the control grid of $V_{1}$ and will appear amplified and inverted across $R_{1}$. Simultaneously a positive-going blanking signal is applied to the grid of $V_{2}$. Since $R_{1}$ is the common load resistance for both tubes, the combined output across it will appear as at $d$ in the diagram. Notice that the combined signal is forced in the negative direction during the blanking intervals. Any portion of the blanking interval signal may be forced below the cutoff level of $V_{3}$ by adjustment of the latter's bias. This cutoff level then becomes the black level for the output signal. Control of the bias sets the clip level, which becomes the established black level of the signal that must always correspond to the blanking intervals. "Pedestal" is the name given to this blanking interval black level.

It is immediately apparent that whatever agency sets the bias of $V_{3}$ must know the background level of the original scene. Hence the bias may be set by an operator who has the original scene under view. Alternatively a phototube may be used to view the scene and to automatically control the bias. Since it functions without scanning, this phototube responds to the average illumination; its control will be proportional to the average scene brightness.

Figure 6-26a shows the output of $V_{3}$ capacitively coupled to the following amplifier chain. It appears, therefore, that the d-c insert is probably of no arail since the coupling condenser will remove the d-c component just inserted. This subsequent loss of average value is not serious. Throughout the remaining portions of the signal channel the pedestal is recognized as black level, and clamping circuits of the type described in ('hapter 7 and section 13-9 may be used to keep successive pedestals at the same voltage level, thereby reinserting the requisite average value. The function of the circuit of Fig. $6-26$ is to establish for once and all the position of the pedestal relative to, say, a maximum white signal.

## 6-17. Keystone Correction

Little has been said about the sweep circuits associated with the iconoscope, except that magnetic deflection is used. From the work
of ('hapters 3 and 4 we know that a saw-tooth deflection current i,: required and we have seen the type of circuit required to produce this current. An interesting variation of the usual sweep current is required for the commercial types of the iconoscope, however, because of the eccentric position of the electron gun with respect to the mosaic. As shown in Fig. 6-11 the gun is mounted in an off-axis position in order to provide a clear optical path between the window and the mosaic. Consider the effect which this has on the raster if the usual deflection currents are applied to the yoke. As the raster is scanned vertically. the amplitude of horizontal angular deflection remains constant. Since the gun is nearer the bottom than the top


Fig, 6-27. Constant angular doflection produecs a kewstoneshaped raster on the mosate twe atuse of the ereentrie position of the electrongun.
of the mosaic, the horizontal lines will be narrower at the botton than at the top, and the raster will be of keystone, rather than of the required rectangular, shape as shown in Fig. 6-27. This results in an intolerable situation for the over-all television system. Only the keystone portion of the mosaic is scamned and at the final kinescope this region is stretched into the conventional rectangle causing distortion of the viewed image.

To remedy this fault means must be devised so that the scanning signals applied to the iconoscope yoke produce a scan pattern of constant width on the mosaic, rather than of eonstant angular deflection. By way of review it should be recalled that the standard direetion of scan refuires that the mosaic be scanned from bottom to top and from right to left because the optical lens system inverts the image
on the mosaic. Thus the correction must be such that the angular horizontal sean decreases as the scan progresses along the field. This may be acromplished by causing the amplitude of the horizontal deflection current to decrease as indicated in Fig. 6-28a.


Fig. fi-2x, hevetone correction, (a) Line and field deflection currents for keystone correction, (b) Simple form of keystone correction rircuit.

A simple form of a keystone correction circuit ${ }^{32}$ is shown at $b$ in the diagram. Since the required change in amplitude in $i_{h}$ is in phase with $i_{r}$, the latter is used to develop a variable bias on the grid of $V_{1}$. The resulting output across $R_{1}$ consists of the horizontal wave modulated at field frequency plus a spurious field frequency component resulting from the change in bias. This latter component is canceled out by returning the grid of $\mathrm{V}_{2}$ to the same source of variable bias. The two field frequency components appearing at $\Gamma_{2}$ are in phase opposition and may be made to cancel out. The current output of $\mathrm{l}_{2}$, then, is of the refuired form to correct for the keystone pattern. Similar results may be obtained with a balanced modulator.

It may be seen from Fig. 6-27 that the electron gun of the iconoscope should be aimed at a point below the center of the mosair if equiangular vertical deflection above and below the mosaic center is to be used. Proper gun location is handled during the manufacture of the tube.

If more than one iconoscope is used in a television studio, it is common practice to generate the sweep signals for all the cameras at

[^71]a common point. This master sweep generator provides the necessary keystone correction circuits, and the corrected sweep signals are fed by cable to the several cameras. This use of a common sweep gencrator may give rise to an oxdd situation where the cameras are used for televising different media. Say, for example, that camera 1 is used for televising live talent on the studio floor and camera 2 is used for film pickup. In this case, inspection of the cameras would show the iconoscope of camera 1 mounted with the electron gun down, while the second iconoscope would be mounted upside down, i.e., with the electron gun up. The reason for this anomalous situation is apparent when it is remembered that a film projector throws an upright rather than an inverted image on the mosaic. If, then, camera 2 used a "right-side up" iconoseope, it would have to be scanned in the reverse direction from camera 1 and a separate keystone correction gencrator would be required. The need for this additional correction circuit is climinated by the simple expedient of mounting one of the iconoseopes in an inverted position.

## 6-18. An Appraisal

We shall briefly summarize the characteristics of the iconoscope in order to evaluate its position in the television industry. Foremost of its characteristics is its ability to store or integrate picture information over an entire frame interval. Lndesirable effects within the tube reduce the actual output down to only 5 to 10 per cent of its theoretical value, but this actual output represents a tremendous gain over that obtained with the instantancous type pickup tubes.

A second undesirable effect due to a quasi-random distribution of the excess secondary electrons on the mosaic is the generation of a spurious signal component, the dark spot. This may be canceled out with suitable voltages. Since the position and shape of the dark spot change in time a monitoring operator is required to make corresponding changes in the compensating shading voltages.

The color response of the iconoscope does not match that of the average eye. ('onsiderable control of the color response is available during manufacture when the mosaic is being activated. To counterbalance the color response, a technique of lighting and make-up has evolved which give satisfactory results for studio work.

Over a period of years operating experience has shown that in televising the usual range of subjects a scene illuminance of 1000 to 2000
foot-candles is required. The general feeling among live talent at least is that this relatively high level of illuminance when provided by are or incandescent lamps makes the television studio uncomfortably hot. Our previous work has shown that the mosaic illuminance may be increased by using a bigger aperture or $f$ number on the pickup lens. This will generally permit lowering the scene illuminance to well helow the 1000 foot-candle level, but the depth of field suffers as a consequence. ${ }^{33}$ Some idea of the typical lighting levels required for good operation of the iconoscope may be had from the fact that direct illuminance by sunlight on a summer day is in the order of scme 9000 foot-candles.

The Illuminating Engineering Society has recommended the following light levels for gymnasiums:

Games with spectators- 30 foot-candles ${ }^{34}$
General assemblies and dancing-5 foot-candles
Taking these figures as typical of the illumination available at remote indoor pickup sites we can see that the iconoscope will give relatively poor results and has been largely superseded by the image orthicon for this type of service.

Probably the greatest single feature of the iconoscope in comparison with the other camera tubes to be described is that it has excellent resolution and delivers pictures of high quality. This is possible because the 1 -kilovolt second anode potential permits extremely sharp focusing of the scanning heam. We have already seen that the resolution is determined by the beam diameter rather than by the smaller subelementary glohules which make up the mosaic. As a result of the need for high illuminance, the iconoscope has been largely relegated to film and slide pickup but it still is capable of the highest resolution of all the camera tubes discussed in this chapter.

The last feature of the iconoscope which we wish to consider is the effect of its almost logarithmic output-illumination characteristic. To do this we must examine both ends of the television system. Ideally the pickup end should have a linear voltage-illumination characteristic and the output end a linear intensity-voltage relationship. These ideal characteristics would provide a one-to-one rela-

[^72]tionship between original seene brightness and reproduced image intensity.

Oyer a wide range of eontrol grid voltage the typical kinescope is linear in light, output. It follows, therefore, that the logarithmie response of the iconoscope prevents the desired onc-to-one light relationship, giving some compression in the picture highlights. It is fortunate, however, that the eye responds logarithmically to the sensation of light. Thus, as long as the system provides the same ratio of extreme light levels that is present in the original seene the contrast range is satisfactory to the human eye and the highlight compression is not too serious.

Historically thon, if one may refer to a decade as history, the iconoscope pointed the way to two main types of camera-tube development. Rescarch has been directed to the development of tubes with greater sensitivity and better linearity. A tube which showed improvement in these features would at once provide greater flexibility than the iconoscope, which has remained an outstanding milestone in the development of television.

## 6-19. The Image Iconoscope ${ }^{30}$

One of the means of increasing camera-tube sensitivity is to use serondary-emission image intensification, a principle used in the image iconoscope which was announced at the Annual ('onvention of the Institute of Radio lengineers in 1939. This tube found little use in commercial practice but did serve as an important stepping stone in the development of the later tube types. We shall consider it chiefly as an illustration of the principle of image intensification.

As shown in ligg. 6-29, the image ieonoscope differs from the iconoscope in two main respects: the mosaic is not photosensitized, and a semitramsparent photocathode is included. In operation an optical image is focused on the photocathode which emits a corresponding electron image in a manner similar to that proviously described for the image dissector. Under the action of the axial magnetic field and the electric field present this electron image is arecelerated toward the mosalic. The image electrons arrive at the mosaice with sufficient velocity to produce secondary emission from the subelementary islands. 'Thus pieture information is stored in the form of charge in the mosaic-to-signal plate capacitance just as it is in

[^73]

Fig. (6-29. The imare iconoscope.
the iconoscope. The differenee is that in the latter case the stored charge is the result of photoemission resulting from the incident optical image, whereas in the image iconoscope it is caused by the secondary emission due to the incident electron image. The output is developed when the stored charge is released by the action of the scanning beam moving across the mosaic.

The image iconoscope provides a sensitivity 6 to 10 times that of the iconoscope, the gain being the result of the following factors.
(1) The photocathode is more efficent as a photoemitter than a photosensitive mosaic. Typical values of luminous sensitivity which may be obtained are 20 to $50 \mu \mathrm{a}$ /lumen, the higher values corresponding to those surfaces which are rich in infrared response.
(2) A high electric field intensity exists at the photocathode surface which permits saturated photoemission. This is in contrast to the condition in the iconoscope where only about 20 to 30 per cent of the photoelectrons are drawn away from the mosaic.
(3) The mosaic has a high secondary emission ratio, ranging from 3 to 11 , thus the stored charge is $r$ times as great as the charge leaving the photocathode, $r$ being the secondary emission ratio. An added advantage is that the photocathode is close to the optical window in the tube envelope. This permits the use of a short focal length lens.

On the other side of the ledger, the image iconoscope is more expensive and requires more auxiliary equipment and more adjustments. Since the output is developed by scanning the mosaic with a high velocity electron beam the dark spot is still present, although to a lesser degree than in the iconoscope. Both tubes have approximately the same resolution.

## THE ORTHICON ${ }^{36}$

In both the iconoscope and image iconoseope the mosaic is scanned by high-velocity beam electrons which produce secondary emission at the mosaic surface. One deleterious effect of the secondary emission is the production of a spurious signal, the dark spot. If the scanning beam velocity be reduced sufficiently, the secondary emission may be eliminated and the dark spot with it. If this scheme is to be utilized in a camera tube, some mechanism other than that of the iconoscope must be found to generate the output current. We consider next the question of low-velocity scanning and how it may be used in a television camera tube.

## 6 20. Low-velocity-electron Scanning

In the tube shown in Fig. 6-30 a low value of accelerating voltage. 25 volts, is used. Further, the mosaic is considerably farther away from the electron gun than is the collector electrode. As a result of


Fig. 6-30. The basic low-velocity elect ron-beam eameratube.
this configuration the beam electrons are accelerated as they move toward the collector and then decelerated as they move past it. Notice that an equilibrium condition will set in here which is quite different from that described for the iconoscope. When the device is first turned on, the mosaic will be at ground potential, i.e., +25 volts; relative to the electron gun cathode and the beam electrons will strike the mosaic. Since their velocity is too low to produce secondary emission, these primary electrons will remain on the mosaic which

[^74]gradually swings negatively relative to ground. When the mosaic and cathode potentials are approximately equal, the mosaic will repel the beam electrons, which will then reverse direction and return to the collector.

Let a light image be for used on the mosaic. Photoemission proportional to the illumination will take place. Since the mosaic is negative with respect to the collector, all the photoelectrons are pulled away to the collector and the photomissive process is saturated. Furthermore there will be no dark-spot distribution on the mosaic and the image will be retained as stored charge in the mosaic-tosignal plate capacitance. ('insider a small element of mosaic whose voltage is positive relative to its equilibrium value. Instead of repelling the scanning beam as the latter approaches that element position in the raster, it will attract just enough of the beam electrons to restore itself to equilibrium potential. The resulting change of charge produces an output current through $R_{o}$.

In a tube which is to utilize this principle of operation, it is of great importance to have the scanning beam approach the mosaic at right angles because the mosaic can only repel the normal component of the beam electron velocity. Hence if the beam is inclined to the mosaic, it tends to glance off the mosaic. This will cause the beam shape to vary with the point of impact. Furthermore, the repelling voltage necessary to prevent the beam from landing is determined only by the normal component of the beam velocity. Therefore the glancing beam would charge different points of the mosaic to different potentials, a condition which would result in the generation of a


Fir. 6-31. Schematic diagram of the orthicon tube. (Courtesy of R(A Review.)
spurious signal not unlike the dark spot. A second major problem in the proposed tube is to provide a sufficiently large beam current in the narrow scanning beam as it slows down near the mosaic. Obviously the first condition cannot be met by the tube of Fig. 6-30 if conventional scanning means are employed; it is met, however, in the orthicon tube shown in Fig. 6-31.

## 6-21. The Deflection System

The horizontal deflection system in the orthicon is composed of an axial magnetic field furnished by a long focus coil and an electric field normal to the tube axis. Neither field affects the axial component of the electron velocity, $r_{o}$, which will remain constant. Although the motion of an electron in these crossed fields may be derived analytically, let us approach the question from a physical point of view. Thus in Fig. 6-32a an enlarged view of the deflection plates


Fig. 6-32. Horizontal deflection in the orthicon. (a) Deflection with crossed electric and magnetic fields. $/ /$ is due to the focus coil and is parallel to the direction of $r_{m}$. (b) Electron velocities at the point $A$. (c) Jilectron velocities at the point $B$.
may be seen. The upper plate is assumed to be positive with respect to the lower plate. Consider the forces on an electron as it enters the clectrostatic field at point $A$ with an axial velocity $r^{\prime}$. Since the electron is moving parallel to the magnetic field, the latter will have no cffeet on the electron motion. The electrostatic field, on the other hand, attracts the electron upward, giving it a vertical component of velocity $c_{i}$. The resultant velocity will he the vector sum, $v$,
shown at $b$ in the diagram. The electron now has a component of motion cutting across the lines of magnetic flux. Use of the left-hand rule (remember current and electron motion are in opposite directions) shows that at a nearby point $B$ the electron will have a horizontal component of velocity $v_{h}$. This added to the corresponding $v_{v}$ and $v_{o}$ gives the resultant velocity shown at $c$ in the figure. If this argument be carried out point by point, it will be seen that the electron follows a cycloidal motion in moving from left to right through the electric field deflection plates. At each cusp on the cycloidal path (the points labeled (' in lig. 6-32a) the horizontal velocity component is zero; hence if adjustments can be made so that the electron emerges from between the deflection plates just as it reaches a cusp, it will emerge with zero horizontal velocity, i.c., it will once again be moving perpendicular to the mosaic. The net effect of the horizontal deflection system is to cause the electron to suffer a lateral displacement $\delta$ without affecting its velocity in magnitude or direction. $\delta$ is proportional to the electric field and the time of flight from one edge of the plates to the other, and inversely proportional to the magnetic field intensity, $H$.

It may be observed that as the amplitude of the cycloids is reduced, so is the horizontal velocity component at any point along the cycloid. If this amplitude were made very small, the location of a cusp at the point of emergence would be less critical, a necessary condition because the electric field raries in time. To this end the deflection


Fig. 6-3:3. The horizontal deflection plates of the type 1840 ortheon. The plates are flared to reduce the amplitude of the eyaloidal motion of the electrom as it leaves the platers.
plates actually used flare outward toward both edges. This produces an electric field whieh weakens as the plates flare out and the desired reduction in cycloid amplitude results. Figure 6-33 shows the horizontal deflection plates from a type 1840 orthicon tube.

We have already noted that $\delta$, the lateral displacement, is proportional to the electric field intensity or deflection voltage; hence a horizontal saw-tooth deflection may be produced by applying the usual salw-tooth voltage associated with electrostatic deflection to the deflection plates. It is significant to notice, however, that in contrast to the simple electrostatic case the deflection is normal to the direction of the clectric field, a result which is produced by the presence of the axial magnetic field. Also note that lateral motion of the heam can occur only when the beam is between the plates. Therefore the plates must be at least as wide as the desired raster width on the mosaic.

Figure 6-31 shows that the vertical deflection, a low-frequency phenomenon. is accomplished with a magnetic yoke. Once again the axial magnetic field modifies the deflection that would be obtained with the yoke alone as described in ('hapter 3. Its net effect is to produce a deflection parallel, rather than perpendicular, to the deflecting magnetomotive force. Actually the path of the electrons when they are in the region of the crossed magnetic fields is helical. For small deflections the amplitude of the helix is small and the system may be considered to translate the electron beam vertically without adding any new components to its velocity. Again, the vertical translation only occurs within the crossed-field region; hence, the vertical deflection yoke must be at least as high as the mosaic. As shown in Fig. 6-31, it is convenient to place this yoke around the exterior of the orthicon envelope. Saw-tooth current in the vertical deflection yoke produces the required vertical deflection.
By way of summary we note that the horizontal and vertical deflection systems just described do meet the requirement of delivering the scanning beam always in a direction normal to the mosaic.

## 6-22. Characteristics

Once again consider the action that takes place within the orthicon. Saturated photoemission charges the regions of the mosaic positively. A low-velocity scanning beam is repelled by the dark, unilluminated regions of the mosaic. This metns that black always corresponds to zero output volts, i.e., the orthicon has a fixed back level.

As the low-velocity beam scans across a mosaic element which has lost photoelectrons, a number of beam electrons just equal to the number of photoelectrons lost during the storage interval are attracted to that element. Thus the difference between beam and collector currents is the charging current. This, in turn, is identical to the output current of the tube. The output current will be maximum from those elements which have emitted the greatest number of photoelectrons; hence the orthicon delivers a white-positive output.

Since no secondary emission occurs at the mosaic, no dark spot is present, and none of the stored charge is neutralized by a shower of excess secondary electrons. Furthermore saturated photoemission takes place; hence, compared to the iconoscope the orthicon has the same expression for output current, except that $\eta$, the storage efficiency factor, is very nearly 100 per cent. Thus the orthicon has roughly 20 times the sensitivity of the iconoscope.

In addition a linear relationship between electrical output and light input is obtained with the orthicon. It is this straight-line characteristic which gives the tube its name (ortho-straight, icono-scope-image viewer). Orthicon is the accepted abbreviation of the full name orthiconoscope.

In this connection it might be well to define the term "gamma," which has been carried over into television practice from the photographic industry. Our remarks will be confined to the $\gamma$ of the electrical system only. The output-input characteristics of several of the common transducers are power-law curves and have the general form

$$
\begin{equation*}
\text { Output }=K(\text { Input })^{\gamma} \tag{6-73}
\end{equation*}
$$

Thus $\gamma$ is defined as the exponent in (6-73). Taking logs of both sides of the equation we get

$$
\begin{equation*}
\log (\text { (Out })=\log K+\gamma \log (\mathrm{In}) \tag{6-74}
\end{equation*}
$$

which is the equation of a straight line of slope $\gamma . \quad \gamma$ for any device may be obtained, therefore, by plotting the output-input characteristic of the device on $\log -\log$ paper.

The orthicon, being a linear device, has a $\gamma$ of unity. Contrast this with the iconoscope, which has a $\gamma$ of approximately unity for low levels of illumination but changes from power to logarithmic law over a wide range of illumination.

It is of interest to compare a typical orthicon, type 1840, and an
iconoscope, type 1850. The former is more sensitive but tends to give best operation at medium light levels. The iconoscope is more satisfactory at high levels and is capable of greater resolution. The 1840 is superior to the 1850 in its ability to reproduce the full length of the gray scale. The ortheon saw little use in television because of curtailed televising during the war years. It was superseeted in 1946 by the more sensituve image orthicon.

## THE IMAGE ORTHICON ${ }^{3 i}$

At their Annual Convention in New York in 1946 the members of the Institute of Radio Engineers observed a demonstration of a new type of camera tube whose sensitivity was great enough to permit televising a subject illuminated only by the light from a single candle. This supersensitive tube, the image orthicon. derived its extreme sensitivity by combining the best features of the several


Fig. 634. Sehematio diagram of the image orthieon tube. (Come tesy of I'roc. IRLS.)
camera tubes which we have studied. It incorporates the storage principle of the ieonoscope and low-velocity beam scamning of the orthicon. It utilizes the electron image intensification of the image iconoscope, and derives further gain by adding an electron multiplier similar in principle to that described for the image dissector. In
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Fig. 6-35. The image orthiron tube. The five denotes of the electron multiplier may be identified at the upher end of the tube. (Cometesy of Radio ('opporation of Ameria. )
physical form the image orthicon resembles an orthieon to which has been added an image intensifier seetion and an elertron multiplier; it is shown in lrigs. 6-34 and 6-35. Operation and construction of the tube may best he eonsidered in three separate sertions: the image intensifier, the target and scanning soction, and the electron multiplier. We next consider these in order.

## 6-23. The Image Intensifier Section

The operation here is quite similar to that described for the image iconoscope. At the optical window end of the tube envelope is located a semitransparent photocathode, whose surface is held at -600 v relative to a mosaic target which is described in the next section. 'lhe electric field at the photocathode is favorable and saturated photoemission takes place from each element, the emission being proportional the illuminance. These photoclectrons, which
form a complete electron image of the scene are focused by the axial magnetic field onto the mosaic target. The image electrons arrive with sufficient velocity to produce secondary emission. The emitted secondaries are collected by a fine wire mesh which is held at one volt positive relative to the equilibrium potential of the target. With normal operating voltages, the secondary emission ratio, $r$, of the target is greater than unity. Thus a single incident image electron releases $r$ secondary electrons. As will be shown, the target stores information in the form of charge over the interval between successive scans, $\tau$. Thus per element, the photocurrent is given by eq. (6-39). This is intensified or increased by the factor $r$ at the target and the charge stored during $\tau$ will be

$$
\begin{equation*}
q=r \times a E \tau \tag{6-75}
\end{equation*}
$$

where it is assumed that the time to release the stored charge, $\tau_{e}$, is a negligibly small fraction of $\tau$. This was shown in reference to (6-54). The factor $r$ combined with the higher photoemission obtained gives roughly five times the stored charge obtained in the iconoscope.

Mention must be made of the sereen which collects the secondary electrons released from the mosaic target. It will be realized that this mesh lies between the target and the photocathorle, consequently if it is not to cast an electron image shadow on the target it must have a very fine structure which is largely open space. To this end special techniques have been developed which yield screens with 500 to 1000 mesh per linear inch and which are 50 to 75 per cent open spare! These screens are so fine that they cast negligible shadow and permit the generation of high-resolution pictures.

## 6-24. The Target and Scanning Section

Reference to Fig. 6-34 shows that the electron gun and scanning system is similar to that of the orthicon, except that the horizontal deflection plates have been replaced by an additional winding in the deflection yoke. Thus both horizontal and vertical deflections are produced by magnetic deflection fields which are at right angles to the axial magnetic field.

It may also be seen from the diagram that as the scanning beam approaches the rear surface of the mosaic target, it is decelerated by an annular ring which is held at the same potential as the cathode of the electron gun ( 0 volts). From our experience with the orthicon,
we see that low-velocity beam scanning occurs and that the equilibrium potential of this rear target surface is zero volts.

Before considering the electrical artion which occurs as the lowvelocity beam scans the rear of the mosaic target we must investigate the structure of this latter element. The mosaic in the image orthicon differs in operation from those previously discussed in that the charge-storing emission does not occur from the surfare which is scanned by the electron beam. What is used is a two-sided mosaic. This may be verified by reference to Fig. 6-34. Up to the present in our discussion we have thought of a nosaic as a large number of subelementary islands, each insulated from the others and each having capacitance through a dielectric to a rear signal plate. If, now, a sheet of fairly low-resistivity glass is blown thin enough, its resistance is extremely high laterally on the surface of the glass. If charge is stored between the surfaces on a minute area of this glass, that charge will not spread laterally over the surface but will in time neutralize itself between the two surfaces. These are the exact propertics required for the two-sided mosaic target: the high across-surface resistivity of the glass effectively provides the myriad of insulated islands, the glass is a dielectric, and the comparatively low intersurface resistivity allows charge between the surfaces to be neutralized slowly, that is, during one frame interval. How these characteristics apply in the operation of the image orthicon is described below.

Actually three effects occur simultaneously at the two-sided target. We describe them separately as a matter of convenience. The cycle of operation in terms of voltage variation is shown in Fig. 6-36, where the reference is the cathode of the scanning beam gun, which is grounded. The secondary electron collecting screen or mesh is held constant at +1 v . At $a$ the element of target, which is of the same area as the scanning beam, has just been scanned on its scanned or rear surface and has been restored to the equilibrium potential of 0 v . The front or secondary emission surface is also at ground potential for reasons to be described at the end of the cycle. At $b$ secondary emission for an entire frame interval has driven the front surface of the element to +1 v . Note that this is the maximum positive value which it can attain because once its potential equals that of the collecting mesh, any released secondary electrons will return to the target rather than to the collector mesh. Notice further


Fig. ti-36. Target potentials in the image orthicon. (a) Before somming and exposure (b) Bofore seaming and after exposure. (e) After scaming. (d) One frame later and before the next exposure. (e) Charging an insulated condenser. (After Rose, Weimer, and Law.)
that since the rear and front surfaces are coupled to each other through the interface capacitance, the rear surface will also rise to +1 volt. The mechanism behind this may become more clear if the reader refers to Fig. 6-36e. A battery of e.m.f. $I$ is connected to one plate of an isolated condenser of capacitance $C$. The return path from terminal 2 to the grounded battery terminal is the stray capacitance to ground, $C_{s}$. Since the two condensers form a series voltage divider, the voltage drop from terminal 2 to ground will be

$$
V_{1}=V \frac{C}{C+C_{s}}
$$

but in general $r_{s} \ll C$, so that $I_{1}$ and $I$ are very nearly identical. This shows why botlo sides of the element are at the same voltage as shown at $b$ in the diagram.

At $c$ the rear surface of the element has just been seanned by the low-velocity beam. A sufficient number of electrons has been left by the beam to restore that surface to its equilibrium value of 0 v . At this instant the front surface of the element is charged positively and the rear surface negatively. The voltage drop between the two surfaces will be the stored picture charge divided by the interface capacitance of the element. This voltage drop is small compared to 1 v , and accounts for the small positive voltage shown on the front surface in the diagram. At $d$, this voltage has dropped to zero by conduction through the glass during the frame interval.

Remember, all these actions that have been deseribed orecur simultaneously. Since the illuminance of the photocathode varies over its surface, different elements of the target will be driven to different values of voltage between 0 and +1 v . Thus the number of charge-neutralizing electrons removed from the scanning beam varies in proportion to the illuminance and the change in returning beam current is the output.

We may state these results analytically in the following manner. As before, let $\tau_{t}$ be the time required for the beam to scan one element. Then the charging or output current is

$$
\begin{equation*}
I_{c h}=I_{b}-I_{c}=\frac{q}{\tau_{c}}=r \mathrm{saE} E \frac{\tau}{\tau_{v}} \tag{6-76}
\end{equation*}
$$

where $I_{b}$ is the beam current and $I_{c}$ is the collector current or current returning from the mosaic. But $\tau / \tau_{c}$ is the figure of merit and Ma is the target area wh. Therefore

$$
\begin{equation*}
I_{c h}=r s E w h . \tag{6-77}
\end{equation*}
$$

## 6-25. The Electron Multiplier

The electrons in the scanning beam have been described as having low velocity berause they are almost at rest when they arrive at the rear target surface. They nevertheless have sufficient velocity in the body of the tube so that their transit time from gun to mosaic and back to gun again is a small fraction of the horizontal and vertical deflection cycles. Since this is true, on the return trip from the mosaic the unaccepted beam electrons will retrace very nearly their path toward the mosaic and will arrive very near to their original point of departure in the electron gun. This fact is utilized in the construction of the electron multiplier, which comprises a number of annular dynodes that are mounted concentrically to and along the length of the electron gun. The first, or collector, dynode, being near to the aperture which emits the beam from the gun, collects the returning, unaccepted beam electrons. As these are passed on from stage to stage, a current gain results by virtue of secondary emission at each dynode surface. Under normal operating conditions the fivestage multiplier affords a current gain of some 200 to 500 times. If $m$ be the over-all multiplication ratio,' the final output current of the image orthicon becomes from eq. (6-77)

$$
\begin{equation*}
I_{o}=m r s E u h \tag{6-78}
\end{equation*}
$$

## 6-26. Noise

In its commercial form, such as the type 2 P 23 , the image orthicon provides a sensitivity 100 to 1000 times that available with the iconoscope or orthicon tubes. Inasmuch as eq. (6-78) shows that the tube's output is proportional to $m$ one might forget the story of Midas and ask why not increase the number of multiplier stages for an even more substantial increase in output. The answer lies in noise.

With the iconoscope the output current is so small that the shot noise from the scanning beam is largely masked by the Johnson noise in the coupling resistance, $R_{o}$. In the image orthicon on the other hand, the heam shot noise is multiplied along with the signal current, and shot noise may become a determining factor. Because of this the gain due to electron multiplication is of use only up to the point where the amplified shot noise is of the same order of magnitude as the resistance Johnson noise. (iiven the beam current of the tube one may calculate the maximum useful value of $m$ by the use of eqs. (6-24) and (6-26) and Ohm's law.

## 6-27. Characteristics

From the equation for output current (6-78) we see that the relationship between output current and mosaic illuminance is linear just as it was in the orthicon tube. A review of the operating cycle of the two-sided target will show, however, that this linear relationship must break down when $E$ reaches a sufficiently high value. This condition is reached when the voltage of a mosaic element becomes equal to the voltage of the mesh collector. For illumination levels in excess of this value linearity is not maintained but the tube can still deliver satisfactory pictures. An explanation has been proposed for this anomaly.

Consider the typical output-input characteristic shown in Fig. 6-37. In the range from $A$ to $B$ the output current is proportional to the illuminance. This is the "ortho" range described by eq. (6-78). At $B$ the illuminance is great enough so that the whole target gets charged up to the potential of the collecting mesh in one frame interval. It would seem, therefore, that at or above $B$ the whole image would saturate, but as a practical matter this saturation does not occur as far as the final image is concerned. In order to consider the mechanism behind this condition let us say that a white bar on a


Fig. 6-37. Signal versus light characteristic of the image orthicon. (Courtesy of Iroc. IRE.)
black background is being televised and that the average illumination is in the BC range of Fig. 6-37. The charge over the whole mosaic tends to saturate. Recall that the electron image from the photocathode releases secondary electrons from the front surface of the target. Some of these secondaries emitted from the region corresponding to the white har will have sufficiently low velocity that they willreturn to adjacent areas on the target. The returning secondary electrons decrease the voltage on these adjacent areas and the latter deliver the required black signal when they are scanned. The remainder of the target which does not receive the returning secondaries


Fig. 6-38. Reproduction of a light spot at low and high spot brightness. (Courtesy of Iroc. IRE.)
remains saturated and delierers a white signal. This effect is shown in Fig. 6-38, where the actual white spot on the black background is reproduced as a white spot surrounded by a black "halo." The surrounding background is white. The net effect is that contrast is preserved in the vicinity of the highlight. In a normal picture with fine detail the halo cannot be observed because of its small size; good contrast is maintained exeept in large dark areas.

If the mosaic illuminance is raised above $C$ in Fig. 6-37 the characteristic becomes linear again. This change in moxle of operation is the result of an effective increase in clement capacitance that takes place when the illuminance is sufficient to give the entire target some charge during a small portion of the frame interval. This condition occurs at $C$ where the capacitance per element exceeds the value given by the total target capacitance divided by the figure of merit. Once this larger caparitance comes into play, the output rises linearly until a saturation of charge determined by the new capacitance value sets in. This last condition ocrurs at $l$ ).

We see, therefore, that at low light levels the image orthicon is a linear device. At high levels of illuminance the contrast is maintained by the effect of secondary electrons released from the electron image side of the target and is substantially independent of the overall seene brightness. These characteristics combine to make the image orthicon satisfactory for operation over a wide range of illuminance and make it the most flexible of all the camera tubes covered in this chapter.

In contrast to the orthicon, the image orthicon requires shading. The need for this is cansed by the low-velocity secondary electrons which, after being released from the target's front surface, return in a semirandom shower to that same surface. It has been determined that a single sharling voltage, a saw tooth at line frequency, provides satisfactory compensation for the resulting dark spot. This compensating voltage is usuatly applied across a tap on the grid return resistance of one of the video amplifiers in the same manner as that described for the iconoseope.
(onsiderable care is required in operating the image orthicon tube to prevent damage to the target. Operating instructions for the tube are available from the manufacturer, ${ }^{36}$
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## 6-28. The Image Orthicon Preamplifier

It is interesting to contrast the design problems of the preamplifiers for the ironoseope and image orthicon camera tubes. In the former the output current from the tube is low; hence a relatively large coupling resistance is recuired to provide an output voltage amplitude which is adequate. To complicate the design problem, the shunt capacitance across $R_{o}$ is inherently large, and the larger the value of $R_{o}$, the greater is the shunting effect of the capacitance on the highfrefuency signal components. A compromise must therefore be made in the choice of $R_{0}$ to balance the requirements of signal amplitude and high-frequency response. Since the limitation on the maximum value of $R_{0}$ can be cased by decreasing the shunt capacitance. considerable effort is expended to reduce the capacitance by special techniques. At best, these reduce the capacitance to roughly $8 \mu \mu$ and the compromise is effected by using an $R_{o}$ of 300 kilohms. Even this compromise value leaves something to be desired in the output voltage amplitude, and high-frequency peaking is required in the video amplifier to make up for the loss in highs due to the compromise.

With the image orthicon the design problem is less severe, primarily because of two reasons: First, a much larger output current is available, and second, a comparatively low value of shunt capacitance, about $30 \mu \mu f^{33}$ is present without any reduction due to degeneration. The first factor allows a lower value of coupling resistance to be used for any given output voltage, which, in turn, eases the bandwidth requirements. The low value of capacitance, which includes the output capacitance of the last multiplier dynode, the capacitances of the shielded video cable, the circuit strays, and the input of the first preamplifier, is due primarily to the low output capacitance of the dynode as compared to that of the signal plate in the iconoscope.

A typical image orthicon preamplifier circuit is shown in Fig. 6-39.40 The effective coupling resistance used is about one-tenth of that used with the iconoscope. The first two stages are designed to be flat out to about 8 megacycles and compensation for the loss in high-frequency components across the input circuit is afforded by the "high peaker,"
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Fig. 6-39. Typieal image orthicon preamplifier. The "high peaker" circuit is shown in the inset. (Courtesy of Radio Corporation of America.)
which is inserted between $V_{2}$ and $l_{3}$. As may be seen from the inset, this network is a frequency-sensitive voltage divider. At high frequencies, ( ${ }_{2}$ shorts out $R_{1}$ and the full signal voltage appears across $R_{2}$. At low frequencies, however, (2 appears as an open circuit and only a small fraction of the signal is delivered to the grid of $V_{3}$. It will be observed from the magnitudes of the circuit components that the peaker provides severe attenuation of the lows, a factor which provides the required high-frequency compensation and tends to eliminate low-frequency microphonic noise generated in the first two preamplifier stages.

The shading voltage, a saw tooth at line frequency, is derived from the horizontal deflection system and is fed to a potentiometer. The potentiometer and the two 12 -ohm resistances form a bridge circuit such that the potentiometer may be used to control both the magnitude and polarity of the shading voltage which appears on the grid of the third tube.

## CHAPTER 7

## VIDEO AMPLIFICATION

Reference to Fig. 6-37 of the last chapter shows that an image orthicon camera tube operating under normal conditions will develop a voltage in the order of 0.1 mv across a 10,000 -ohm load resistance. This voltage is much too small to drive the final kinescope, in fact, several of the common direct-view cathole-ray tubes require a voltage swing of some 60 or 70 v in order to reproduce the full gray scale from black to white. In order to make up for the discrepancy between the generated and required voltage levels, amplification must be introduced into the system. The need for amplification is further increased by the losses which are inherent in the communication link which interconnects the pickup and reproducing transducers; these tend to attenuate the signal below its value at the output of the camera tube.

The amplifiers required for raising the level of the video signal must be capable of handling signals extending over a frequency range of several megacycles. As compared to the audio amplifier, the video amplifier must he an extremely broad-band device. In the present chapter we shall first consider the analysis and design of video amplifiers based on their steady-state requirements. The relationship between the steady-state and transient responses will then be demonstrated.

## 7-1. Steady-state Requirements

The propagation characteristics of the general four-terminal network consisting of input terminals connected by a linear bilateral network to an output terminal pair and working between equal image impedances may be specified in terms of the complex propagation constant of the network $\gamma$, defined by

$$
\begin{equation*}
\epsilon^{\gamma}=\frac{E_{i}}{E_{0}}=\frac{E_{i}}{E_{0}} / \phi_{i}-\phi_{0} \tag{7-1}
\end{equation*}
$$

where $E_{i}$ and $E_{o}$ are the complex input and output voltages, respectively. Where the network contains active, unilateral elements, such as in the video amplifier, the output voltage is of greater magnitude than the input voltage, and it becomes convenient to define a ratio which is the reciprocal of that used in (7-1). This ratio

$$
\begin{equation*}
A=\frac{E_{o}}{E_{i}} \tag{7-2}
\end{equation*}
$$

is the complex amplification or gain of the network and may be used to describe the response of the network to a given input signal. Following the practice used in audio amplifiers we shall generally express $A$ in polar form, thus,

$$
\begin{equation*}
A=A / \phi=\frac{E_{0}}{E_{i}} \underline{/ \phi_{o}-\phi_{i}} \tag{7-3}
\end{equation*}
$$

hence

$$
\left.\begin{array}{l}
A=\frac{E_{0}}{E_{i}}  \tag{7-4}\\
\phi=\phi_{o}-\phi_{i}
\end{array}\right\}
$$

and
The magnitude of $A$ we shall call the amplification of the network; $\phi$ is the network phase shift and is defined as a negative quantity uthen the output voltage $E_{o}$ lags the input, $E_{i}$.

If a number of stages of amplification are cascaded and each stage has a complex amplification

$$
\begin{equation*}
A_{k}=\frac{E_{o k}}{E_{i k}} \tag{7-5}
\end{equation*}
$$

the over-all complex amplification will be

$$
\begin{equation*}
A_{T}=\frac{E_{o n}}{E_{i 1}} \tag{7-6}
\end{equation*}
$$

In the system of cascaded amplifiers the output of any stage is the input of the following stage; hence we may expand the right-hand member of (7-6) as

$$
\begin{align*}
A_{T} & =\frac{E_{o 1}}{E_{i 1}} \frac{E_{o 3}}{E_{o 1}} \frac{E_{o 3}}{E_{\mathrm{i} 3}} \cdots \frac{E_{o n}}{E_{\text {in }}} \\
& =A_{1} A_{2} A_{3} \cdots A_{n} \tag{7-7}
\end{align*}
$$

whence $A_{T}=A_{1} A_{2} A_{3} \cdots A_{n}$

$$
\text { and } \left.\quad \begin{array}{rl}
\phi_{T} & =\left(\phi_{o 1}-\phi_{i 1}\right)+\left(\phi_{o 2}-\phi_{i 2}\right)+\cdots\left(\phi_{o n}-\phi_{i n}\right)  \tag{7-8}\\
& =\phi_{o n}-\phi_{i 1}
\end{array}\right\}
$$

Let an input signal consisting of two or more components of different frequency be applied to the first amplifier in the cascaded chain. Then if the output signal is to be a distortionless reproduction of the input, the following conditions must be met:

1. The original frequency components and no additional components shall be present.
2. The relative amplitudes of the several components shall remain unchanged.
3. The time delay of the several components shall be constant.

From these three conditions we may set up the steady-state requirements of an ideal or distortionless amplifier. Condition 1 requires that the operation of the amplifier system be linear. i.e., there shall be no amplitude or nonlinear distortion. In order to maintain relative amplitudes of the signal components unchanged, all components, regardless of their frequency, must be amplified by the same factor; therefore $A$ must be independent of frequency over the entire range of signal frequencies. The last condition of constant delay time may be expressed in terms of $\phi$, the total phase shift. The input voltage of a single component may be expressed as

$$
\begin{equation*}
e_{i}=E \sin \left(\omega t+\phi_{i}\right) \tag{7-9}
\end{equation*}
$$

After passing through the amplifier, it will appear across the output as

$$
\begin{equation*}
e_{0}=A E \sin \left(\omega t+\phi_{o}\right) \tag{7-10}
\end{equation*}
$$

or we may also write

$$
\begin{equation*}
e_{o}=A E \sin \left(\omega t+\phi_{o}+n \pi\right) \tag{1}
\end{equation*}
$$

where $n$ is any positive or negative integer. That this is valid may be seen from the following considerations: if $n$ is even, the value of the sine is unchanged; if $n$ is odd, $A$ becomes negative, indicating only a reversal of the output voltage. Equations (7-9) and (7-10a) are, of course, valid for any value of $t$, hence we may define a new time variable $t^{\prime}$, such that

$$
\begin{equation*}
\omega t^{\prime}+\phi_{i}=\omega t+\phi_{o}+n \pi \tag{7-11}
\end{equation*}
$$

and rewrite ( $7-10 \mathrm{a}$ ) ats

$$
\begin{equation*}
e_{0}=A E \sin \left(\omega t^{\prime}+\phi_{i}\right) \tag{7-12}
\end{equation*}
$$

We may also express the output voltage as the input voltage delayed be a time interval $\tau$, thens

$$
\begin{equation*}
e_{o}=A E \sin \left[\omega(t+\tau)+\phi_{i}\right] \tag{7-13}
\end{equation*}
$$

Then from ( $7-12$ ) and ( $\overline{7}-13$ ) we see that

$$
\begin{equation*}
t^{\prime}=t+\tau \tag{7-14}
\end{equation*}
$$

Substitution of ( $7-14$ ) into ( $7-11$ ) finally yields

$$
\begin{equation*}
\phi=\phi_{o}-\phi_{i}=\omega \tau-n \pi=2 \pi \tau f-n \pi \tag{7-1.5}
\end{equation*}
$$

The condition of constant delay time in the amplifier may therefore be expressed as follows: The phase shift of the amplifier plotted against frequeney shall be a straight line passing through an integral multiple of $\pi$ at zero frequency.

That these conditions give distortionless amplification may be verified from the following example. Let a signal voltage of two components, one of frequency $f_{a}$ and phase $\psi_{a}$ and the other of frequency $f_{b}$ and phase $\psi_{b}$, be applied to the amplifier input. At any time $t$ this voltage will be

$$
\begin{equation*}
e_{i}=E_{a} \sin \left(\omega_{a} t+\psi_{a}\right)+E_{b} \sin \left(\omega_{b} t+\psi_{b}\right) \tag{7-16}
\end{equation*}
$$

and the corresponding output voltage will be

$$
e_{o}=A_{a} E_{a} \sin \left(\omega_{a} t+\psi_{a}+\phi_{a}\right)+A_{b} E_{b} \sin \left(\omega_{b} t+\psi_{b}+\phi_{b}\right) \quad(\bar{\gamma}-1 \overline{7})
$$

where $\left.\begin{array}{rl}A_{a} & =\text { amplification } \\ \phi_{a} & =\text { phase shift }\end{array}\right\}$ at $\left.f_{a} \quad \begin{array}{rl}A_{b} & =\text { amplification } \\ \phi_{b} & =\text { phase shift }\end{array}\right\}$ at $f_{b}$
Now if $f_{b}$ is $k$ times as great as $f_{a}$, or

$$
\begin{equation*}
f_{b}=k \cdot f_{a} \tag{7-18}
\end{equation*}
$$

and if the amplifier satisfies the no-distortion criteria which have been stated,

$$
\begin{align*}
A & =A_{a}=A_{b}  \tag{7-19}\\
\phi_{a} & =2 \pi \tau f_{a}-n \pi \\
\phi_{b} & =2 \pi \tau f_{b}-n \pi  \tag{7-20}\\
& =k 2 \pi \tau f_{a}-n \pi
\end{align*}
$$

substitution of (7-19) and (7-20) shows that the output signal will be

$$
\begin{align*}
e_{o}=A E_{a} \sin \left[\left(\omega_{a} t+\right.\right. & \left.\left.2 \pi \tau f_{a}\right)+\psi_{a}-n \pi\right] \\
& +A E_{b} \sin \left[k\left(\omega_{a} t+2 \pi \tau f_{a}\right)+\psi_{b}-n \pi\right] \tag{7-21}
\end{align*}
$$

Since this equation is true for any time $t$, we may define a new time variable $t^{\prime}$ surh that

$$
\begin{equation*}
\omega_{a} t^{\prime}=\omega_{a} t+2 \pi \tau f_{a} \tag{7-22}
\end{equation*}
$$

and the output voltage becomes

$$
\begin{equation*}
e_{o}= \pm A\left[E_{a} \sin \left(\omega_{a} t^{\prime}+\psi_{a}\right)+E_{b} \sin \left(\omega_{b} t^{\prime}+\psi_{b}\right)\right] \tag{7-23}
\end{equation*}
$$

the sign depending upon the value of $n$. With either sign the output voltage is an amplified version of the input; both components are increased by the same factor and their phases remain unchanged. We have shown, therefore, that the criteria do provide distortionless amplification of stearly-state components.

Let us summarize the requirements for an ideal amplifier: A shall be independent of frequency in the pass band; $\phi$ shall he linear with frequency in the pass band with a phase intercept $n \pi$ or, alternatively, the time delay, $\tau$, shall be constant in the pass band; and the amplifier shall be linear.

## 7-2. The Resistance-coupled Amplifier

Of all the common types of amplifiers used in audio work the resistance-coupled form may best be adapted to the broadband requirements of the video system. We shall briefly review the characteristics of this circuit which is shown in lig. $7-1$. The use of the equivalent plate circuit in analysis is justified for we have specified that the amplifier shall be linear in its operation.


Fig. 7-1. The resistance-coupled amplifier. (a) The baside eircuit. (b) Lquivalent plate circuit.

The exact analysis of the circuit shows that some of the reactive circuit parameters have negligible effect over certain ranges of frequency and that the oporation may best be considered in three separate ranges of frequency. Thus there is a certain mid-frequency band defined as that range of frequency for which $C_{c}$ has negligible reactance and the shunting effect of $C_{i}$ and $C_{o}$ on $R_{1}$ and $R_{2}$ is negli-

(a)

(b)

(c)

Fig. 7-2. The operation of the resistance-roupled amplifier may be considered in threce separate frequency bands. (a) Equivalent mid-band cireuit. (b) Equivalent high-band circuit. (c) Equivalent low-hand circuit.
gible. In this mid-band we may use the equivalent circuit of Fig. - $-2 a$. and we have for the complex output voltage, which is defined as a voltnge drop from plate to gromen,'

$$
\begin{equation*}
E_{o m}=-g_{m} E_{i} R_{m} \tag{7-24}
\end{equation*}
$$

where

$$
\frac{1}{R_{m}}=\frac{1}{r_{p}}+\frac{1}{R_{1}}+\frac{1}{R_{2}}
$$

$$
\begin{equation*}
A_{m}=\frac{\boldsymbol{E}_{o m}}{\boldsymbol{E}_{i}}=-\boldsymbol{g}_{m} \boldsymbol{R}_{m} \tag{7-25}
\end{equation*}
$$

Therefore
and

$$
\left.\begin{array}{l}
A=\frac{E_{o}}{E_{i}}=g_{m} R_{m}  \tag{7-26}\\
\phi=180^{\circ}
\end{array}\right\} \quad \text { Mid-Band }
$$

As the frequency increases above the mid-band range, the reactance of the three condensers decreases further, and the shumting effect of $C_{o}$ and $C_{i}$ is no longer negligible. Since $C_{c}$ has negligible reactance,

[^78]$C_{o}$ and $C_{i}$ are in parallel and may be lumped into an equivalent shunt capacitance $C_{s}$, equal to
\[

$$
\begin{equation*}
C_{s}=C_{o}+C_{i} \tag{7-28}
\end{equation*}
$$

\]

The simplified equivalent circuit of Fig. 7-2b obtains and the output voltage is

$$
\begin{equation*}
E_{a h}=\frac{-g_{m} E_{i}}{\frac{1}{R_{m}}+j \omega C_{s}}=\frac{-E_{i} g_{m} R_{m}}{\sqrt{1+\left(\omega C_{s} R_{m}\right)^{2}}} /-\arctan \left(\omega C_{s} R_{m}\right) \tag{7-29}
\end{equation*}
$$

and the amplification in the high-band of frefueneres, $A_{h}$, is

$$
\begin{equation*}
A_{l}=\frac{E_{n h}}{E_{i}}=\frac{-g_{m} R_{m}}{\sqrt{1+\left(\omega C_{s} R_{m}\right)^{2}}} /-\arctan \left(\omega C_{s} R_{m}\right) \tag{7-30}
\end{equation*}
$$

In the work which is to follow it is convenient to use the relative high-band amplification defined as the ratio of high- to mid-band amplification; thus from ( $7-25$ ) and ( $7-30$ )

$$
\begin{equation*}
\frac{A_{h}}{A_{m}}=\frac{1}{\sqrt{1+\left(\omega C_{s} R_{m}\right)^{2}}} /-\arctan \left(\omega C_{s} R_{m}\right) \tag{7-31}
\end{equation*}
$$

In magnitude the relative amplification is

$$
\frac{A_{h}}{A_{m}}=\frac{1}{\sqrt{1+\left(\omega C_{\varepsilon} R_{m}\right)^{2}}} \quad \text { High-bAND } \quad(7-32)
$$

and the relative high-band phase shift, $\theta_{h}$, is

$$
\begin{equation*}
\theta_{h}=\phi_{h}-\phi_{m}=-\arctan \left(\omega C_{s} R_{m}\right) \quad \text { High-band } \tag{7-33}
\end{equation*}
$$

where the negative sign indicates that the high-band output lags the mid-band output.
(ienerally in the calculation of response curves it is convenient to work in terms of a normalized frequency, the reference being the socalled half-power frequency. This may be forced into the last two equations in the following manner. If a constant-amplitude variablefrecuency voltage be applied to the input of the resistance-coupled amplifier, ( $7-32$ ) will also give the magnitude of the ratio of output voltage in the high-band to output voltage in the mid-band. Since power is proportional to the spuare of voltage we may write

$$
\begin{equation*}
\frac{P_{h}}{P_{m}}=\left(\frac{F_{k}}{L_{m}}\right)^{v}=\left(\frac{A_{k}}{I_{m}}\right)^{2}=\frac{1}{1+\left(\omega C_{s} R_{m}\right)^{2}} \tag{7-34}
\end{equation*}
$$

We now ask this question: Is there some frequency $f_{2}$ in the highfrequency band at which the amplifier delivers one-half of the power it delivers in the mid-band? To answer this, we make the power ratio $\frac{1}{2}$ in the last equation and there results
hence

$$
\begin{gather*}
\frac{1}{2}=\frac{1}{1+\left(\omega_{2} C_{s} R_{m}\right)^{2}} \\
\omega_{2} C_{s} R_{m}=1 \tag{7-35}
\end{gather*}
$$

or

$$
\begin{equation*}
f_{2}=\frac{1}{2 \pi C_{s} R_{m}} \tag{7-36}
\end{equation*}
$$

$f_{2}$, defined as in eq. ( $7-36$ ), is the upper half-power frequency. Substitution of (7-35) into (7-32) and (7-33) gives the relative response in terms of the frequency normalized with respect to $f_{2}$.
and

$$
\left.\begin{array}{rl}
\frac{d_{1}}{A_{m}} & =\frac{1}{\sqrt{1+\left(\frac{f}{f_{2}}\right)^{2}}}  \tag{7-37}\\
\theta_{h} & =-\arctan \frac{f}{f_{2}}
\end{array}\right\} \quad \text { High-BAND }
$$

It may be seen by inspection of (7-37) that the relative amplification at the half-power point is 0.707 . Notice that the process of normal-


Fig. 7-3. Normalized response curves of the resistance-roupled amplifier. (a) Gain. (b) Phase shift.
ization makes the expressions for relative gain and relative phase shift independent of the specific circuit constants of the amplifier in use. These equations may be plotted to give universal response curves which apply to any resistance-coupled amplifier. ${ }^{3}$ Inspection of these curves shows that to an excellent approximation the upper limit of the mid-band of the amplifier lies at one-tenth of the upper half-power frequency. The typical response in the high-band is shown in Fig. 7-3.

The low-frequency band is defined as that band of frequencies for which $X_{C_{c}}$ is no longer negligible but the shunting effect of $C_{o}$ and $C_{i}$ on the plate load is unimportant. Subject to these restrictions the equivalent plate circuit of the amplifier for the low-frequency band is that shown in Fig. 7-2c. For the low-band output voltage we have

$$
\begin{equation*}
E_{o l}=-g_{m} E_{i} \frac{\frac{r_{p} R_{1}}{r_{p}+R_{1}}}{\left(R_{2}+\frac{r_{p} R_{1}}{r_{p}+R_{1}}\right)-\frac{j}{\omega C_{c}}} R_{2} \tag{7-39}
\end{equation*}
$$

Then, factoring out the term in the parentheses from the denominator, we get

$$
\begin{gather*}
\left.E_{o l}=\frac{-g_{m} E_{i} \frac{r_{p} R_{1} R_{2}}{r_{p}+R_{1}}}{\left(R_{2}+\frac{r_{p} R_{1}}{r_{p}+R_{1}}\right)\left[1-\frac{j}{\omega C_{c}\left(R_{2}+\frac{r_{p} R_{1}}{r_{p}+R_{1}}\right)}\right]}\right] \\
=-E_{i} \frac{g_{m} R_{m}}{1-\frac{j}{\omega C_{c} R_{L}}}  \tag{7-40}\\
R_{L}=R_{2}+\frac{r_{p} R_{1}}{r_{p}+R_{1}} \tag{7-41}
\end{gather*}
$$

where
It follows that the low-band complex amplification is

$$
\begin{equation*}
A_{l}=\frac{E_{o l}}{E_{i}}=-\frac{g_{m} R_{m}}{1-\frac{j}{\omega C_{c} R_{L}}} \tag{7-42}
\end{equation*}
$$

and for the relative amplification and relative phase shift we get

[^79]\[

\left.$$
\begin{array}{rl}
\frac{A_{l}}{A_{m}} & =\frac{1}{\sqrt{1+\left(\frac{1}{\omega C_{r} R_{L}}\right)^{2}}} \\
\theta_{l} & =\phi_{l}-\phi_{m}=+\arctan \left(\frac{1}{\omega C_{c} R_{L}}\right) \tag{7-44}
\end{array}
$$\right\} Low-BAND
\]

These expressions may also be normalized, this time with respect to the lower half-power frequency, $f_{1}$. Defined in a manner analogous to $f_{2}, f_{1}$ is that frequency at which the relative amplification falls to 0.707 and occurs when
or

$$
\begin{align*}
\omega_{1} C_{r} R_{L} & =1 \\
f_{1} & =\frac{1}{2 \pi C_{r} R_{L}} \tag{7-45}
\end{align*}
$$

Substitution of this identity into the previous low-band equations yields
and

$$
\left.\begin{array}{rl}
\frac{A_{1}}{A_{m}} & =\frac{1}{\sqrt{1+\left(\frac{f_{l}}{f}\right)^{2}}}  \tag{7-46}\\
\theta_{l} & =\arctan \frac{f_{1}}{f}
\end{array}\right\} \text { Low-BAND }
$$

Nince $\theta_{l}$ is a positive quantity the low-band output leads the output in the mid-band. It may be shown from (7-46) that to an excellent approximation the lower limit of the mid-band is 10 times the lower halfpower frequency.

A typical response curve for the resistance-coupled amplifier is shown in Fig. 7-3. It should be noticed that the mid-band is defined by the frequency range

$$
\begin{equation*}
10 f_{1} \leq f \leq 0.1 f_{2} \tag{7-48}
\end{equation*}
$$

Mid-band
Notice in the derivation above that the accent has been shifted from amplification and phase shift to their relative values, $A / A_{m}$ and $\theta=\phi-\phi_{m}$. We therefore must convert the criteria for distortionless operation into terms of these relative quantities. Both conversions may be made by inspection. First, if $A$ is to remain constant, $A / A_{m}$ must remain at unity. Second, by definition,

$$
\begin{align*}
\theta & =\phi-\pi \\
& =(2 \pi \tau f-n \pi)-\pi=2 \pi \tau f-(n+1) \pi \tag{7-49}
\end{align*}
$$

Then since $n$ is any integer, positive or negative, the same criterion for no distortion applies to $\theta$ as to $\phi$.

In summary we may say that the requirements for no distortion in a linear amplifier are that relative amplification shall remain constant at unity, and that relative phase shift shall vary linearly with frequency in the pass band of the amplifier. The latter condition does not preclude $\theta$ remaining zero.

In order to satisfly the criteria stated in the last paragraph a resistance-coupled amplifier must be designed in such a manner that the entire range of frefuencies which comprise the video signal lie within the mid-band range of the amplifier. If such a design be carried out, the amplification will be so low that the stage is of little use in raising the signal level. We may demonstrate this by an example which is typical. Say the bandwidth of the signal is such that the amplifier must be flat to 4.5 me . By (7-48) we see that the amplifier must he designed so that its upper half-power frequency is $10 \times 4.5=45 \mathrm{mc}$. From eq. $(7-35)$ we see that $f_{2}$, the upper halfpower frequency, is that frequency at which the reactance of $C_{s}$ and $R_{m}$ are equal. For a typical amplifier employing a $6 A C 7$ tube $C_{s}$, the sum of input and output capacitances, will average around $20 \mu \mu \mathrm{f}$, thus ( $7-3.5$ ) requires a value of $R_{m}$

$$
\begin{equation*}
R_{m}=\frac{1}{2 \pi\left(4.5 \times 10^{7}\right)\left(2 \times 10^{-11}\right)}=173 \mathrm{ohms} \tag{7-50}
\end{equation*}
$$

With a transconductance of 9000 mieromhos, the 6 AC 7 will have a corresponding mid-hand amplification of

$$
\begin{equation*}
A_{m}=g_{m} R_{m}=\left(9 \times 10^{-3}\right)\left(1.73 \times 10^{2}\right)=1.56 \tag{7-51}
\end{equation*}
$$

This value of amplification is too low to be of value.
To counteract the conflicting reguirements of bandwidth and amplification, a compensating procedure is applied in the design of the amplifier. Since the decrease in high- and low-band amplification is the result of different circuit elements, we may consider the compensation of the two bands separately. This will be done after we have seen that the transient response of an amplifier is related to its steady-state characteristics.

## 7-3. Transient Response of a Video Amplifier

To this point in the present chapter we have been concerned with the steady-state response of the basic resistance-coupled amplifier
circuit. The general point of view in the steady-state case is this: if a sinusoidal signal of known amplitude, frequency, and phase is applied to the input terminals of the amplifier, what will be the amplitude and phase of the corresponding signal which appears across the output terminals? An investigation is then made of how these output quantities change as the frequency of the applied signal is varied. When this information is known, we have the steady-state response of the network, that is, we know how the amplifier responds to a sinusoidal signal of any frequency. Since Fouricr's theorem gives us a means of relating any repetitive nonsinusoidal signal to its harmonically related sinusoidal components, we can then find the response of the amplifier to such a signal, by determining the output for each of the sinusoidal components. Then, in accordance with the superposition theorem, the total output signal will be the sum of the individual sinusoidal output components.

In television work, however, we deal almost exclusively with signals which are nonrepetitive in nature. The Fourier analysis does not obtain in this case and we are faced with the following problem: What sort of response characteristics can we use in place of the steadystate which will give us the required information for these nonrepetitive input signals?

In the final analysis the measure of distortion in an amplifier is the answer to the question: To what extent is the shape of the output signal an exact, though amplified and delayed, reproduction of the shape of the input signal? Now if we speak of the shape or wave form of a signal, we must inevitably bring in a time variable, and we may describe the signal by plotting its instantaneous amplitude as a function of time. This concept is well known and in fact has been used several times in this book where a voltage or current has been plotted against time to illustrate its shape. It follows, then, that we must concern ourselves with the time response of an amplifier, that is, the shape of its output signal relative to a given input signal. We have two principal questions to answer: (1) What input signal shall be used to give the information we need about the reproduction of nonrepetitive wave forms, and (2) How shall we calculate the amplifier response to that input signal? When these questions are answered, we shall discover that the time or transient response is related to the steady-state characteristics of the amplifier.

A number of different mathematical approaches to the calculation
of transient response are available ${ }^{3.4}$ in the literature and the recent trend has been toward almost exclusive use of the Laplace transform. ${ }^{5}$ Since our purpose is primarily the study of television systems, however, it is beyond the scope of our work to develop the mathematical tools needed for these methods; hence we shall approach the problem from a physical basis to gain insight of the circuit behavior, and state the mathematical results where required and reference them for the benefit of the interested student.

## 7-4. Unit Function

In order to find the transient response of a network we must first find a suitable test signal to apply at the input terminals. From an even elementary study of electrical transient phenomena we know that a common test voltage is that furnished by a battery of constant roltage which is suddenly applied to the network at $t=0$. The resulting applied voltage has the faniliar form plotted in Fig. 7-4


Fig. 7-4. Unit function, a hasic test voltage.
and is known as a step function. If the amplitude of the step is unity, the form is known as "unit function" or "unit step." The reason for the choice of this form of test signal for the calculation of transient response may be demonstrated mathematically by means of the superposition integral or Duhamel's integral as it is sometimes known. The basic line of reasoning used is that any nonrepetitive wave form may be considered as the superposition of a number of unit functions suitably weighted in amplitude and time as illustrated

[^80]in Fig. 7-5. Then, if the network response to unit step is known, the response to the actual wave form may be obtained as the superposition of the response to each of the weighted steps which synthesize the wave. ${ }^{6}$ We should note that this is a direct analogue of the steady-state problem where the response to a sine ware is used to determine the response of a repetitive wave which may be synthesized from suitably weighted sinusoidal components. For our purpose it is


Fig. 7-5. A nonrepetitive wave form may be considered as the superposition of step functions properly woighted in amplitude and time. If the response of a network to unit step is known, the totat response is the superposition of all the individual responses to earh of the steps.
appropriate to justify the use of a step function as a test signal on physical grounds. To do this we consider two extremes of wave form which are encountered in television work. Assume that a large area of gray appears in the telerised image. Then in this case the wave form of the signal is constant at some d-e value in the region of the gray signal. In the extrome case, where the whole picture is at the same gray level, the duration of that dec level of the corresponding signal will last for at least one frame interval. Thus we may state that one requirement on a video amplifier is that it be able to maintain a constant dec level over a relatively long interval, that is, long in terms of a line duration.

Further, let it he assumed that in one region of the televised image an abrupt transition from black to white occurs. This once again represents an extreme condition; if the amplifier can reproduce this abrupt transition, it cortainly can reproduce any gradual one. It follows, then, that if a video amplifier can meet these two require-ments-reproduction of an abrupt transition and maintenance of a constant level over a comparatively long interval it should be able

[^81]to reproduce any other conditions which oreur in a video signal. A moment's reflection will show that these two conditions are met exactly by step function; hence step function is an ideal test wave form for video amplifiers and it is the hasie test signal used for calculating transient response and for determining transient response experimentally.

## 7-5. Transient Response of the R-C Amplifier

With our test signal decided upon we may now catcubate the transient response of the basic resistance-coupled amplifier whose circuit diagram is shown in Fig. $\mathbf{7}-1$. It is fortunate that the tramsient response of this circuit is amenable to solution by simple differential equations. To simplify our work, we shall assume the plate resistance of the amplifier tube to be much larger than the resistance $R_{1}$. Actually further simplification of the circuit can be made. To illustrate this let us consider the physical behavior of the circuit when a step-function grid voltage is applied. At $t=0$ the current $g_{m} e_{i}$ begins to flow. Now since the voltage across a condenser cannot change abruptly, initially $g_{m} e_{i}$ flows into the condensers, charging them. As the voltage across the condensers increases, some of the current begins to flow through the resistors. Furthermore, since $C_{c} \gg C_{i}$, most of the voltage drop across them will appear across $C_{i}$; thus in the region of the step in the applied wave, we may neglect $C_{c}$ and eonsider it to be shorted out. Further, in the typical amplifier $R_{2} \gg R_{1}$, so that in the vicinity of the step, a much smaller current flows through $R_{2}$ than through $R_{1}$. It follows at once, then, that as far as behavior near the jump in an applied step voltage is concerned, the equivalent circuit of the amplifier is identical to that shown for the high-frequency-band steady-state response in Fig. 7-2b, but with $R_{m}=R_{1}$. Remember that with $C_{c}$ shorted out, $C_{o}$ and $C_{i}$ are in parallel and their sum is defined as $C_{s}$. We may now solve for the instantaneous output voltage, $e_{o}$, by using Kirchhoff's current law.

Let

$$
\begin{align*}
& i_{1}=\text { instantaneous current in } R_{1}  \tag{7-52}\\
& i_{s}=\text { instantaneous current in } C_{z}
\end{align*}
$$

Then

$$
\begin{equation*}
i_{1}+i_{s}=g_{m} e_{i} \tag{7-5.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{e_{o}}{R_{1}}+C_{s} \frac{d e_{o}}{d t}=g_{m} e_{i} \tag{7-54}
\end{equation*}
$$

By collecting terms and separating the variables we get

$$
\begin{equation*}
\frac{-d e_{o}}{g_{m} e_{i} R_{1}-e_{o}}=-\frac{d t}{R_{1} C_{s}} \tag{7-55}
\end{equation*}
$$

and integrating

$$
\begin{equation*}
\ln \left(g_{m} e_{i} R_{1}-e_{o}\right)=-\frac{t}{R_{1} C_{s}}+\ln K \tag{7-56}
\end{equation*}
$$

$K$ being the constant of integration which may be evaluated for
at

$$
t=0, \quad e_{o}=0
$$

thus

$$
\begin{equation*}
\ln K=\ln g_{m} e_{i} R_{1} \tag{7-57}
\end{equation*}
$$

Then if ( $7-57$ ) is substituted into (7-56) and antilogs are taken, there results

$$
\begin{equation*}
e_{o}=g_{m} e_{i} R_{1}\left(1-\epsilon^{-t / R_{1} \Gamma^{\circ}} \cdot\right) \tag{7-58}
\end{equation*}
$$

which is the response of the $R-C$ amplifier to the discontinuity in an applied step function. We see, then, that the output voltage response to the discontinuity in the applied step voltage is of a familiar exponential form which is replotted in Fig. 7-6a for convenience. From this curve we observe that the time constant $R_{1} C_{s}$ must be small if the rise from zero to full response is to occur in a short interval of time.


Fig. 7-6. The basic exponential curves. (a) $1-\epsilon^{-t / R C}$. (b) $\epsilon^{-t / R C}$.
We shall investigate this condition more carefully later in the section. We may summarize our results so far by noting that: (1) The response to the discontinuity is exponential. (2) High gain demands a large value of $R_{1}$ whereas short rise time requires a small value of $R_{1}$; therefore high gain and short rise time are incompatible. (3) The response to the discontinuity depends upon $R_{1}$ and $C_{8}$, which are also
the determining factors in the high-band steady-state response; on this basis we might expect that the transient response to a discontinuity in applied voltage is related to the high-frequency steadystate characteristics of the amplifier.

Let us now consider the behavior of the circuit after some finite interval has elapsed after the application of the step voltage. When $C_{i}$ has become almost fully charged, the voltage across the coupling condenser $C_{c}$ must be taken into account. When this condition obtains we may effectively neglect $C_{s}$ and assume that a constant voltage $g_{m} e_{i} R_{1}$ is applied to $C_{c}$ and $R_{2}$. Our previous studies have shown that the output voltage would be

$$
\begin{align*}
e_{a} & =\text { voltage across } R_{2} \\
& =g_{m} e_{i} R_{1 \epsilon}-t / R_{2} C_{e} \tag{7-59}
\end{align*}
$$

which is the response of the $R-C$ amplifier to the flat portion of an applied step voltage. From this equation which is replotted for convenience in Fig. $7-6 b$ we see that the time constant $R_{2} C_{c}$ must he very large, in fact infinite, if the output voltage is to remain concient at a fixed d-c level. In summary, we note that after a finite interval after application of the step voltage: (1) The transient response decays exponentially. (2) The time constant $R_{2} C_{c}$ should be high. (3) The response depends upon $R_{2} C_{c}$, which is also the determining factor in the low-band steady-state response; hence we might expect that the transient response to the flat-topped portion of step function is related to the low-frequency steady-state characteristics of the amplifier. Furthermore our analysis shows that we are justified in handling the response to the discontinuous and flat-topped portions of step function as two separate problems.

Let us apply these results to calculate the transient response of a resistance-coupled amplifier for the duration of one active scanning line interval, which under commercial telecasting standards is approximately $51 \mu \mathrm{sec}$. Let the circuit constants of the amplifier bs

$$
\begin{array}{ll}
g_{m}=9000 \text { micromho } & R_{2}=100 \text { kilohms } \\
R_{1}=5000 \text { ohms } & C_{c}=0.1 \mu \mathrm{f}
\end{array}
$$

$$
C_{s}=20 \mu \mu \mathrm{f}
$$

Then the mid-band gain of the amplifier will be

$$
\begin{aligned}
.1 & =g_{m} R_{1}=\left(9 \times 10^{-3}\right)\left(5 \times 10^{3}\right)=45 \\
R_{1} C_{s} & =\left(5 \times 10^{3}\right)\left(2 \times 10^{-11}\right)=0.1 \mu \mathrm{sec} \\
R_{2} C_{c} & =\left(10^{5}\right)\left(10^{-7}\right)=10^{-2} \text { sec }
\end{aligned}
$$

and
The response to the discontinuity is shown in Fig. 7-7a. From this curve the 10 to 90 per cent rise time is seen to be $2.2 R_{1} C_{s}=0.22 \mu \mathrm{sec}$. Since the $R_{2} C_{c}$ time constant is long in comparison to the active


Fig. 7-7. Transient response of the resistance-roupled amplifier.
(a) In the vicinity of the diseontinuity in an applied step function.
(b) After the full response has been reached.
line interval, we may assume that the exponential decay after the build-up has occurred may be replaced by a linear decay which has a slope equal to the initial slope of the exponential, that is,

$$
\begin{aligned}
\left.\frac{d e_{0}}{d t}\right]_{\text {initial }} & \left.\left.=\frac{d}{d t} \epsilon^{-t / R 2 C_{c}}\right]_{t=0}=-\frac{1}{R_{2} C_{c}} \epsilon^{-t / R_{2} C_{e}}\right]_{t=0} \\
& =-\frac{1}{R_{2} C_{c}}=10^{-2} \mathrm{v} / \mathrm{sec}
\end{aligned}
$$

This result may be stated in a different way. Assuming $e_{o}$ to decay at a constant rate during the line interval we may write

$$
e_{o}=g_{m} e_{i} R_{1} \epsilon^{-t / R_{2} C_{e}} \approx g_{m} e_{i} R_{1}\left(1-\frac{t}{R_{2} C_{c}}\right)
$$

and the "tilt" of the output wave will be

$$
\text { tilt }=\frac{\left.\left.e_{0}\right]_{51}-e_{0}\right]_{0}}{\left.e_{0}\right]_{0}}=\frac{1}{R_{2} C_{c}}=\frac{53 \times 10^{-6}}{10^{-2}}=0.53 \text { per cent }
$$

These results are ploted in Fig. 7-7b. Whereas they appear quite satisfactory for a single stage, if a number of these stages are caseaded, the rise time and decay will both increase and the specification
of the transient requirements becomes quite difficult. We shall consider this problem later in the discussion.

Thus far we have seen in a qualitative manner that the transient and steady-state responses are interrelated. We next consider an analytical method of expressing this interrelationship, the Fourier integral.

## 7-6. The Fourier Integral

It is beyond the scope of our work to derive the Fourier integral. We shall, however, briefly describe some of its properties and state the mathematical results which are of aid in our discussion of video amplifiers. The Fourier integral is a generalization of the Fourier series, which permits a nonrepetitive pulse, such as unit function, to be expressed as an integral (summation) of an infinite number of sinusoidal frequency components, each of infinitesimal amplitude and spread continuously over the frequency spectrum from zero to infinite frequence. ${ }^{7}$ If unit function is applied to a network having the steady-state characteristics $A(\omega)$ and $\phi(\omega)$, the method of the Fourier integral states that the response of the network will be
$e_{0}(t)=\frac{A(0)}{2}+\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{A(\omega) \sin [\omega l+\phi(\omega)]}{\omega} d \omega \quad \begin{aligned} & \text { Response } \\ & \text { To UNIT } \\ & \text { Function }\end{aligned}$
Equation (7-60) shows the direct relationship between the transient and steady-state responses of a network which we anticipated in the last section. It further shows one of the chief difficulties of the Fourier integral approach: if mathematical evaluation is to be used, the steady-state response characteristics of the network must be stated analytically. This means, for example, that the curves of Fig. 7-3 would have to be stated in equation form and the resulting integration becomes quite difficult. Alternatively some form of graphical integration may be used.

The use of the Fourier integral may be demonstrated by calculating the transient response of an amplifier which has ideal characteristics from a steady-state point of view. We choose this example because the integration is straightforward and yields some interesting results

[^82]of general applicability. The ideal low-pass amplifier has a uniform amplitude response, $A$, up to a cutoff freguency, $f_{\text {r }}$. and zero for all freguencies higher than $f_{r}$. Its phase characteristic is linear in the pass band and given by $\phi=\omega \tau_{d}, \tau_{d}$ being a constant. These steadystate responses are plotted in Fig. $\mathbf{i}-8 a$. The significance of negative


Fig. 7-8. The response characteristice of an "ideal" amplifier. (a) Steady-state response. (b) Transient response.
frequency is that the rotating vector, which represents the negative freguency component, rotates in a clockwise, or negative, direction.

We now substitute these responses into eq. (7-60). Notice that $A(\omega)$ is zero everywhere outside the pass band so that the contribution to the integral is zero at all frequencies $|\omega|>\left|\omega_{r}\right|$, hence we have

$$
\begin{equation*}
e_{0}(t)=\frac{A}{2}+\frac{1}{2 \pi} \int_{-\omega_{r}}^{\omega_{r}} \frac{1 \sin \left(\omega t-\omega \tau_{d}\right)}{\omega} d \omega \tag{7-61}
\end{equation*}
$$

Then, multiplying numerator and denominator of the integrand by $\left(t-\tau_{d}\right)$, we get
where

$$
\begin{align*}
\rho_{0}(f) & =\frac{A}{2}+\frac{A}{2 \pi} \int_{-\omega}^{\omega_{c}} \frac{\sin \omega\left(t-\tau_{d}\right)}{\omega\left(t-\tau_{d}\right)} d\left[\omega\left(t-\tau_{d}\right)\right] \\
& =\frac{1}{2}+\frac{A}{\pi} \int_{0}^{\omega_{r}\left(t-\tau_{d}\right)} \frac{\sin u}{u} d u=\frac{A}{2}+\frac{A}{\pi} \operatorname{Si}(x) \tag{7-62}
\end{align*}
$$

The definite integral $S i(x)$ of (7-62) is well known and its evaluation as a function of $x$, the upper limit, is available in the literature. ${ }^{3}$ The result is plotted as a function of time in Fig. $7-8 b$.

[^83]We may note a number of significant points from this response curve. First, the transient response of an "ideal" amplifier is not ideal at all; it exhibits "overshoot" and "ring," that is, it rises above and then oscillates about the 100 per cent response level, and displays a finite rise time, $\tau_{r}$. This fact shows that extreme care is required in setting up the requirements for a video amplifier in terms of steadystate responses alone and further shows why a study of transient response is so necessary. Second, an amplifier having "ideal" steadystate characteristics is a mathematical fiction which cannot be realized physically. This follows because the response curve of Fig. $7-8 b$ shows a response for $t<0$, indicating that the network responds before the test signal is applied! These facts are of far-reaching consequence, in fact, it may be shown that $A(\omega)$ and $\phi(\omega)$ are interrelated ${ }^{9}$ so that only one but not both of these characteristics may be set up arbitrarily, as was done in Fig. 7-8a. This may be verified in a qualitative fashion for the resistance-coupled amplifier, for eqs. $(7-32)$ and ( $7-33$ ) show that high-band amplification and phase response are both functions of the same quantity, $\omega$ ' ${ }^{\prime} R_{1}$, and hence must be interrelated. Third, $\tau_{d}$, the delay time, or the interval by which the 50 per cent response point lags the time of application of the step test signal, is equal to the slope of the steady-state phase response curve. Fourth, if the linear region of the build-up portion of the curve be extended to intersect the 0 and 100 per cent response levels, $\tau_{r}$, the rise or build-up time may be defined as the time interval between these two intersections. ${ }^{10}$ This interval may be related to the steady-state cutoff frequency because at any time $t$ the slope of the output voltage may be obtained by differentiating (7-62), thus

$$
\begin{equation*}
\frac{d \rho_{o}(t)}{d t}=\frac{A}{\pi} \frac{\sin x}{x} \omega_{c} \tag{7-63}
\end{equation*}
$$

But the linear portion of the curve occurs at $t=\tau_{d}$, where $x=0$ and $(\sin x) / x=1$. Thus the slope of the linear portion is

$$
\begin{equation*}
\left.\frac{d e_{o}(t)}{d t}\right]_{t=r_{d}}=\frac{A \omega_{r}}{\pi}=A 2 f_{c} \tag{7-6t}
\end{equation*}
$$

[^84]and from the figure
\[

$$
\begin{equation*}
\tau_{r}=\frac{-1}{.12 f_{c}}=\frac{1}{2 f_{c}} \tag{7-6;}
\end{equation*}
$$

\]

This last equation is a statement of Küpfmïller"s rule that in a network having the ideal low-pass chatacteristies shown in Fig. 7-8a the rise time is one-half the reciprocal of the steady-state cutoff frequency.
Statements 3 and 4 show again that the transient and steady-state responses are interrelated, and that given $f_{c}$ and $\phi(\omega)$ we may calculate the rise and delay times in the transient response, at least for this ideal case.

One other important general observation may be derived from the preceding results. Notice that if $f_{r}$ is raised the rise time decreases. Furthermore for the ideal amplifier if $f_{c}$ is raised the slope of the $\phi(\omega)$ curve will decrease with a corresponding decrase in delay time. It would seem that a good transient response would result if the steadystate bandwidth were infinite. Obviously this condition cannot be met in practice.

It must be stressed that the quantitative results which have been derived apply only to the "ideal" amplifier which was chosen because its $A(\omega)$ and $\phi(\omega)$ characteristics may be integrated easily. Hence some care must be exercised in extending the results to amplifiers which may be realized in practice. Moskowitz and Racker ${ }^{11}$ have suggested a handy rule-of-thumb extension of statement 4 . which relates rise time to cutoff frequency. It is a physical fact that pulses encountered in practice do not have abrupt transitions or discontinuities but actually hate finite rise times. For example, the horizontal synchronizing pulses used in commercial television have a rise time of approximately $0.25 \mu$ sec. The rule states that where the applied pulse has such a finite rise time, say $\tau_{p}$, the transient response of an amplifier having a sharp cutoff characteristic will be satisfactory if $\tau_{r}$ for the amplifier is less than $\tau_{p}$ of the pulse. In other words, the rutoff frequency should be at least

$$
\begin{equation*}
f_{c}=\frac{1}{2 \tau_{p}} \tag{7-66}
\end{equation*}
$$

Where the amplifier has a gradual cutoff chararteristic, a lower cutoff frequency may be tolerated, or

[^85]\[

$$
\begin{equation*}
f_{c}=\frac{1}{3 \tau_{p}} \tag{7-67}
\end{equation*}
$$

\]

## 7-7. Cascaded Video Amplifiers

In the interests of the work to follow we must consider what effect the cascading of $n$ identical amplifiers has on the transient response. Palmer and Mautner ${ }^{12}$ have shown that if the overshoot. ${ }^{13} \gamma$. per stage is less than or equal to 2 per cent, the decrease in bandwidth of the $n$ stages is the factor $1 / \sqrt{n}$, or in other words, the rise time for the $n$ stages is $\sqrt{n}$ times that for a single stage. It may also be shown that $\gamma$ increases with $n$, and that if the limit per stage is held to 2 per cent or less, the increase in $\gamma$ due to cascarling will not give unsatisfartory results. ${ }^{14}$ This will be demonstrated by curves later in the chapter.

These data allow us to specify roughly the requirements for each stage in a cascaded ehain of video amplifiers: The overshoot, $\gamma$, shall be as small as possible and not exceed 2 per cent; and the rise time, $\tau_{r}$, shall be $1 / \sqrt{n}$ times, or less than, the maximum allowable rise time of the whole system. Since rise time is related to cutoff frequency, this is tantamount to putting a lower limit on the cutoff frequency. In more advanced texts it is shown that the tendency of a transient response to ring, that is, to overshoot and oscillate about the 100 per cent response value, is related to sterpness in the $A(\omega)$ response characteristic. The steeper the cutoff, the greater is the ring characteristic; hence most video amplifier designs are based on a more or less gradual rutoff so that a less strict requirement is placed on the cutoff frequency.

From our study of the resistance-coupled amplifier the following facts are evident:

[^86]Let $\quad(\Delta f)_{r}=$ bandwidth of $n$ cascaded identical stages,
$A_{T}=$ amplification of $n$ cascaded identical stages,
$\Delta f=$ handwidth per stage,
$A=$ amplification per stage.
Then if $\gamma$ is 2 per cent or less
and

$$
\begin{align*}
(\Delta f)_{T} & =\frac{\Delta f}{\sqrt{n}}  \tag{7-68}\\
A_{T} & =A^{n} \tag{7-69}
\end{align*}
$$

The gain-bandwidth product of the cascaded series will therefore be

$$
\begin{equation*}
A_{T}(\Delta f)_{T}=A^{n} \frac{\Delta f}{\sqrt{n}} \tag{7-70}
\end{equation*}
$$

It is clear, then, that gain may be traded for bandwidth or vice versa, with $n$ a controlling factor. Ideally the gain-bandwidth product per stage should be as high as possible to allow a minimum number of stages to be used. For the single-stage resistance-coupled amplifier, this product is

$$
\begin{align*}
\Delta f & =\frac{1}{2 \pi C_{s} R_{\mathrm{I}}} \\
A & =g_{m} R_{\mathrm{I}} \\
A \Delta f & =\frac{g_{m}}{2 \pi C_{s}} \tag{7-71}
\end{align*}
$$

a function primarily of the tube. The quantity $g_{m} / 2 \pi C_{s}$ is often specified as the figure of merit for a video amplifier tule. Recognition of the fact that this guantity is the gain-bandwidth product for an amplifier which has a two-terminal coupling network has led to the development of high- $g_{m}$ low- $C_{s}$ tubes, such as the 6.IC' 7 .

## HIGH.FREQUENCY COMPENSATION ${ }^{15}$

Our study so far has shown that the resistance-coupled amplifier affords a poor compromise between high gain and bandwidth, and does not exhibit an ideal transient response. We shall now consider a number of means for compensating these effects. Our general procedure will be to analyze the various compensating circuits on a

[^87]steady-state basis and then to observe their effects on the transient response of the amplifier.

The general basis for the several methods of high-frequency compensation to be described is this: In the high-frequency band the change in $A(\omega)$ and the departure from linearity of $\phi(\omega)$ are the result of the shunting effect of $C_{\infty}$ on $R_{1}$, that is, of the decrease in plate load impedance at higher frequencies. To compensate for this effect we may insert inductance into the plate load. ${ }^{16}$ A number of interstage coupling networks which use compensating inductance will be considered.

## 7-8. Shunt Compensation

The decrease in plate load impedance at high frequencies may be compensated for by adding an inductance of proper value in series with $R_{1}$, the plate load resistance. The resulting rircuit, which is shown in Fig. 7-9a, is known as the shunt-compensated circuit. For


Fig. 7-9. The shunt-compensated video amplifier. (a) Basic cirruit. (h) Simplified high-frequency-band equivalent cireuit.
the analysis which is to follow we may make some simplifications in the basic circuit diagram. First, we shall be concerned with the response of the amplifier in the high-frequency band; hence $C_{c}$ will have negligible reactance and may be omitted from the diagram. Second, omission of $C_{r}$ places $C_{o}$ and $C_{i}$ in parallel; these may be lumped into the single capacitance. (' ${ }_{s}$ defined by eq. (7-28). Third, the ralues of plate resistance and grid leak resistance, $R_{2}$, will be

[^88]much larger than that of $R_{1}$ in typical circuits. The shunting effect of $r_{p}$ and $R_{2}$ on the $R_{1}-L$ branch of the plate circuit will be negligible and $r_{p}$ and $R_{2}$ may he omitted from the diagram. Under these simplifying conditions the equivalent high-band plate circuit is that shown in Fig. 7-9b.

Reading directly from the diagram we see that in the high-band

01

$$
\begin{align*}
\boldsymbol{E}_{o h} & =-g_{m} E_{i} \boldsymbol{Z}_{h}  \tag{7-72}\\
\boldsymbol{A}_{h} & =-g_{m} \boldsymbol{Z}_{h} \tag{7-73}
\end{align*}
$$

where $Z_{h}$ is the complex load impedance in the high-frequency band, which may be expressed by

$$
\begin{equation*}
Z_{i t}=\frac{-j X_{c}^{\prime}\left(R_{1}+j X_{L}\right)}{R_{1}+j\left(X_{L}-X_{c}\right)}=\frac{R_{1}\left(1+\frac{j X_{L}}{R_{1}}\right)}{\left(1-\frac{X_{L}}{X_{c}^{\prime}}\right)+j \frac{R_{1}}{X_{c}}} \tag{7-74}
\end{equation*}
$$

Then, substituting for $X_{L}$ and $\lambda_{c}$ in terms of $\omega, L$, and $C_{s}$, we get

$$
\begin{equation*}
Z_{h}=\frac{R_{1}\left(1+j \frac{\omega L}{R_{1}}\right)}{\left(1-\omega^{2} L C_{s}\right)+j \omega C_{s} R_{1}} \tag{7-75}
\end{equation*}
$$

It is convenient to express $Z_{h}$ in terms of the upper half-power irequency, $f_{2}$, of the amplifier in the absence of the compensating inductance, $L$. Inspection of the equivalent circuit of Fig. 7-9b and eq. (7-35) shows this uncompensated upper half-power frequency to be

$$
\begin{equation*}
\omega_{2}=\frac{1}{C_{3} R_{1}} \tag{7-76}
\end{equation*}
$$

It is of further convenience to express $L$ in terms of a design parameter, $K$, and $f_{2}$. This may be done by defining
whence

$$
\begin{align*}
K & =\frac{\omega_{2} L}{R_{1}}  \tag{7-77}\\
\frac{L}{R_{1}} & =\frac{K}{\omega_{2}} \tag{7-78}
\end{align*}
$$

Substitution of (7-76) and (7-78) into (7-75) yields

$$
\begin{equation*}
\boldsymbol{Z}_{h}=\frac{R_{1}\left[1+j K\left(\frac{\omega}{\omega_{2}}\right)\right]}{\left[1-K\left(\frac{\omega}{\omega_{2}}\right)^{2}\right]+j\left(\frac{\omega}{\omega_{2}}\right)} \tag{7-79}
\end{equation*}
$$

The complex, high-band amplification then becomes

$$
\begin{equation*}
A_{h}=-\frac{g_{m} R_{1}\left[1+j K\left(\frac{f}{f_{2}}\right)\right]}{\left[1-K\left(\frac{f}{f_{2}}\right)^{2}\right]+j\left(\frac{f}{f_{2}}\right)} \tag{7-80}
\end{equation*}
$$

This expression gives $A_{h}$ in terms of the normalized frequency, $f / f_{2}$, For simplicity we may use the identity

$$
\begin{equation*}
y=\frac{f}{f_{2}} \tag{7-81}
\end{equation*}
$$

In common with the resistance-coupled amplifier, the compensated amplifier may have its complex amplification expressed on a relative basis, the mid-band response being the reference. We shall define the mid-band as that range of frequencies for which the reactance of $C_{c}$ is negligible, the reactance of $L_{A}$ is negligible in comparison to $R_{1}$, and $C_{s}$ has negligible shunting effect. The student should notice that this definition is consistent with the definition given in eq. (7-25). Then, from the diagram,

$$
\begin{equation*}
A_{m}=-!l_{m} R_{1} \tag{7-82}
\end{equation*}
$$

and the relative complex high-band amplification becomes

$$
\begin{equation*}
\frac{A_{h}}{A_{m}}=\frac{1+j K y}{\left(1-K y^{2}\right)+j y} \tag{7-83}
\end{equation*}
$$

It is convenient to reduce this complex amplification ratio into its more useful polar form, thus

$$
\begin{align*}
& \frac{A_{h}}{A_{m}}=\frac{|1+j K y|}{\left|\left(1-K y^{2}\right)+j y\right|}=\sqrt{\frac{1+K^{2} y^{2}}{1+(1-2 K) y^{2}+K^{2} y^{4}}}  \tag{7-84}\\
& \text { where } \\
& \qquad y=\frac{f}{f_{2}}
\end{align*}
$$

High-band

The expression for $\theta_{h}$, the relative phase shift, may also be derived in the same manner, but the result which will appear as the difference between two angles is very difficult to manipulate. An equivalent expression which has a simpler form may be obtained by first rationalizing equation ( $7-8: 3$ ), thus

$$
\begin{equation*}
\frac{A_{h}}{A_{m}}=\frac{(1+j K y)\left[\left(1-K y^{2}\right)-j y\right]}{\left(1-K y^{2}\right)^{2}+y^{2}}=\frac{1-j y\left(1-K+K^{2} y^{2}\right)}{\left(1-K y^{2}\right)^{2}+y^{2}} \tag{7-85}
\end{equation*}
$$

and $\quad \theta_{h}=-\arctan y\left(1-K+K^{2} y^{2}\right) \quad$ High-band $\quad(7-86)$

Equations (7-77), (7-84), and (7-86) are basic in the analysis and design of shunt-compensated video amplifiers on a steady-state basis. They show that shunt compensation can never give an amplifier which has the ideal amplification and phase response. This fact may be seen from the following: Consider first the amplification. If $A_{h} / A_{m}$ is to remain constant, the right-hand member of eq. (7-84) must be independent of $y$, the normalized frequency. Since a $y^{4}$ term is present in the denominator of the expression but not in the numerator, no possible value of $K$ can give the ideal condition.

A similar argument may be used to show that $\theta_{h}$ cannot vary linearly with $y$. This is demonstrated under Case III which is covered later in this section. Since the ideal conditions cannot be obtained exactly, the problem in design is to effect the best compromise between constant amplification on the one hand and linear phase shift on the other. Two general philosophies may be used for this compromise, the first, for the lack of a generally accepted term, we shall call simple shunt compensation. The second approach leads to the Freeman-Schantz design condition. We consider these in order.

## 7-9. Simple Shunt Compensation

The basis of the simple shunt-compensating design is that the upper half-power frequency, $f_{2}$, is made identical to $f_{c}$, the top video frequency or highest frequency to be amplified. It is apparent, then, that all those frequencies lying between $0.1 f_{2}$ and $f_{2}$ will suffer both phase and frequency distortion. The compensating inductance, $L$, must be chosen to minimize this distortion. (renerally speaking, $L$ (or its design parameter $K$ ) may be chosen to optimize either the amplification response or phase response, or to give some compromise between the two. Some typical cases are considered in the following paragraphs.
Case I. Design Condition: The relative amplification at the top video frequency shall be 1 .

The required value of $K$ to meet this condition may be determined from (7-84).

At $f=f_{2}=f_{c}, y=1$ and $\frac{A_{n}}{A_{m}}=1$. Then

$$
1=\sqrt{\frac{1+K^{2}}{1+(1-2 K)+K^{2}}}
$$

whence

$$
\begin{equation*}
K=\frac{1}{2} \tag{7-87}
\end{equation*}
$$

Equations ( $\bar{\gamma}-84$ ) and $(\bar{\gamma}-86)$ are plotted for $K=\frac{1}{2}$ in Fig. $\bar{\gamma}-10$. The delay characteristic is also plotted because in general it is easier to judge constancy of delay than linearity of phase. It will be observed that whereas the response is unity at $f=f_{c}$, at lower frequencies the amplification response exhibits a hump. If several such stages are cascaded, this hump becomes extremely pronounced since


Fig. 7-10. The effect of shunt compensation on the steady-state response of an amplifier. $K=\omega_{2} I_{2} / h_{1}$. (a) Gain. (b) Phase shift.
the total response is the product of the individual responses, and the amplifier becomes of little use. The response for five cascaded stages is shown on the graph. It may also be seen that $K=\frac{1}{2}$ does not meet the reguirements of linear relative phase response.

Case II. Design Condition: The amplification response shall have maximum flatness. Here we try to minimize the hump which Case I gave. We have already observed that it is impossible to have $A_{h} / A_{m}$ remain perfectly constant. Subject to certain limitations, however, we can approximate this ideal condition. Since we have chosen $f_{c}$ to be identical with $f_{2}$, the operating range of the amplifier is limited to values of $!$ equal to or less than unity. $K$ is generally a quantity less than unity. It follows that for most of the operating range the $K^{-2} y^{4}$ term in the denominator of ( $7-84$ ) will make only a small contribution to the value of $A_{h} / A_{m}$. Then, subjeet to the eondition $K^{2} y^{4}$ is small, we may write for ( $7-84$ )

$$
\begin{equation*}
\frac{A_{b}}{A_{m}} \approx \sqrt{\frac{1+K^{2} y^{2}}{1+(1-2 K) y^{2}}} \tag{7-88}
\end{equation*}
$$

This expression will remain constant if the coefficients of $y^{2}$ in the numerator and denominator are equal; hence we write
or

$$
\begin{align*}
K^{2} & =1-2 K \\
K & =0.415 \tag{7-89}
\end{align*}
$$

If this value of $K$ is substituted into (7-84) and (7-86) the two responses may be calculated. The departure from linearity of the relative phase characteristic and departure from constant delay are still noticeable; the decrease in $A_{h} / A_{m}$ for values of $y \mid$ near unity is effected by the $K^{2} y^{4}$ term which is no longer negligible as assumed in the derivation. The relative importance of this term may be seen if the student calculates the curves.
Case III. Design Condition: The relative phase characteristic shall be linear with frequency. The problem for this condition is to determine a value of $K$ such that the slope of the $\theta_{h}$ r. y curve is constant. Thus we differentiate (7-86):

$$
\begin{align*}
\frac{d \theta_{h}}{d y} & =-\frac{1-K+3 K^{2} y^{2}}{1+\left[(1-K) y+K^{2} y^{3}\right]^{2}} \\
& =-\frac{(1-K)+3 K^{2} y}{1+\left(1-K^{2}\right)^{2} y^{2}+2(1-K) K^{2} y^{4}+K^{-4} y^{6}}=\text { constant } \tag{7-90}
\end{align*}
$$

Let us factor out the first term of the numerator, thus

$$
\begin{align*}
\frac{d \theta_{h}}{d y} & =-(1-K)\left[\frac{1+\frac{3 K^{2}}{(1-K)} y^{2}}{1+(1-K)^{2} y^{2}+2(1-K) K^{2}!y^{4}+K^{4} y^{6}}\right] \\
& =\text { constant } \tag{7-91}
\end{align*}
$$

We can see immediately from this equation that $d \theta_{h} / d y$ can never be independent of $y$ because the fourth- and sixth-power terms in the denominator are not matched by corresponding terms in the numerator. Once again, however, in the range where these two higher order terms are negligible the equation reduces to the approximation

$$
\begin{equation*}
\frac{d \theta_{h}}{d y} \approx-(1-K)\left[\frac{1+\frac{3 K^{2}}{(1-K)} y^{2}}{1+(1-K)^{2} y^{2}}\right]=\text { constant } \tag{7-92}
\end{equation*}
$$

The condition expressed by the last equation may be satisfied if the coefficients of $y^{2}$ in both numerator and denominator are equal. Thus we write
whence

$$
\begin{align*}
\frac{3 K^{2}}{1-K} & =(1-K)^{2}  \tag{7-93}\\
K & \approx 0.32 \tag{7-94}
\end{align*}
$$

Inspection of the curves for this value of design parameter which are plotted in Figure $7-10$ shows that while the $\theta_{h}$ and $\tau$ responses are excellent, the amplitude response is inferior to that provided by Case II.

It is evident from these three cases that a value of $K$ should be chosen which will give a reasonable compromise between the two characteristics. One recommended value ${ }^{17}$ which gives such a compromise is

$$
K=0.44 \quad \text { Compromise Val.ute } \quad(7-95)
$$

It is interesting to notice that the value of $K$ for condition III may be derived in an alternative manner. If $\theta_{h}$ is to vary linearly with frequency, we have from $(7-49)$ that $\theta_{h}$ at $f_{2}$ must be 10 times the value of $\theta_{h}$ at $0.1 f_{2}$, that is,

$$
\begin{equation*}
\theta_{f_{3}}=10 \theta_{0,1 j_{2}} \quad(n=0) \tag{7-96}
\end{equation*}
$$

[^89]Then, from (7-86)

$$
\begin{equation*}
-\arctan \left(1-K+K^{-2}\right)=-10 \arctan \left[0.1\left(1-K+0.01 K^{2}\right)\right] \tag{7-97}
\end{equation*}
$$

A transcendental equation of this type may he solved graphically by letting
and

$$
\left.\begin{array}{rl}
c & =\arctan \left(1-K+K^{2}\right) \\
d & =10 \arctan \left[0.1\left(1-K+0.01 K^{2}\right)\right]
\end{array}\right\}
$$

If these two quantities $c$ and $d$ are plotted against $K$, the intersection of the curves will give the value of $K$ which satisfies ( $\overline{\mathbf{7}}-97$ ). This method yields a value of $K$ close to $0.32 .{ }^{11}$
The results of this section may be summarized:

| Comdition | $K$ |
| :--- | :--- |
| Relative response $=1$ at $f_{c}$ | 0.5 |
| Flattest response | 0.415 |
| Most linear phase characteristic | $0.3:$ |
| Optimum compromise | 0.44 |

The student should take note that all the designs specified above yield the same value of mid-band amplification for a given top video frequency. The reason for this is that in each case $f_{2}$ is set equal to $f_{c}$ hy proper choice of $R_{1}$, thus a fixed $f_{c}$ gives a fixed value of $R_{1}$ and corresponding fixed value of $A_{m}$. To illustrate how these various design equations may be used, let us calculate the circuit constants for a typical video stage. A 6 A ( ${ }^{7}$ is to be used and the design is to give an optimum compromise between flat amplitude and linear phase response up to 4.5 me. The output feeds a second 6 AC . For the 6AC ${ }^{\circ}$

$$
\begin{aligned}
& y_{m}=9000 \mathrm{mi} \cdot \mathrm{romho} \\
& C,=11 \mu \mu \mathrm{f} \\
& C_{n}=\quad 5 \mu \mu \mathrm{f}
\end{aligned}
$$

The estimated stray capacitanes are $\overline{5} \mu \mathrm{f}$. The total shunt capacitance of the plate circuit will consist of the output capacitance of the stage plus the input capacitance of the following stage plus the stray capacity; therefore

$$
C_{s}=11+5+5=21 \mu \mu \mathrm{f}
$$

[^90]By the design condition, $f_{2}$ must be the top video frequency; then from (7-76)

$$
R_{1}=\frac{1}{\omega_{2} C_{8}}=\frac{1}{2 \pi\left(4.5 \times 10^{6}\right)\left(2.1 \times 10^{-11}\right)}=1,682 \mathrm{ohms}
$$

The required value of compensating inductance is from ( $7-77$ )

$$
L=\frac{K R_{1}}{\omega_{2}}=\frac{(0.44)\left(1.682 \times 10^{3}\right)}{2 \pi\left(4.5 \times 10^{6}\right)}=26.2 \mu \text { henry }
$$

The mid-band gain of the amplifier is

$$
A_{m}=g_{m} R_{1}=\left(9 \times 10^{-3}\right)\left(1.682 \times 10^{3}\right)=15.2
$$

Comparison of these results with those obtained for the similar problem in section $7-2$ shows that compensation has raised the gain of the circuit by a factor of 10 , The remaining components of the coupling network, namely $C_{c}$ and $K_{2}$, must be chosen to satisfy the low-frequency requirements on the amplifier, a subject discussed later in the chapter.

## 7-10. Freeman-Schantz Compensation ${ }^{19}$

We have previously stated that the problem of high-frequency compensation may be approached in a manner alternative to that just described. This alternative manner provides that the amplifier be


Fig. 7-11. Comparison of rompensation by the simple shunt and Frceman-Schantz methods. (a) Simple shunt compensation. The amplifier is designed so that its uncompensated upper half-power frequency is equal to $f_{c}$, the highest frequency to be amplified. (b) Freeman-schantz compensation, $f_{2}$ is made higher than $f_{c}$. Lase compensation is required.

[^91]designed so that its uncompensated half-power frequency is greater than, rather than equal to, the top video or cutoff frequeney. The choice of the higher value of $f_{2}$ of neeessity requires a lower value of $R_{1}$, which will give a reduced mid-band amplification. The advantage gained is that less compensation is required. This concept is shown in Fig. $\overline{\mathbf{z}}-11$. These diagrams illustrate the two alternate approaches to the shunt compensation of the high-band response.

Notice that even though the philosophy of design has changed, the circuit of the amplifier remains that shown in Fig. 7-9, consequently eq. ( $\overline{6}-84$ ) and ( $(-86)$ may still be used to calculate the response. Since $f_{2}$ and $f_{c}$ are no longer identical, however, it is convenient to define a new design parameter

$$
\begin{equation*}
M=\frac{f_{s}}{f_{2}} \tag{7-99}
\end{equation*}
$$

Then once the response has been calculated, the $y=f / f_{2}$ scale may be convertecl to. say, $y^{\prime}=f / f$, by dividing $y$ by $M$.


Fig. 7-12. Steady-state response of an amplifier employing Freman-schantz compensation, $K=\omega_{2} L / R_{1}, \quad M=f_{2} / f_{c}$. (a) (ain. (b) Phase shift.

The amplification and phase characteristics for several values of $M$ and $K$ are plotted in Fig. 7-12. Of these values, the set

| $M=0.85$ | and $\quad K=0.415$ | Freeman-Schantz <br> Condition | $(700)$ |
| :--- | :--- | :--- | :--- |

are recommended by Freeman and Schantz to give a good compromise design.

## 7-11. The Vector Diagrams

Some physical picture of how the compensating inductance affects the relative phase characteristic may be had by comparing the vector diagrams for the compensated and uncompensated amplifiers. Reference to Fig. 7-3 shows that the uncompensated amplifier has too large a value of relative phase shift at each frequency in the high-band. Compensation should decrease the value of $\theta_{h}$ at each frequency so that the linear characteristic is approached. We now show that $L$ does decrease $\theta_{h}$ by means of the vector diagrams of Fig. 7-13. Tc


Fig. 7-13. The effert of shunt compensation on phase shift at $f_{2}$, the uncompensated upper half-power frequence. (a) Xncompensated. (h) Compensaterl.
simplify the drawing of the sketches we have arbitrarily chosen $I_{1}$, the current through the plate load resistor $R_{1}$, to be the reference vector and the condition shown is that at $f_{2}$, the upper half-power frequency. In the uncompensated amplifier $X_{0}$ and $R_{1}$ are equal. Since the same voltage appears arross the resistor and the condenser. $I_{1}$ and $I_{2}$ are equal in magnitude and in phase quadrature. $\theta_{h}$, the angle between $E_{i}$ and $-E_{\text {oh }}$, is $45^{\circ}$.

The diagram for the compensated case assumes $K=\frac{1}{2}$; hence at $f_{2}$ the impedance of the $R_{1}$ branch is

$$
\begin{equation*}
\left|Z_{L, R_{1}}\right|=\sqrt{R_{1}^{2}+\left(K R_{1}\right)^{2}}=1.12 R_{1}=1.12 X_{c} \tag{7-101}
\end{equation*}
$$

Again the same voltage appears across the two parallel branches so that

$$
\begin{equation*}
\left|I_{2}\right|=1.12\left|I_{1}\right| \tag{7-102}
\end{equation*}
$$

Note that $I_{2}$ and $I_{1}$ are no longer in quadrature. From the diagram we see that $L$ reduces the value of $\theta_{h}$ as reguired.

## 7-12. Transient Response of the Shunt-compensated Amplifier

In the previous sections we have derived values for the shuntcompensating inductance in terms of the design parameter $K$ defined by eq. ( $7-77$ ), the purpose being to optimize the steady-state response characteristics. We have also seen, however, that it is the transient, rather than the steady-state, response which is important in a television video amplifier, and that even though the two are interrelated, it is hard to predict the time response from $A(\omega)$ and $\phi(\omega)$. We shall now consider the transient response of the shunt-compensated amplifier directly in order to determine what value of $K$ gives the optimum result.

We have previously demonstrated that the response to the discontinuity of a step function is independent of the values of $R_{2}$ and $C_{c}$ in the amplifier; hence the circuit to be analyzed is that shown in Fig. 7-9b. If the methods of the laplare transform or of operational calculus be applied to this circuit, it may be shown that the output voltage response in the vicinity of the discontinuity in the applied unit step function is ${ }^{20}$
$\left.\begin{array}{l}\boldsymbol{\epsilon}_{\circ}(t)=g_{m} R_{1}\left\{1-\epsilon^{-\alpha t}\left[\cos \beta t+\left(\frac{2 K-1}{\sqrt{4 K-1}}\right) \sin 3 t\right]\right\} \\ \text { where } \quad \alpha=\frac{1}{2 K R_{1} C_{s}} \quad \text { and } \quad \beta=\alpha \sqrt{4 K-1} .\end{array}\right\}$
One might wonder how $K$, which was originally defined in terms of the upper half-power frequency, enters into this time-response equation. The answer is that $K$ may also be defined directly in terms of the circuit parameters alone, for from eqs. ( $\overline{\mathbf{7}}-76$ ) and (7-77)

$$
\begin{equation*}
K=\frac{\omega_{2} L}{R_{1}}=\frac{1}{C_{8} R_{1}} \frac{L}{R_{1}}=\frac{L}{C_{8} R_{1}^{2}} \tag{7-104}
\end{equation*}
$$

Equation (7-103) is plotted for several values of $K$ in Fig. 7-14. Inspection of these curves shows that $K=0.35$ gives a good compromise between small overshoot and short rise time. Goldman ${ }^{21}$ has

[^92]also shown that $K=0.5$ gives the best reproduction of fine detail. We conclude, then, that for a single-stage video amplifier a value of $K$ between 0.35 and 0.5 gives the best results for television use. These values check well with those obtained from the steady-state analysis.


Fig. 7-14. Transient response of the shunt-compensated amplifier. (From S. (Boldman, Transformation C'alculus and Electrical Tramsients. New York: Prentice-Hall, Inc., 1949.)


Fig. 7-15. Response of multistage amplifirs to a unit step voltage.
(Courtesy of Proc. IRE.)

| $K^{\prime}$ | $\kappa^{\prime}$ |
| :---: | :--- |
| 1.41 | 0.5 |
| 1.51 | 0.438 |
| 1.61 | 0.384 |

Where a number of video amplifiers are cascaded more care must be exercised in choosing $K$, for as we have previously seen, the effect of any overshoot in the transient response becomes quite pronounced as the number of stages in cascade is increased. This effect is illustrated by the curves in Fig. $7-15$ which were calculated by Bedford and Fredendall. ${ }^{22,23}$ These curves show that a $K$ of 0.5 is quite unsatisfactory from the viewpoint of overshoot and ring, and that a value between 0.384 and 0.438 gives a better compromise transient response. Palmer and Mautner ${ }^{24}$ have calculated curves of rise time and overshoot for a single shunt-compensated stage and recommend $K=0.388$, which gives a 2 per cent overshoot per stage, as the optimum value.

A word of caution in interpreting the curves of Fig. 7-14 for the Freeman-Schantz design condition should be mentioned. Since their design is based on the cutoff frequency, $f_{c}$, rather than on $f_{2}$, the halfpower frequency, the abscissas should be interpreted in terms of $f_{c}$.

A practical consideration arises when the foregoing results are applied in practice. In all of our analytical work on shunt compensation we have assumed $L$ to be a pure inductance, the shunt capacitance across the coil having been neglected. This assumption cannot be realized physically and where a bandwidth of one or more megacycles is used, the shunt capacitance upsets the design assumptions to a considerable extent. It is often the practice to provide the compensating inductance with a movable core in order that the inductance may be adjusted to the correct value experimentally. Alternatively, the compensating network may be analyzed to take shunt capacitance across the inductance into account, a procedure which ${ }^{\text {Na }}$ sults in the so-called $m$-derived shunt-peaking network. It is demonstrated in the literature ${ }^{25}$ that proper design of this network gives an increase in gain of 1.6 to 1.8 times that obtained with the shunt-peaking network. The shunt capacitance required across $L$,

[^93]however, is greater than the stray value alone so that an additional circuit element is required to realize this increase in gain.

## 7-13. Series Compensation

In the shunt-compensated cirruits which have been described the equivalent high-band coupling system between the plate of the stage under consideration and the grid of the following stage is a twoterminal network. This fact may be verified by reference to the equivalent cireuit diagram of Fig. $7-9 b$ where the reactance of the coupling condenser, $C_{c}$, has been assumed to be negligible. The use of a four-terminal coupling network will give a higher mid-band gain and a more linear phase characteristic than does the simpler twoterminal configuration. The price which must he paid for these advantages is the increased difficulty in proper adjustment of the compensating elements and a poorer transient response.

A number of forms of four-terminal compensating networks may be used. One of these, which is shown in Fig. $7-16 a$, results in what is


Fig. 7-16. Series compensation utilizes a fonr-terminal coupling network. (a) Series-compensated amplifier. (h) Equivalent high-frequency-band circuit.
known as series peaking or compensation because the compensating inductance is a series rather than a shunt element in the coupling network. Subject to the same simplifying assumptions which were used in the shunt-compensated circuit, the equivalent high-band circuit is that of Fig. $7-16 b$. 'These assumptions are that $r_{p}$ and $K_{2}$ are large enough to have negligible shunting effect on the network, and that the high-band reactance of $C_{c}$ is negligible. Inspection of the circuit shows why series compensation provides a higher midband gain than does the previous rireuit. In the shunt case $C_{0}$ and $C_{i}$ are in parallel and combine into $C_{s}$. Then for a given half-power frequency $R_{1}$ and hence $A_{m}$ are determined by the sum of $C_{c}$ and $C_{i}$.

In the present case, on the other hand. the series inductance effectively separates ('o from $C_{i}$, and only the former shunts $R_{1}$. Obviously, then, for the same $f_{2}, R_{1}$ will be larger, being determined by $C_{0}$ alone rather than $C_{0}+C_{i}^{\prime}$. The larger value of $R_{1}$, in turn, gives a higher mid-band gain. Direct application of Kirehhoff's laws to the circuit yields the result that the high-hand amplification normalized with respect to the mid-band amplification is,

$$
\begin{equation*}
\frac{A}{A_{m}}=\frac{1}{\left(1-\omega^{2} L C_{2}\right)+j\left[\omega R_{1}\left(C_{i}+C_{o}\right)-\omega^{2} L C_{0}-\omega^{2} L C_{n} \omega C_{2} R_{1}\right]} \tag{7-105}
\end{equation*}
$$

Secley and Kimball have recommended the following design values to give an optimum compromise between the steady-state amplitude and phase characteristics. Let $f_{c}$ be the top video or cutoff frequence:
$\left.\begin{array}{rl}\text { Then } & =\frac{1}{2 \omega_{c}{ }^{2} C_{o}} \\ \text { and } & K_{1}=\frac{1.5}{\omega_{c}\left(C_{i}+C_{o}\right)}\end{array}\right\}$ Serien Compensation $\begin{aligned} & (\mathbf{7}-106) \\ & (\mathbf{7}-107)\end{aligned}$
subject to these two design conditions, the several terms of eq. ( $7-105$ ) may be reduced to some power of a normalized frequency. The resulting expressions for relative gain and phase are simplified considerably by this procedure. We also define a parameter $m$, the ratio of $C_{i}$ to $C_{o}$,

$$
\begin{equation*}
m=\frac{C_{i}}{C_{o}} \tag{7-108}
\end{equation*}
$$

It is convenient to normalize the frequency with respect to $f_{c}$, the upper cutoff frequency; thus

$$
\begin{equation*}
y=\frac{f}{f}=\frac{\omega}{\omega_{c}} \tag{7-109}
\end{equation*}
$$

Then, from $(\bar{i}-10 \overline{7}) \quad \omega R_{1}\left(C_{i}+C_{o}\right)=1.5 \frac{\omega}{\omega_{c}}=1.5 y \quad * \quad(\overline{7}-110)$
Similarly. from (7-106) $\quad \omega^{2} L C_{o}=\frac{\omega^{2}}{2 \omega_{c}{ }^{2}}=\frac{y^{2}}{2}$
and $\quad \omega C_{1} R_{1}=\left[\omega R_{1}\left(C_{i}+C_{o}\right)\right] \frac{C_{2}}{C_{i}+C_{o}}=\frac{1.5 m}{1+m} y$

Combining the last two equations we get

$$
\begin{equation*}
\omega^{2} L C_{o \omega} C_{i} R_{1}=\frac{1.5}{2} \frac{m}{1+m} y^{3} \tag{7-113}
\end{equation*}
$$

It also follows directly from the definition of $m$ and (7-111) that

$$
\begin{equation*}
\omega^{2} L C_{i}=\frac{m y^{2}}{2} \tag{7-114}
\end{equation*}
$$

The three quantities marked with asterisks may be identified with their counterparts in ef. ( $\mathbf{7}-105$ ). Making the necessary substitutions and reducing the result to polar form, we finally have

$$
\begin{equation*}
\frac{A_{h}}{A_{m}}=\frac{1}{\sqrt{1+(2.25-m) y^{2}+\left(\frac{m^{2}}{4}-2.25 \frac{m}{1+m}\right) y^{4}+0.5625\left(\frac{m}{1+m}\right)^{2} y^{6}}} \tag{7-115}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{h}=-\arctan \left[\frac{1.5 y-0.75\left(\frac{m}{1+m}\right) y^{3}}{1-\frac{m}{2} y^{2}}\right] \tag{7-116}
\end{equation*}
$$

It has been shown that best operation of the circuit on a steadystate basis is obtained when $m \geq 2$ and the $Q$ of the inductance coil is equal to or exceeds 20.

In reference to the last statement it is of interest to note that in typical tubes used for video work $m$ is greater than 2 , i.e., the input capacitance exceeds the output capacitance by a factor of 2 or more. To verify this refer to the 6 AC 7 constants given in the example in section 7-9. Some small degree of flexibility is afforded in adjusting the $C_{i}$ to $C_{o}$ ratio in the placement of $C_{c}$, the coupling condenser in Figure 7-16a. This comes about by virtue of the shunt capacitance between the outer foil of the condenser and ground. If $C_{c}$ is placed on the grid side of $L$ this capacitance contributes to $C_{i}$, conversely it adds to $C_{o}$ if placed on the plate side of the compensating inductance. Because of low-frequency-hand considerations $C_{c}$ will be in the order of a microfarad, and the shunt capacitance to ground may range up to 2 micromicrofarads, the exact value being dependent upon the placement of $C_{c}$ relative to the chassis and other grounded components.

In certain rare instances ('o may be much greater than $C_{i}$. In such
a case it is inadrisable to increase $C_{i}$ by adding shunt capacitance because this procedure must inevitably result in a lower mid-hand gain for a given bandwidth, as may be seen from (7-107). A better approach is to take alvantage of the principle of reciprocity by interchanging the positions of $R_{2}$, the relatively high grid leak resistance, and $R_{1}$, the relatively low plate load resistance. It should be noted, however, that the resulting increase in voltage drop across the new plate resistance, $R_{2}$, will lower the d-c plate voltage of the tube, which in turn will lower the mutual conductance. Let us now examine these steady-state results in terms of transient response. We shall assume a value of $m=C_{i} / C_{o}=2$ and introduce a parameter

$$
\begin{equation*}
k=\frac{L}{C_{0} R_{\mathrm{t}}^{2}} \tag{7-117}
\end{equation*}
$$

It may be shown from eqs. $(7-106)$ and ( $7-107$ ) that the recommended values of $L$ and $R_{1}$ give a $k=2$. If the transient response of the series-compensated amplifier is ploted for this value as shown in Fig. 7-17, it is observed that an overshoot of approximately 10 per


Fig. 7-17. Transient responso of a series-compensated amplifier. Notice that $k=1.4$ gives a 6 per cent undershoot at $t=2 . k R\left(^{\prime}\right.$. (Courtesy of I'roc. IRE.)
cent is obtained. Thus from our previous work we see that the recommended values are not satisfactory where a number of stages are to be cascaded. Some improvement in the response may be obtained by lowering the value of $k$ to 1.4 , as shown in the figure. It should be noticed, however, that an undershoot of 6.4 per cent occurs in the ring which, in turn, will give poor results in a cascaded amplifier. We must conclude therefore that in spite of the superior steadystate response of the series-compensated amplifier, when several
stages are to be connected in cascade, shunt compensation with $K=0.388$ gives superior performance.

## 7-14. Series-shunt Compensation

A second form of four-terminal interstage coupling network may be had by combining the two types of compensating circuits which have been described. The advantage of using both the series- and shuntcompensating inductors (Fig. 7-18a) is that both series and shunt compensation occur simultaneously. $L_{2}$ acts to separate $C_{i}$ and $C_{o}$,


Fig. 7-18. Series-shunt compensation. (a) Basic circuit.
(b) Transient response. (Courtesy of I'roc. IRE.)
and $L_{1}$ tends to counteract the shunting effect of $C_{o}$ on $R_{1}$. The net result is that for a given bandwidth a larger value of $R_{1}$ may be used with a corresponding increase in the mid-band gain. Seeley and Kimball have recommended the following design values:
(a) $m=\frac{C_{i}}{C_{o}}=2$
(b) $\quad R_{1}=\frac{1.8}{\omega_{c}\left(C_{i}+C_{o}\right)}$
(c) $L_{1}=0.12\left(C_{i}+C_{o}\right) R_{1}{ }^{2}$
(d) $L_{2}=0.52\left(C_{i}+C_{o}\right) R_{1}{ }^{2}$

Series-shunt
Compensation
where $\omega_{c}$ is $2 \pi$ (top video frequency).
The transient response for these values is shown in Fig. 7-18b. It will be observed that the results obtained are excellent. Let us now illustrate the use of these design equations by designing a typical
series-shunt-compensated amplifier. In order to show how compensation improves the performance of an amplifier, we shall design to meet the 10 to 90 per cent rise time of the resistance-coupled amplifier discussed in section 7-5. Thus

$$
\begin{aligned}
g_{m} & =9000 \mu \mathrm{mho} \\
\tau_{1} & =0.22 \mu \mathrm{sec} \\
C_{s} & =20 \mu \mu \mathrm{f}
\end{aligned}
$$

We shall further assume that $C_{s}$ is divided between $C_{i}$ and $C_{o}$ to give an $m$ of 2 . Thus

$$
\begin{aligned}
& C_{i}=13.3 \mu \mu \mathrm{f} \\
& C_{o}=6.7 \mu \mu \mathrm{f}
\end{aligned}
$$

Then, from Fig. 7-18b, the rise time is approximately

$$
\tau_{r}=1.65 R_{1} C_{\Delta}
$$

or

$$
\begin{aligned}
& R_{1}=\frac{\tau_{r}}{1.65 C_{s}}=\frac{2.2 \times 10^{-7}}{1.65\left(2 \times 10^{-11}\right)}=1.333 \times 10^{4}=13.33 \text { kilohms } \\
& L_{1}=0.12 C_{s} R_{1}^{2}=0.12\left(2 \times 10^{-11}\right)(1.333)^{2}(10)^{8}=0.426 \mathrm{mh} \\
& L_{2}=0.52 C_{s} R_{1}^{2}=0.52\left(2 \times 10^{-11}\right)(1.333)^{2}(10)^{8}=1.85 \mathrm{mh}
\end{aligned}
$$

and

$$
A_{m}=g_{m} R_{1}=\left(9 \times 10^{-3}\right)\left(1.333 \times 10^{4}\right)=120
$$

It is interesting to notice from this example that the compensating elements give a mid-band gain of 2.7 times that obtained with the uncompensated amplifier without any appreciable change in the transient response. It is of further interest to note that if the two amplifiers were designed for the same bandwidth or cutoff frequency, the increase in gain resulting from compensation would be a factor of only 1.8. This fact may be verified by the use of eq. ( $7-118 \mathrm{~b}$ ).

The student should notice that the four-terminal compensating networks which have been described have the general form of lowpass filters. By the addition of other elements these basic forms may be converted to $m$-derived and dead-end filters. In general, the more compensating elements used, the better will be the response and the higher will be the midband gain. It is beyond the scope of this text to analyze these more complicated circuits but they are described in
the literature. ${ }^{26}$ Needless to say the adjustment of the several compensating elements in the filter networks is more difficult than for the simpler circuits which we have considered. Where a number of video stages are in cascade, a considerable increase in gain per stage may be had by "stagger peaking" the several stages. Easton" has proposed such a design for determining the peaking of each of the compensating circuits which gives twice the mid-band gain afforded by simple shunt compensation.

## 7-15. Summary of High-frequency Compensation

Our results in this chapter show that the transient behavior of an amplifier is not readily expressed in terms of its amplitude and phase characteristics; hence we shall summarize our work on the basis of the transient response of the several compensating networks. Comparisons of these networks on a steady-state basis are available in the literature. ${ }^{28}$ The uncompensated resistance-coupled amplifier exhibits a long rise time, zero overshoot, and a low value of gain. Shunt, series, and series-shunt compensation provide means of counteracting the effect of shunt capacitance and so allow a larger value of $R_{1}$ to be used with a corresponding increase in gain. In each case, the design parameters must be chosen to minimize rise time and overshoot, the latter factor being of great importance when several stages are connected in cascade.

## 7-16. Square-wave Testing

We have stressed the importance of the transient response of a video amplifier in television applications and have discussed analytical means of calculating this response to an applied voltage of stepfunction form. It is highly desirable, therefore, to discover some means of determining whether the proper amount of compensation has been applied to an amplifier. Since the response consists of an output voltage as a function of time, the cathode-ray oscilloscope suggests itself as an ideal piece of test equipment, the general layout

[^94]of the test unit consisting of the step-function generator feeding the amplifier under test, the output being viewed directly on the oscilloscope.

It is immediately apparent that such a test setup would be difficult to use because a step function, being a nonrepetitive wave, would produce only a single trace of the output wave form on the oscilloscope screen, which would be difficult to observe. For the testing technique, then, we desire to replace the step-function signal by a repetitive signal which retains the essential properties of the step as a test voltage. Such a substitute voltage is the square wave.

The substitution of a square wave


Fig. 7-19. If step function is replaced by a square wave of proper half-period, the response at the disrontinuity remains unafferted. (a) Step function. (b) Response to step function. (c) Square wave of proper half-period. (d) Squarewave response. for step function for determining the transient response of a network may be justified on the following grounds: We have seen that the transient response may be conveniently divided into two separate regions, one at the discontinuity and the other one after the discontinuity when the step function remains at a constant d-c value. If, then, we confine our attention to the response at the discontinuity, we only require a signal which presents the discontinuity, that is, which duplicates the leading edge of the step function, over and over again at fixed intervals. A square wave does precisely this. We only need be careful in choosing the period of the square wave to be sufficiently long so that the response to the discontinuity is essentially completed before a new cycle is applied. This concept is illustrated in Fig. 7-19. 'The response to the discontinuity in the applied step function is completed in the time interval $\overline{a b}$; hence if the step function is replaced by a square wave of half-period $T / 2=\overline{a b}$, the response to the leading edge remains unaffected.

In general the interval $\overline{a b}$ is not known until the test has been made; hence some independent means for determining the frequency
of the square-wave signal is needed. Since the steady-state response of the amplifier may be measured or calculated quite readily, it is convenient to use this information to determine the proper squarewave frequency. On this basis Bedford and Fredendall ${ }^{23}$ have recommended that the square-wave frequency be chosen as that frequency at which the steady-state characteristics begin to vary with frequency.

In our analysis of the uncompensated amplifier at the beginning of the chapter we found that the transition between the mid- and high-frequency band occurs at approximately one-tenth of the upper half-power frequency. Thus a rule-of-thumb approximation to Bedford and Fredendall's criterion is to choose the square-wave frequency to be about one-tenth of the amplifier cutoff frequency. The final value may be determined during the test procedure by adjusting the frequency so that the discontinuity response is completed, as shown in Fig. 7-19d.

A typical test setup for experimentally determining the squarewave response of an amplifier is shown in Fig. $7-20 a$. The $20-\mathrm{mc}$


Fig. 7-20. Square wave testing. (a) Test setup for determining the squarewave response of an amplifier. (b) Appearance of the oscilloseope pattern for a typical shunt-compensated amplifier.
dot generator serves to provide a convenient time scale on the oscilloscope screen so that rise time and other pertinent intervals in the response curve may be determined. The operation of the unit is this: The intensity control of the oscilloscope is adjusted so that no trace is visible on the screen. The output of the dot generator, which consists of very narrow pulses which occur at a $20-\mathrm{mc}$ repeti-

[^95]tion rate, is fed to the $z$ axis terminal (control grid) of the oscilloscope and serves to unblank the trace at $\frac{1}{20}-\mathrm{mc}=0.05-\mu \mathrm{sec}$ intervals. The appearance of the oscilloscope trace under these conditions is shown in Fig. 7-20b. Since the bright dots occur at known intervals, rise time, delay time, and the like may be read off the screen directly.

We see, then, that the square wave of proper frequency may be used to an excellent advantage in determining the response of an amplifier to the discontinuity in an applied step voltage. Later in the chapter we shall extend the method of square-wave testing to include the response to the d-c portion of a step voltage. The usefulness of the square-wave technique as a testing tool cannot be overemphasized.

## 7-17. Calculation of Square-wave Response

In the last section we saw that the transient response in the vicinity of a discontinuity in an applied step function may be determined experimentally by the use of an applied square wave. It would seem that this concept could be extended to include an analytical means of determining transient response, the adrantage being that the square wave is subject to analysis by the more familiar Fourier series rather than by the lourier integral. We shall merely outline the method which is covered at length in the literature. ${ }^{30,31}$

Let a square wave of fundamental frequency $\omega$ be applied to the input terminals of the network under consideration. By Fourier's analysis the square wave may be reduced to the summation of an infinite number of harmonically related sinusoidal components, thus if the square wave of unit amplitude be expanded as an odd function of time we have

$$
\begin{equation*}
e_{i}(t)=\frac{1}{2}+\frac{2}{\pi}\left(\sin \omega t+\frac{1}{3} \sin 3 \omega t+\cdots+\frac{1}{n} \sin n \omega t\right) \tag{7-119}
\end{equation*}
$$

where $n$ is an odd integer. Since $e_{i}(t)$ consists of a number of discrete, sinusoidal components, we may calculate the output voltage result-

[^96]ing from each component, using the steady-state response of the network at the frequency of that component, i.e.,
\[

$$
\begin{equation*}
e_{o}(t)_{k \omega}=\frac{2}{\pi} A(k \omega) \sin [k \omega t+\phi(k \omega)] \tag{7-120}
\end{equation*}
$$

\]

Then by the superposition theorem the total output voltage caused by the applied square wave will be the sum of the output voltages due to each component, or

$$
\begin{array}{r}
e_{o}(t)=\frac{A_{o}}{2}+\frac{2}{\pi}\left\{A(\omega) \sin [\omega t+\phi(\omega)]+\frac{A(3 \omega)}{3} \sin [3 \omega t+\phi(3 \omega)]\right. \\
\left.+\cdots+\frac{A(n \omega)}{n} \sin [n \omega t+\phi(n \omega)]\right\} \quad(7-1 \tag{7-121}
\end{array}
$$

Notice that we now have an expression which involves no integration, and the analytical expressions of $A(\omega)$ and $\phi(\omega)$ are not required; we only need their values at certain discrete frequencies which are odd multiples of the fundamental frequency of the square wave.
By way of illustrating how the Fourier series method is applied, let us set up the equations for the response of the "ideal" amplifier, whose characteristics are given in Fig. 7-8a, to a square wave of frequency $\omega$.

Now in the pass band
and

$$
\begin{align*}
A(\omega) & =A \\
\phi(\omega) & =\omega \tau_{d} \tag{7-122}
\end{align*}
$$

Substitution of these values into eq. (7-121) shows that the expression for the output voltage is
$\boldsymbol{e}_{o}(t)=\frac{A}{2}+\frac{2 A}{\pi}\left\{\sin \left(\omega t-\omega \tau_{d}\right)+\frac{1}{3} \sin \left(3 \omega t-3 \omega \tau_{d}\right)\right.$

$$
\left.+\cdots+\frac{1}{n} \sin \left(n \omega t-n \omega \tau_{d}\right)\right\}
$$

$=\frac{A}{2}+\frac{2 A}{\pi}\left\{\sin \omega\left(t-\tau_{d}\right)+\frac{1}{3} \sin 3 \omega\left(t-\tau_{d}\right)\right.$

$$
\begin{equation*}
\left.+\cdots+\frac{1}{n} \sin n \omega\left(t-\tau_{d}\right)\right\} \tag{7-123}
\end{equation*}
$$

For specific values of $\omega$ and $\tau_{d}$ eq. (7-123) may be evaluated directly.

Alternatively we may calculate the response for any $\omega$ and $\tau_{d}$ by normalizing the time-frequency variable. Thus let

$$
\left.\begin{array}{c}
x=\omega\left(t-\tau_{d}\right) \\
\text { then } \\
\qquad e_{o}(t)=\frac{A}{2}+\frac{21}{\pi}\left(\sin x+\frac{1}{3} \sin 3 x+\cdots+\frac{1}{n} \sin n x\right) \tag{7-12t}
\end{array}\right\}
$$

which may be evaluated for different values of $x$. Notice that $t=0$ corresponds to a value of $x=-\omega \tau_{d}$; the response on a normalized basis must include negative values of $x$.

If the student evaluates either of the last two equations, he will observe that a considerable amount of slide rule work is involved, particularly since at least 10 terms of the series, that is, up to $n=19$, must be evaluated in order for a good approximation to the actual response to be obtained. ${ }^{32}$ For a smaller number of harmonics, the use of a finite number of terms rather than the whole infinite summation of the Fourier series contributes falsely to the overshoot and ring in the calculated response. The amount of work may be reduced appreciably by resorting to graphical charts used to evaluate the various sinusoidal components. (harts of this type have been published by Bedford and Fredendall. ${ }^{33}$ The square-wave technique of analysis also affords a means of attacking the inverse problem of deriving the steady-state characteristics of a network when its transient response is known. This method which has been developed into a usable form by Bedford and Fredendall will now be outlined.

By direct application of Fourier's theorem we know that the function $e_{o}(t)$, given in Fig. 7-20b, may be expanded into an infinite series of harmonically related terms. ${ }^{34}$ Since the function exhibits neither odd nor even symmetry, the full sine and cosine form of the series must be used, thus

[^97]$e_{0}(t)=\frac{C_{0}}{2}+S_{1} \sin \omega t+C_{1} \cos \omega t+S_{2} \sin 2 \omega t+C_{2} \cos 2 \omega t+\cdots$
$$
S_{n} \sin n \omega t+C_{n} \cos n \omega t \quad(7-125)
$$
where
\[

\left.$$
\begin{array}{l}
C_{n}=\frac{1}{T} \int_{0}^{T} e_{o}(t) \cos n \omega t d t  \tag{7-126}\\
S_{n}=\frac{1}{T} \int_{0}^{T} e_{o}(t) \sin n \omega t d t
\end{array}
$$\right\}
\]

and
Each integral of (7-126) is clearly the area under the curve which is the product of $e_{o}(t)$ and $\sin n \omega t$ or $\cos n \omega t$, as the case may be; hence each of the coefficients in the series ( $7-125$ ) may be evaluated graphically, if by no other means. Each pair of terms corresponding to a given value of $n$ may be combined into a single term of amplitude $E_{n}$ and of phase $\phi_{n}$.

$$
\begin{align*}
E_{n} & =\sqrt{S_{n}^{2}+C_{n}{ }^{2}} \\
\phi_{n} & =\arctan \frac{S_{n}}{C_{n}} \tag{7-127}
\end{align*}
$$

and the series reduces to

$$
\begin{align*}
e_{o}(t)=\frac{E_{o}}{2}+E_{1} \sin \left(\omega t+\phi_{1}\right)+ & E_{2} \sin \left(2 \omega t+\phi_{2}\right) \\
& +\cdots E_{n} \sin \left(n \omega t+\phi_{n}\right) \tag{7-128}
\end{align*}
$$

This is the term-by-term expression of the output voltage corresponding to the input voltage given by eq. ( $7-119$ ) and hence must be equal to the expression (7-121). Then the termwise comparison of ( $7-121$ ) and ( $7-128$ ) shows that

$$
\begin{equation*}
\frac{2}{\pi} \frac{A(n \omega)}{n} \sin [n \omega t+\phi(n \omega)]=E_{n} \sin \left(n \omega t+\phi_{n}\right) \tag{7-129}
\end{equation*}
$$

whence
and

$$
\begin{align*}
& A(n \omega)=\frac{n \pi}{2} E_{n}  \tag{7-130}\\
& \phi(n \omega)=\phi_{n}
\end{align*}
$$

Thus the steady-state responses may be evaluated at odd multiples of the fundamental frequency of the applied square wave.
lt will be realized that in evaluating these equations an enormous amount of labor is involved, and the method described is not in com-
mon use. An alternative method which employs graphical aids has been developed by Bedford and Fredendall. ${ }^{35}$

The difficulty in deriving the steady-state characteristics from the square-wave response must not be allowed to obscure the desirability of the square-wave testing technique; in itself it is a powerful tool for checking the response of video amplifiers experimentally.

## LOW-FREQUENCY COMPENSATION

Our attention for several sections has been directed to the highfrequency response of a video amplifier and to its transient response in the vicinity of a discontinuity. We must now consider the second problem, that of compensation at the low-frequency end of the video spectrum. This will lead to a discussion of the transient response of the amplifier to the constant d-c portion of an applied step function. We have already noted for the uncompensated amplifier that these two problems are related. Consider first the steady-state low-frequency response.

We have derived the equations for the amplitude and phase response of the resistance-coupled amplifier in the low-band of frequencies. These results, given by eq. ( $7-46$ ) and ( $7-47$ ), may be simplified in the broad-band video amplifier case because of the relative magnitudes of certain of the cir-


Fig. 7-21, Simplified equivalent lowfrequency circuit of a video amplifier. cuit parameters. For example, we have seen that high-band considerations require that $R_{1}$ be small, in the order of 1000 ohms; hence, $R_{1}$ is small compared to $r_{p}$ and $R_{2}$. Furthermore, in the low-band the reactance of $C_{c}$ becomes important and the shunting effect of $C_{s}$ is negligible. These facts, combined with Fig. 7-2c, give the simplified low-frequency equivalent circuit for the video amplifier which is shown in Fig. 7-21. The expression for the output voltage subject to the conditions listed above may be derived by reducing $R_{L}$ of $(7-41)$ to its value here, namely $R_{2}$. It is more desirable from the point of view of compensation, however, to derive expressions for gain and phase on a slightly different basis.
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## 7-18. Coupling-network Effect

Under the conditions listed in the last paragraph $R_{2} \gg R_{1}$. Regardless of frequency, then, the impedance of $R_{2}$ and $C_{c}$ will have negligible shunting effect on $R_{1}$ and we may consider $E_{o}$ as a fraction, determined by the voltage divider $C_{c} R_{2}$, of a constant voltage $E_{p}$, given by

$$
\begin{equation*}
E_{p}=-g_{m} E_{i} R_{1} \tag{7-131}
\end{equation*}
$$

In the low-band, we have for the output voltage

$$
\begin{equation*}
E_{o l}=E_{p} \frac{R_{2}}{R_{2}-\frac{j}{\omega C_{c}}}=E_{p} \frac{1}{1-\frac{j}{\omega C_{c} R_{2}}} \tag{7-132}
\end{equation*}
$$

We may relate $E_{o l}$ to the corresponding output voltage in the midband by noting that as the frequency of the applied voltage is raised, the reactance of $C_{c}$ approaches zero, that is, the reactive term in the denominator of (7-132) drops out and we have

$$
\begin{equation*}
E_{o m}=E_{p}=-g_{m} E_{i} R_{1} \tag{7-133}
\end{equation*}
$$

This result, of course, checks with the value of mid-band output voltage obtained in the analysis of the high-band response. It is convenient to combine the equations given above so that

$$
\begin{equation*}
E_{o l}=E_{o m} \alpha \tag{7-134}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{1}{1-\frac{j}{\omega C_{c} R_{2}}} \tag{7-135}
\end{equation*}
$$

It is at once apparent that at a frequency $f_{1}$, defined by

$$
\begin{equation*}
\omega_{1} C_{c} R_{2}=1 \tag{7-136}
\end{equation*}
$$

the magnitude of the low-band output voltage is 0.707 times its midband value, and $f_{1}$ is the lower half-power frequency, which was previously defined for the resistance-coupled amplifier. The variation of magnitude and phase of $E_{o l}$ in the low-band will be identical with that plotted for $A_{l} / A_{m}$ and $\theta_{l}$ in Fig. 7-3.

Notice that the factor $\boldsymbol{\alpha}$ is similar in form to the corresponding factor which controls the response in the high-band, thus several of the high-band concepts may be carried over to the present case. For example, on a steady-state basis we immediately see that $f_{1}$ should be
made sufficiently low so that all the video frequencies to be amplified are passed with only a small amount of distortion. $f_{1}$ is lowered by raising the $R_{2} C_{c}$ product. In practical amplifiers this product may not be raised without limit because of two primary factors: (1) In any vacuum tube the value of $R_{2}$, the grid leak resistor, is limited by the flow of grid current. For most receiving tubes the manufacturers specify an upper limit in the vicinity of 500 kilohms. (2) As the capacitance of $C_{c}$ is raised, the physical size of the condenser and its shunt capacitance to ground increase. We have already seen that this latter capacity to ground adds to ('s which is the controlling factor in the high-band response of the amplifier. Furthermore, as $C_{c}$ increases in size, it will gencrally have a larger leakage current. Typical values of components are $C^{\prime}{ }_{c}=0.25 \mu \mathrm{f}$ and $R_{2}=500$ kilohms, which give a lower half-power frequency of approximately 1.25 cycles per second. On a steady-state basis the response to, say, a 60 -cycle video frequency seems excellent; we shall see later that on a transient basis an even lower value of $f_{1}$ should be used; some form of compensation is desirable.

## 7-19. Cathode and Screen Degenerative Effects

If the reader refers to the various circuit diagrams of video amplifiers in this chapter, he will notice in each case that the cathode of the amplifier tube is returned


Fig. 7-22. Silf-bias is developed by $I_{b o}$ flowing through $R_{K}$. directly to ground, the tacit assumption being made that fixed bias rather than self-bias is used. As a practical matter, it is more desirable to develop bias across a shunt combination of a resistor $K_{K}$ and a condenser $C_{K}$, located between cathode and ground as shown in Fig. 7-22. The d-c component of total plate current, $I_{b o}$, produces a d-c voltage drop across $R_{K}$ of proper polarity to make the grid negative relative to the cathode. The magnitude of this bias voltage is adjusted by proper selection of $R_{K}$. The function of the shunt condenser $C_{\kappa}$ is to make the impedance of the combination negligible to the a-c component of plate current, $I_{p}$. Vise of this self-hias network eliminates the need for separate bias batteries or multiple hias taps on the power supply
bleeder and affords an additional advantage in that it permits a larger value of $R_{2}$ to be used as compared to the allowable value when fixed bias is utilized. ${ }^{36}$ This reflects on circuit operation by providing a lower value of uncompensated half-power frequency, $f_{1}$.

The use of the self-biasing network is not without disadvantages, for at the lower frequencies where the reactance of $C_{K}$ increases, $Z_{\mathrm{K}}$ is no longer negligible. When this is true, the a-c voltage drop $I_{p} Z_{K}$ becomes significant and acts to oppose the applied voltage $E_{i}$. A condition of degeneration is present and the bias network serves to decrease the output voltage below its calculated value. Terman ${ }^{37}$ has shown that the degenerative effect of the bias network may be represented by a factor $\gamma$

$$
\begin{equation*}
\gamma=\frac{1+j \omega C_{K} R_{K}}{\left(1+g_{m} R_{K}\right)+j \omega C_{K} R_{K}} \tag{7-137}
\end{equation*}
$$

where the screen grid of the amplifier tube is adequately by-passed, a condition which is met quite readily in practice. The $\gamma$ factor may be multiplied into ( $7-134$ ) to give the low-band output voltage with the effects of both bias network degeneration and the coupling network $C_{c} R_{2}$ taken into account.

$$
\begin{equation*}
E_{o l}=E_{o m} \alpha \gamma \tag{7-138}
\end{equation*}
$$

If the $\boldsymbol{\alpha}$ and $\boldsymbol{\gamma}$ factors are expressed in polar form it will be observed that both affect $E_{o l}$ in the same direction, that is, as the signal frequency decreases, both act to lower $E_{o l}$ and increase the positive or leading relative phase angle, $\theta_{l}$. To compensate for these effects we need a network which introduces a lag and raises the output level as the frequency is lowered. We next try to find a network which exhibits these properties.

## 7-20. Compensation Network

In the construction of electronic equipment where several tubes are operated from a common power supply, it is the usual practice to isolate the several stages from feedback effects by the use of decoupling networks. The common form of this network is shown in Fig. 7-23 where $R_{3}$ and $C_{3}$ are the isolating elements. It is of interest to
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Fig. 7-23. Low-frequency compensation. (a) Basic circuit.
(b) Equivalent cirenit.
note that this decoupling combination has the very type of frequency response required for low-band compensation.

To show this we may consider that the $C_{c} R_{2}$ branch has negligible shunting effect on the circuit comprising $R_{1}, R_{3}$, and $C_{3}$, which we shall term the plate load. In the mid-band, $C_{3}$ has negligible reactance and effectively shorts out $R_{3}$; hence the mid-band plate load is simply $R_{1}$. At lower frequencies, however, the reactance of $C_{3}$ is no longer small enough to short out $R_{3}$ and the plate load becomes

$$
\begin{equation*}
Z_{L}=R_{1}+\frac{R_{3}}{1+j \omega C_{3} R_{3}} \tag{7-139}
\end{equation*}
$$

whose magnitude, of course, will increase as $\omega$ is lowered. Thus the plate decoupling network tends to compensate in magnitude for the loss in output voltage resulting from cathode degeneration and the network $C_{c} R_{2}$.

Inspection of (7-139) also shows that the $C_{3} R_{3}$ network introduces a lag in phase angle which may be used to compensate the lead introduced by the $\alpha$ and $\boldsymbol{\gamma}$ factors. This fact may also be demonstrated with the aid of the vector diagrams shown in Fig. 7-24. At a we have the uncompensated case, and $-E_{p}$ is in phase with the reference vector $g_{m} E_{i}$. In the compensated case illustrated at $b$, the reactive component of the $C_{3} R_{3}$ combination introduces a component of voltage normal to $g_{m} E_{i}$ and lagging. $-E_{p}$ also lags $g_{m} E_{i}$. We see, then, that the compensating network has a lagging angle labeled $\theta_{\delta}$ in the diagram. As the frequency is lowered, the reactive component of $Z_{L}$ increases and $\theta_{\delta}$ increases in magnitude.

We have shown that at least the $C_{3} R_{3}$ network operates in the right


Fig, 7-24. Vector diagrams showing the effert of low-frequency compensation on phase shift, (a) Uncompensated case, (b) Comsated case.
direction to provide low-band compensation; we must now determine what specific values of $C_{3}$ and $R_{3}$ are required. To do this we must evaluate the factor $\delta$ by which the compensating network modifies the output voltage. Under the assumption of the constant current form of equivalent plate circuit, which is quite valid for voltage amplifier pentodes, the plate current remains unchanged regardless of the presence of $C_{3}$ and $R_{3}$ in the circuit. Then for the circuit of Fig. $7-23$ we may write

$$
\begin{align*}
E_{p}{ }^{\prime} & =-g_{m} E_{i} Z_{l .}=-g_{m} E_{i} R_{1}\left(1+\frac{\frac{R_{3}}{R_{1}}}{1+j \omega C_{3} R_{3}}\right)  \tag{7-140}\\
& =-g_{m} E_{i} R_{1}\left[\frac{\left(1+\frac{R_{3}}{R_{1}}\right)+j \omega C_{3} R_{3}}{1+j \omega C_{3} R_{3}}\right]  \tag{7-141}\\
& =E_{o m} \mathbf{\delta} \tag{7-142}
\end{align*}
$$

We may now show how the circuit should be designed to compensate for either the $\alpha$ factor caused by the coupling network, or the $\gamma$ factor which is introduced by the cathode bias system. The several equations given above may be combined to give the low-band output voltage of a low-band-compensated amplifier which uses self-hias.
$E_{o l}=E_{o m \alpha \gamma \hat{0}}$
$E_{o l}=E_{o m}\left(\frac{1}{1-\frac{j}{\omega C_{c} R_{2}}}\right)\left[\frac{1+j \omega C_{K} R_{K}}{\left(1+g_{m} R_{K}\right)+j \omega C_{K} R_{K}}\right] \times$

$$
\begin{equation*}
\left[\frac{\left(1+\frac{R_{3}}{R_{1}}\right)+j \omega C_{3} R_{3}}{1+j \omega C_{3} R_{3}}\right] \tag{7-144}
\end{equation*}
$$

## 7-21. Bias Circuit Compensation

The $\gamma$ and $\mathbf{\delta}$ factors in eq. (7-144) are reciprocal in form and may be canceled out completely if

$$
\begin{equation*}
1+\frac{R_{3}}{R_{1}}=1+g_{m} R_{K} \tag{7-145}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega C_{3} R_{3}=\omega C_{K} R_{K} \tag{7-146}
\end{equation*}
$$

Thus the compensating circuit can give perfect compensation of the degenerative effect of the self-bias network. The required design equations for $C_{3}$ and $R_{3}$ may be obtained from the last two equations
and

$$
\left.\begin{array}{l}
R_{3}=g_{m} R_{1} R_{K}  \tag{7-147}\\
C_{3}=\frac{C_{K}}{g_{m} R_{1}}
\end{array}\right\} \quad \begin{aligned}
& \text { Bias Circuit } \\
& \text { Compensation }
\end{aligned}
$$

It must be stressed that the values of $C_{3}$ and $R_{3}$ specified by eq. (7-147) can only compensate for the self-bias network; the output voltage will still vary in accordance with the $\alpha$ factor. The condition is ameliorated for, as we have seen, self-biasing permits the use of higher values of $R_{2}$, a determining factor in the variation of $\alpha$ with frequency.

With the effect of cathode degeneration compensated the low-band response is determined solely by the coupling network, and dividing both sides of eq. (7-144) by $E_{i}$ we have

$$
\begin{equation*}
\frac{A_{l}}{A_{m}}=\frac{1}{1-\frac{j}{\omega C_{c} R_{2}}} \tag{7-148}
\end{equation*}
$$

and if $f_{1}$ be defined as in eq. (7-136) we have
and

$$
\left.\begin{array}{rl}
\frac{A_{l}}{A_{m}} & =\frac{1}{\sqrt{1+\left(\frac{f_{1}}{f}\right)^{2}}} \\
\theta_{l} & =\arctan \frac{f_{1}}{f}
\end{array}\right\} \begin{aligned}
& \text { Low-Band Response, }  \tag{Compensation}\\
& \text { BIAs-CiRCuIT } \\
& \text { Compensation }
\end{aligned}
$$

These quantities are plotted in lig. 7-3.
One final point must be stressed: the low-band compensating network has no affect on and is not affected by the presence of any of the several high-band compensating networks which may be used. In either frequency band, the circuit constants are such that operation in one band is unaffected by networks introduced to compensate in the other.

## 7-22. Coupling Circuit Compensation

The correction factor $\delta$ may alternatively be used to compensate for the effect of the coupling network factor, $\alpha$. Inspection of these factors in eq. ( $\mathbf{7}-144$ ) shows that they are not of reciprocal form so that perfect compensation is not possible as it was in the last case. An excellent engineering approximation can be made to the ideal, however, for generally the circuit design will be such that

$$
\begin{equation*}
R_{3} \geq \frac{10}{\omega C_{3}} \tag{7-150}
\end{equation*}
$$

in the range of frequencies under consideration. The effect of this inequality on $\delta$ may be best seen by considering $\delta$ in its form shown in ( $7-140$ ). From ( $7-150$ ) $\omega C_{3} R_{3} \geq 10$, thus $\delta$ becomes

$$
\begin{equation*}
\mathbf{\delta} \approx 1+\frac{\frac{R_{3}}{R_{1}}}{j \omega C_{3} R_{3}} \approx 1-\frac{j}{\omega C_{3} R_{1}} \tag{7-151}
\end{equation*}
$$

In this form $\boldsymbol{\delta}$ may be used to cancel $\boldsymbol{\alpha}$, provided that

$$
\left.C_{3} R_{1}=C_{\mathrm{c}} R_{2}\right\} \begin{aligned}
& \text { Coupling-circuit } \\
& \text { Compensation }
\end{aligned}
$$

If the equality ( $7-152$ ) is met in the design, the low-band response will be determined by the bias circuit factor. Then, taking the magnitudes of numerator and denominator of $\gamma$, we have

$$
\begin{equation*}
\gamma=\sqrt{\frac{1+\left(\omega C_{K} R_{K}\right)^{2}}{\left(1+g_{m} R_{K}\right)^{2}+\left(\omega C_{K} R_{K}\right)^{2}}} \tag{7-153}
\end{equation*}
$$

Again the phase angle of $\gamma$ may best be ohtained by rationalizing $\gamma$, thus

$$
\begin{align*}
\gamma & =\frac{\left(1+j \omega C_{K} R_{K}\right)\left[\left(1+g_{m} R_{K}\right)-j \omega C_{K} R_{K}\right]}{\left(1+g_{m} R_{K}\right)^{2}+\left(\omega C_{K} R_{K}\right)^{2}} \\
& =\frac{\left[\left(1+g_{m} R_{K}\right)+\left(\omega C_{K} R_{K}\right)^{2}\right]+j g_{m} R_{K} \omega C_{K} R_{K}}{\left(1+g_{m} R_{K}\right)^{2}+\left(\omega C_{K} R_{K}\right)^{2}}  \tag{7-154}\\
\text { and } \quad \theta_{\gamma} & =\arctan \left[\frac{g_{m} R_{K} \omega C_{K} R_{K}}{\left(1+g_{m} R_{K}\right)+\left(\omega C_{K} R_{K}\right)^{2}}\right] \tag{7-155}
\end{align*}
$$

If we define a freguency $f_{K}$ at which

$$
\begin{equation*}
\omega_{K} C_{K} R_{K}=1 \tag{7-156}
\end{equation*}
$$

$\gamma$ and $\theta_{\gamma}$ may be simplified and the low-band response equations become

It must be stressed that $f_{K}$ is not the lower half-power frequency. Defined by $(7-156)$ it is introduced merely to simplify calculation.

## 7-23. Summary

The decrease in gain and departure from linear phase shift in the low-band is the result of the coupling network and the self-biasing system. Either, not both, of these effects may be canceled by use and proper design of the compensating network shown in Fig. 7-23. (ienerally the bias network effect is canceled out, for the use of selfbias allows higher values of $R_{2}$ to be used which improves the lowband response of the coupling network. High- and low-band compensation networks act with mutual independence; each may be designed without consideration of the other, with the single exception that $R_{1}$, which enters into the expressions for all three frequency bands, must be determined from the high-band considerations. A
typical amplifier compensated for both ends of the video band is shown in Fig. 7-25. Compensation is for the bias network in the lows. High response is for $K=\frac{1}{2}$ with an assumed shunt capacitance of $20 \mu \mu \mathrm{fd}$. and an upper cutoff frequency of approximately 4 megacycles.


Fig. 7-25. A video amplifier employing high- and low-hand compensation.

It should be stated that circuit configurations other than those described here may be used for bettering the low-band response of video amplifiers. One such circuit described by Zeidler and Noe ${ }^{33}$ utilizes a circuit connection known as a pentriode amplifier, which completely cancels out the effects of screen grid and bias circuit degeneration down to zero frequency. The principal advantage of the pentriode connection is that condensers of small capacitance are used. At the time of writing the circuit has found little acceptance in commercial television equipment.

## 7-24. Low-frequency Transient Response

Having discussed the steady-state behavior in the low-frequency band of the compensated amplifier, we next consider its transient response. It is unfortunate that there are no simple means of handling this problem analytically, and the trend has been to use the square-wave technique. In contrast to square-wave testing for highband response to determine rise time and overshoot where a highfrequency square wave is employed, here a square wave of the lowest video frequency, the frame frequency of 30 cycles per second under commercial standards, is used. Since the first 10 harmonic com-

[^100]ponents are the important ones, it is clear that in this case the output wave will give a measure of the low- and mid-band behavior of the amplifier under test. If viewed on an oscilloseope, the output voltage will exhibit zero rise time and overshoot, but the shape during the flat top portion of the test square wave will give an excellent indication of the low-frequency behavior. Typical types of distortion due to poor low-frequency amplifier characteristics are illustrated in Fig. $7-26$. Of the several types listed, $b, d$, and $f$ are those most


Fig. 7-26. Typical forms of low-frequency distortion, (a) Applied square wave. (b) Tilt due to leading phase shift of the fundatmental signal component. (c) Tilt due to lagging phase shift of the fundamental signal component. (d) Conves rounding. The fundamental component has the proper phase but is too strong. (e) Concave rounding. The fundamental component has the proper phase but is too weak. (f) Differentiation caused by low $R_{2}(2,2$ time constant.
commonly encountered. The cause of the sloping of the wave top shown at $b$ may be considered in two ways, first, because of poor low frequency phase response, and second, as a result of insufficient time constant in the coupling network $C_{c}$ and $R_{2}$. The condition illustrated at $f$ is an extreme case of that just mentioned.

The amount of distortion present in $b$ may be conveniently expressed in terms of tilt or sag. The tilt or sag is defined as the ratio of the difference between the leading and trailing edge amplitudes to the leading edge amplitude in per cent. Thus from Fig. 7-26b

$$
\begin{equation*}
\text { tilt }=\frac{E_{1}-E_{2}}{E_{1}} 100 \text { per cent } \tag{7-158}
\end{equation*}
$$

It is interesting to see once again how the steady-state criteria for
distortionless amplification fail to give a good indication of transient behavior. We have observed that a coupling circuit of $R_{2}=500$ kilohms and $C_{c}=0.25 \mu \mathrm{l}$ gives a steady-state half-power frequency of 1.25 cycles. It would seem, therefore, that a 30 -cycle square wave would be passed with negligible distortion by this network because all the components of the square wave exceed ten times the halfpower frequency. A simple ralculation shows that distortion is present and in fact there is a tilt of 13.3 per cent in the amplified wave. This may be seen from the following calculations:

At time $t$, the voltage across $R_{2}$ will be

$$
e_{H 2}=!_{m} e_{i} R_{1} \epsilon^{-t / R_{2} C_{t}} \approx g_{m} e_{i} R_{1}\left(1-\frac{t}{R_{2} C_{c}}\right)
$$

The half-period of the 30-rycle square wave is

$$
t=\frac{1}{2(30)}
$$

and from ( $7-158$ ) the tilt will be

$$
\text { tilt }=\frac{t}{R_{2} C_{c}}=\frac{1}{2(30)\left(5 \times 10^{5}\right)\left(2.5 \times 10^{-7}\right)}=13.3 \text { per cent }
$$

Practically speaking, tilt may be reduced appreciably by the use of synchronized clamping, which is discussed in ('hapter 13. In general an over-all tilt of 10 per cent may be tolerated in a cascaded chain of video amplifiers if small detail is also present in the picture signal. When no detail is present, a smaller tolerance of 2 to 3 per cent must be held if no variation in the background level is to be discernible.

The condition of rounding which is illustrated at $d$ in Fig. 7-26 is among other factors the result of attenuation of the higher frequency components in the square waves which attenuation is caused by the shunting effect of the compensating condenser $C_{3}$ in Fig. $7-23$. In other words, the rounding is caused by a fundamental component which has the proper phase but is of too great amplitude relative to the higher frequency components. ${ }^{39}$ Rounding may be eliminated by shunting $C_{c}$ by a resistor in series with a large blocking condenser.

In general the adjustment of low-frequency transient response may best be accomplished experimentally by using the squarewave tech-

[^101]nigue. As in the high-band case, it is difficult to predict the transient behavior of the amplifier from its steady-state characteristics alone.

## 7-25. Clamping ${ }^{40}$

Up to this point in our discussion of video amplifiers we have neglected the d-c, or average, component of the video signal. Clearly this component will not be passed by any of the amplifiers which have been described because they all utilize a blocking condenser $C_{c}$ which serves to isolate the d-c plate voltage of one stage from the grid of the following stage. The need for preserving the average signal component was established in the last chapter; we must now consider how it may be restored at any point in the video chain.

We have previously observed that the loss of the average signal component in the video amplifiers is not serious ${ }^{11}$ once the black level pedestals have been established. We now seek a circuit which can recognize and clamp each pedestal to a fixed voltage level. This process will automatically reinsert the missing d-c component. Consider the clamping circuit shown in Fig. 7-27, where the output of a compensated video amplifier stage $V_{1}$ feeds the grid of an unbiused stage $l_{2}$. The required clamping action is furnished by the diode $I_{3}$ whose polarity is that required for clamping a black-positive signal on $\mathrm{V}_{2}$.

Consider the action which takes place when the video signal is first applied to the circuit. Since $V_{2}$ has zero bias, the average value of the voltage applied to $V_{2}$ is zero. As each blanking pulse of duration $\tau_{b}$ arrives, the grid is driven positive and $V_{3}$, the clamping diode, conducts. The conduction current allows $C_{c}$ to charge, its left side in the diagram becoming positive. From the circuit diagram the time constant of the charging circuit is

$$
\begin{align*}
T_{c} & =\text { charging time constant }  \tag{7-159}\\
& =C_{\mathrm{r}}\left(R_{g}+R_{d}\right)
\end{align*}
$$

where

$$
\begin{aligned}
R_{0} & =\text { equivalent generator resistance } \\
R_{d}= & \text { equivalent static plate resistance } \\
& \text { of } V_{3} \text { during conduction }
\end{aligned}
$$

and $\quad R_{2} \gg R_{d}$
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Fig. 7-27. Diode clamping. (a) Basic circuit. (b) Equivalent circuit. (c) Clamping diode characteristic.

The charging process will continue for the duration of the blanking pulse, $\tau_{b}$.

Remembering that the average value of the grid signal on $V_{2}$ is zero, we see that at the end of $\tau_{b}$, the applied voltage must swing negatively. $I_{3}$ ceases to conduct and $C_{c}$ discharges as shown in the diagram. The discharge time constant is

$$
\begin{equation*}
T_{d}=\text { discharging time constant }=C_{\mathrm{c}}\left(R_{g}+R_{2}\right) \tag{7-160}
\end{equation*}
$$

The discharge current, $i_{d}$, flows in such a direction through $R_{2}$ that a negative bias is produced on the grid of $\mathrm{I}_{2}$.

At the end of $\tau_{u}$ another blanking pulse occurs, $T_{3}$ conducts $C_{c}$ charges, and so on, the complete cycle repeating itself over and over again. We must note the following fact, however: $T_{d} \gg T_{c}$ and the condenser tends to build up a charge which, in turn, maintains
the bias across $R_{2}$. Thus after several cycles of operation have taken place. sufficient bias is developed that each blanking pulse drives the plate of $V_{3}$ just enough positive to allow the charge lost by $C_{c}$ during $\tau_{u}$ to be replaced during $\tau_{b}$. In other words, a repetitive steady-state condition is reached which allows pedestal level to be a constant fraction of a volt positive on the plate of $\mathrm{V}_{3}$. Pedestal level has been clamped to a fixed level, and the proper bias is developed across $R_{2}$. We shall demonstrate that the bias developed in this manner is proportional to the average signal level, hlack being the reference.

It may clarify matters to restate the operation in a different manner. The clamping circuit of Fig. $\overline{-}-2 \bar{a} a$ may be viewed as a half wave rectifier of the shunt type where the rectifying element is across, rather than in series with, the load resistance $R_{2}$. In such a circuit the d-c voltage developed across the load is proportional to the positive peak value of the applied signal, which in this case is not sinusoidal. The action is also modified by the presence of $C_{c}$ which permits the video signal to be superimposed on the developed bias as far as $V_{2}$ is concerned.

The value of bias voltage developed across $R_{2}$ may be calculated subject to a number of justifiable, simplifying assumptions.
(1) The average value of the original picture remains constant over several successive lines.
(2) $\tau_{b} \ll T_{c}$ so that during $\tau_{b}$ the charging current remains constant at its Ohm's law value.
(3) $\tau_{u} \ll T_{d}$ and $i_{d}$ remains at its Ohm's law value.
(4) The change in condenser voltage, $E_{c}$, is negligibly small so that $E_{c}$ may be assumed constant.
(5) The d-c plate voltage of $\mathrm{V}_{1}$ remains constant and hence need not be considered in the calculations.
(6) $R_{d} \ll R_{2}$.

The notation used is that of Fig. 7-27b, thus $\bar{E}$ is the pedestal voltage measured from the average value of the signal.

Subject to these assumptions the condenser charging current is determined by the difference between $\widehat{E}$ and $E_{c}$ or

$$
\begin{equation*}
i_{c}=\frac{\widehat{E}-E_{c}}{R_{0}+R_{d}}=\text { constant } \tag{7-161}
\end{equation*}
$$

The charge acquired by $C_{c}$ during the charging interval $\tau_{b}$ is

$$
\begin{equation*}
Q_{c}=i_{c} \tau_{b}=\frac{\widehat{E}-E_{c}}{R_{g}+R_{d}} \tau_{b} \tag{7-162}
\end{equation*}
$$

During discharge the source voltage is at its average value so that the discharge current is

$$
\begin{equation*}
i_{d}=\frac{E_{c}}{R_{g}+R_{2}}=\text { constant } \tag{7-163}
\end{equation*}
$$

and the charge lost by $C_{c}$ during $\tau_{u}$ is

$$
\begin{equation*}
Q_{d}=i_{d} \tau_{u}=\frac{E_{c}}{R_{g}+R_{2}} \tau_{u} \tag{7-164}
\end{equation*}
$$

$Q_{c}$ and $Q_{d}$ are each small quantities, but if a steady-state condition prevails, it must be true that the charge gained by $C_{c}$ during $\tau_{b}$ must be equal to the charge it loses during $\tau_{u}$; hence

$$
\begin{equation*}
Q_{c}=Q_{d} \tag{7-165}
\end{equation*}
$$

Substituting ( $7-162$ ) and ( $7-164$ ) into this identity and clearing we get

$$
\begin{equation*}
E_{c}=\frac{\widehat{E}}{1+\left(\frac{R_{\sigma}+R_{d}}{R_{\sigma}+R_{2}}\right) \frac{\tau_{u}}{\tau_{b}}} \tag{7-166}
\end{equation*}
$$

which shows that the condenser voltage is proportional to the pedestal level as measured from the average value of the signal. Remember all quantities in the denominator are constant.

The steady-state bias voltage developed across $R_{2}$ is

$$
\begin{equation*}
E_{c \varepsilon}=-i_{d} R_{2}=-E_{c} \frac{R_{2}}{R_{g}+R_{2}} \tag{7-167}
\end{equation*}
$$

and this bias is proportional to $E_{c}$. It follows, therefore, that the bias on $\Gamma_{2}$ is proportional to $\widehat{E}$ which is the difference between average level and pedestal. The d-c component has been reinserted on the grid of $\mathrm{V}_{2}$ by the clamping circuit.

For purposes of calculation it should be pointed out that $R_{g}$ is approximately equal to $R_{1}$, the plate load resistance of the compensated video stage. Typical circuit values for a clamping circuit at the grid of a cathode-ray tube have been listed by Foster and Rankin.

$$
R_{2}=1 \text { megohm } \quad R_{d}=4 \text { kilohms } \quad C_{c}=0.1 \mu \mathrm{f}
$$

Under certain circumstances when the magnitude of the applied black-positive signal is not too great, the clamping diode
$V_{3}$ of Fig. $7-27 a$ may be eliminated and its action replaced by the grid-to-cathode circuit of $V_{2}$. This is possible because the grid-current-grid-roltage characteristic of $V_{2}$ is similar to the plate-current-plate-voltage characteristic of the clamping diode. Where a black-negative signal is applied, a separate clamping rectifier must be used with its polarity the reverse of that shown in the figure. For low values of applied voltage the vacuum diode may be replaced by one of the newer types of germanium rectificr elements, such as the 1N34. Use of the crystal unit results in considerable saving in cost, space, and demand on filament power.

Having seen that the d-c component of the video signal may be restored by means of a clamping circuit, we must now consider a second question in regard to clamping: At what points in the video chain must the d-e component be present in the signal?

It should be apparent that if at no other place in the system the d-e signal component must be present on the control grid of the cath-ode-ray tube on which the final image is reproduced. Were this not so, the final picture would not contain the proper background level of the televised scene. At least, then, clamping must occur at the kinescope control grid, or that grid must be direct-coupled to some stage which is clamped. The second alternative also delivers the correct average signal component to the kinescope.
Reasoning in reverse direction from the last paragraph one might well arrive at the conclusion that clamping is required only at those points in the circuit where an image is to be reproduced, i.e., at the cathode-ray tubes. As a practical matter the judicious use of the clamping circuit at certain amplifiers in the video chain can result in substantial reduction in the design requirements of these amplifiers. This is particularly true in the high-level video stages associated with a television broadcast transmitter.
C'onsider the following example. We shall arbitrarily assume that the peak white-to-black swing is 4 volts on the grid of a particular stage. At $a$ and $b$ of Fig. $7-28$ are shown signals corresponding, respectively, to a white line on an almost black background, and a solid white background. It is further assumed that the ratio of blank to unblank time is such that the average values of the signals are as indicated in the diagram. If now the amplifier is to handle these extremes of signal, in the absence of clamping it must be so designed that it will operate linearly over a grid swing of $3.7+3=$


Fig. 7-28. Clamping may be used to reduce the grid swing for which an amplifier must be designed. (a) Signal for a black bar on a white background. (b) An all-white signal.
6.7 volts. If that same grid circuit is clamped, however, black is held at a constant level and the amplifier need handle a swing of only 4 volts. Notice, then, that for the figures used clamping reduces the grid swing requirements on the stage by roughly 40 per cent. In the high power stages of the video chain where linearity over a wide range of grid voltages is difficult to obtain, this grid swing reduction is extremely important. It will be seen in Chapter 13 that all the high-level video stages employ either clamping or direct coupling in order to effect this saving.

## FEEDBACK VIDEO AMPLIFIERS

The problem of compensation in video amplifiers may be approached from an entirely different point of view from those which have been described in earlier sections. It is well known that negative voltage feedback may be used to decrease phase and frequency distortion in an audio amplifier. The same treatment may be extended to broad-band video amplifiers. This idea has been utilized by the Du Mont organization in the design of television video amplifiers for their image orthicon camera equipment. ${ }^{42,43}$ The chief advantage of the feedback video amplifier is that a single feedback network provides equalization over the entire video band. Controls are included so that the high- and low-band responses may be extended with little effect on the mid-band gain; adjustment of midband gain has no effect on the relative response in the highs and lows.

The basic circuit used comprises two tubes which function together and may be termed a "video doublet." Feedback is provided be-

[^103]tween the tubes by a resistor, $K_{F}$, shown in Fig. $7-29 a$. Following the procedure set up in the first part of this chapter we shall consider the steady-state analysis of the video feedback doublet; the transient analysis of the circuit is available in the literature. ${ }^{44}$ In the work which is to follow we shall assume that the plate resistance of each


Pig. 7-29. The video doublet. Feedback is provided by $R_{F}$. (a) Basic circuit. (b) Equivalent mid-hand circuit. (c) Equivalent low-band eircuit. (d) Equivalent high-band cireuit.
tube has negligible shunting effect on the plate load circuit. We shall follow the procedure used with the resistance coupled amplifier, that is, we shall consider three bands of operation, mid, low, and high. In order to observe the compensating effect of the feedback network we shall force the results into a form similar to those derived for the $R-C$ amplifier.

## 7-26. Mid-band

We define the mid-frequency band as that band in which $C_{c}$ and the shunt capacitances have negligible effect on the operation. The equivalent mid-band circuit subject to this definition is given in Fig. $7-29 b$ where it is assumed that $R_{2} \gg R_{F}+R_{1}$. From the diagram

[^104]\[

$$
\begin{equation*}
E_{o m}=-\left(g_{m 1} E_{g 1}+g_{m 2} E_{g 2}\right) R_{1} \tag{7-168}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\boldsymbol{E}_{g 2}=\boldsymbol{E}_{o}-g_{m} \boldsymbol{E}_{g 1} R_{F} \tag{7-169}
\end{equation*}
$$

whence $\quad \boldsymbol{A}_{m}=\frac{E_{o m}}{E_{g 1}}=-!_{m 1} R_{1}\left[\frac{1-\eta_{m 2} R_{F}}{1+!_{m 2} R_{1}}\right] \quad$ Mid-BAND $\quad(7-170)$
Comparison of this equation with ( $7-26$ ) shows that the effect of the second tube and the feedback network is to multiply the output of the first tube by the factor $\left(1-g_{m 2} R_{F}\right) /\left(1+g_{m 2} R_{1}\right)$ which is less than unity. It is characteristic of inverse feedback that the amplification is reduced.

Two interesting facts may be observed from (7-170). First, the mid-band gain may be controlled by the bias on $V_{1}$ which determines $g_{m 1}$. Second, for typical values $R_{1}=1$ kilohm and $R_{F}=4$ kilohms the mid-band gain is fairly well isolated from variations in $g_{m 2}$.

## 7-27. Low-band

As the frequency of the applied signal drops below the mid-hand limit, the reactance of $C_{c}$ becomes significant and $E_{g 2}$ is determined by the voltage divider action of $C_{c}$ and $R_{2}$ are shown in Fig. 7-29r. From the diagram

$$
\begin{equation*}
E_{g 2}=\frac{R_{2}}{R_{2}-\frac{j}{\omega C_{c}}} E_{p 1}=\left(E_{o}-g_{m 1} R_{F}\right) \frac{R_{2}}{R_{2}-\frac{j}{\omega C_{c}^{\prime}}} \tag{7-171}
\end{equation*}
$$

Because of the high impedance of the $R_{2} C_{c}$ branch $E_{o}$ is given by (7-168) and may be written $E_{o l}$ since we are analyzing the low-band circuit. Combination of these two equations gives:

$$
\begin{align*}
& E_{\iota \prime}\left[1+g_{m 2} R_{1}\left(\frac{R_{2}}{R_{2}-\frac{j}{\omega C_{r}}}\right)\right] \\
&=-g_{m 1} E_{g 1} R_{1}\left[1-g_{m 2} R_{F}\left(\frac{R_{2}}{R_{2}-\frac{j}{\omega C_{c}}}\right)\right] \tag{7-172}
\end{align*}
$$

which may be reduced to the form
$A_{l}=\frac{E_{o l}}{E_{o 1}}=-g_{m 1} R_{1}\left(\frac{1-g_{m 2} R_{F}}{1+g_{m 2} R_{1}}\right)\left[\frac{1-\frac{j}{\left(1-g_{m 2} R_{F}\right) \omega C_{\mathrm{c}} R_{2}}}{1-\frac{j}{\left(1+g_{m 2} R_{1}\right) \omega C_{c} R_{2}}}\right]$

This expression may be simplified if we note that the factors outside of the brackets are precisely the complex mid-band amplification. The quantity within the brackets may also be simplified subject to an approximation. For typical circuits constants and an assumed $!\int_{m 2}$ of 5000 micromhos the reactive term in the numerator drops out. Hence we have approximately that
and

$$
\left.\begin{array}{l}
\frac{A_{1}}{A_{m}} \approx \frac{1}{\sqrt{1+\frac{1}{\left[\omega C_{c} R_{2}\left(1+g_{m 2} R_{1}\right)\right]^{2}}}} \\
\theta_{l} \approx \arctan \left[\frac{1}{\omega C_{c} R_{2}\left(1+g_{m 2} R_{1}\right)}\right]
\end{array}\right\} \text { Low-BAND (7-174) }
$$

Equations ( $7-174$ ) are deceptive in the following respects: (1) Selfbias effects are neglected, and (2) $C_{c}$ and $R_{L}$ are within the doublet. If the output across $R_{1}$ is coupled to another similar pair through another $K-C$ combination, the response will be affected by an $\alpha$ term defined in $(7-135)$. The equation does show how the feedback provides compensation for $R_{2}$ and $C_{c}$ within the doublet. In effect the time constant $C_{c} R_{2}$ is increased by a factor $\left(1+g_{m 2} R_{1}\right)$, which is subject to control by varying the bias on $V_{2}$. We have already seen that the mid-band gain is fairly well isolated from changes in $g_{m 2}$; hence this low-band response control has little effect on the gain.

## 7-28. High-band

As the frequency of the applied signal is raised above the mid-band limits, the effect of the various shunt capacitances of the circuit must be reckoned with. We shall adopt the following notation:

$$
\left.\begin{array}{rl}
C_{o 1} & =\text { output capacitance of } V_{1} \\
C_{i 2} & =\text { input capacitance of } V_{2} \\
C_{s 1} & =C_{o 1}+C_{i 2} \\
C_{s 2} & =\text { total shunt capacitance across } R_{1}  \tag{7-175}\\
& =\text { sum of } V_{2} \text { output and input capacitance } \\
& \text { of the following stage. } \\
X_{1} & =\frac{1}{\omega C_{s 1}} \quad X_{2}=\frac{1}{\omega C_{s 2}} \quad Z_{1}=\frac{R_{1}}{1+j \omega C_{s 2} R_{1}}
\end{array}\right\}
$$

The equivalent high-band circuit is given in Tig. 7-29d. By inspection of the diagram we see that the output current is no longer the sum of the constant currents $g_{m 1} E_{\emptyset 1}$ and $g_{m 2} E_{g^{2}}$ because of the shunt path offered by $C_{81}$ whose reactance must be reckoned with in the high-band of frequencies. The circuit may best be analyzed by use of the superposition theorem; thus $I_{c}$ is the sum of the components of current flowing through $Z_{1}$ resulting from, respectively, $g_{m 1} E_{g 1}$ acting alone and $g_{m 2} E_{g 2}$ acting alone. Hence,

$$
\begin{equation*}
I_{o}=\frac{g_{m 1} E_{o 1}\left(-j X_{1}\right)+g_{m 2} E_{p 2}\left(R_{F}-j X_{1}\right)}{R_{F}+Z_{1}-j X_{1}} \tag{7-176}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{g 2}=E_{o h}-R_{F}\left[\frac{g_{m 1} E_{o 1}\left(-j X_{1}\right)-g_{m 2} E_{o 2} Z_{1}}{R_{F}+Z_{1}-j X_{1}}\right] \tag{7-177}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{o h}=-I_{o} Z_{1} \tag{7-178}
\end{equation*}
$$

The last three equations may be combined and after considerable algebraic manipulation yield the result
$A_{h}=\frac{E_{o h}}{E_{01}}=-g_{m 1} R_{1}\left(\frac{1-g_{m 2} R_{F}}{1+g_{m 2} R_{1}}\right) \times$


Again the last expression may be simplified by noting that the expression outside the braces is $A_{m}$. Furthermore the term

$$
R_{F} R_{o} /\left(1+g_{m 2} R_{1}\right) X_{1} X_{2}
$$

is very small in comparison to unity, thus we have the approximate equations

$$
\left.\begin{array}{c}
\frac{A_{h}}{A_{m}} \approx \frac{1}{\sqrt{1+\left\{\left(\frac{\omega}{1+g_{m 2} R_{1}}\right)\left[\left(R_{F}+R_{1}\right) C_{s 1}+R_{1} C_{s 2}\right]\right]^{2}}} \\
\theta_{h} \approx-\arctan \left\{\left(\frac{\omega}{1+g_{m 2} R_{1}}\right)\left[\left(R_{F}+R_{1}\right) C_{s 1}+R_{1} C_{s 2}\right]\right\}
\end{array}\right\} \begin{aligned}
& \text { HAGH- }_{\text {BAND }} \\
& (7-180)
\end{aligned}
$$

From the last two equations we note that the degradation of highband response in the doublet is the result of the shunting effect of $C_{s}$
on ( $K_{F}+K_{1}$ ) and of $C_{s 2}$ on $R_{1}$. The feedback compensating network acts to lower these $R-C$ time constants by the factor ( $1+g_{m 2} R_{1}$ ), thereby producing a wider response. Notice that $g_{m 2}$ controls the high-band characteristics. The effect of bias on the circuit may be summarized as follows: $I_{1}$ bias sets mid-band gain with no effect on high and low response; $V_{2}$ bias controls response in the end bands with little effect on the mid-band gain.

## 7-29. The Cathode Follower

It is common practice in television work to monitor the operation of a picture system by checking voltage wave forms at critical points in the equipment. In order that the test equipment cause minimum disturbance of the channel under test it is imperative that the test voltage be sampled with a device of high input impedance. Consequently we seek some sort of circuit which has a high driving-point impedance and at the same time is capable of operating throughout the entire frequency range of the signal under test.

Another situation encountered in most television systems is that the video signal must be transmitted over relatively long lengths of cable. It is well known that optimum transmission over a line occurs when both the generator and receiving-end impedances are identical to the characteristic impedance, $Z_{\circ}$, of the line. The lines generally used in television work are of the coaxial type and have characteristic impedances in the range from 50 to $300 \Omega$ and which, for practical purposes, may be considered as pure resistance. In order to feed such a cable properly we desire some device which has a low internai impedance of the same order of magnitude as the range given above.

Both of these desired characteristics, high input impedance and low output impedance, are available in the cathode follower circuit, in fact, the latter may be described as a broad-band impedancematching device. In common with devices which provide a stepdown of impedance level, the cathorle follower has a gain of less than unity. These characteristics of the circuit will now be analyzed.

The basic circuit of the cathode follower is shown in Fig. 7-30. We have already seen in the last chapter that the input impedance is raised by the degeneration caused by the cathode-to-ground impedance. We consider next the gain and output impedance of the circuit.

(a)

(b)

Fig. 7-30. The cathode follower. (a) Basic circuit. (b) Equivalent circuit.

Considerable work may be saved if we utilize the results of the last chapter. Let us define

$$
\begin{equation*}
R_{K}=R_{1}+R_{2} \tag{7-181}
\end{equation*}
$$

Then replacing ( $R_{1}+K_{2}$ ) of eq. (6-70) by the equivalent load $R_{K} R_{L} /\left(R_{K}+R_{L}\right)$ we have for the plate current

$$
\begin{align*}
I_{p} & \approx \frac{\mu E_{i}}{r_{p}+\mu \frac{R_{K} R_{L}}{R_{K}+R_{L}}} \quad \text { for } \mu \gg 1 \\
& \approx \frac{E_{i}}{\frac{1}{g_{m}}+\frac{R_{K} R_{L}}{R_{K}+R_{L}}} \tag{7-182}
\end{align*}
$$

The constant-voltage equivalent circuit for eq. (7-182) is given in Fig. 7-30b. The circuit amplification is

$$
\begin{equation*}
A=\frac{E_{o}}{E_{i}}=+\frac{I_{p} \frac{R_{K} R_{L}}{R_{K}+R_{L}}}{E_{i}} \approx \frac{\frac{R_{K} R_{L}}{R_{K}+R_{L}}}{\frac{1}{g_{m}}+\frac{R_{K} R_{L}}{R_{K}+R_{L}}}<1 \tag{7-183}
\end{equation*}
$$

By direct application of Thevenin's theorem to the equivalent circuit we see that the source impedance seen by $R_{L}$ is

$$
\begin{equation*}
Z_{\text {out }}=\frac{R_{K}}{g_{m}\left(\frac{1}{g_{m}}+R_{K}\right)}=\frac{R_{K}}{1+g_{m} R_{K}}, \tag{7-184}
\end{equation*}
$$

the output impedance of the cathode follower. This result may be verified by the more conventional method of replacing $R_{L}$ by a volt-
age $E$ delivering a current $I$. With $E_{i}=0, Z_{\text {out }}$ will be the ratio of $E$ to $I$.

We see from e(1. ( $\overline{( }-184)$ that the load, $R_{L}$, always sees an impedance equal to the parallel combination of $1 / g_{m}$ and $R_{K}$, which of course will be less than $1 / y_{m}$. A consideration of the range of transconductance available in commercial tube types shows that a large range of low output impedances is available. The constants for several typical tubes are given in Table $\mathbf{7}-1$.

TABLE :-1

| Tube | (1m micromhos | 1/9m ohms |
| :---: | :---: | :---: |
| 6AC- | 9000 | 110 |
| 6 L 6 | ${ }^{5000}$ | 167 |
| 6.43 | 5250 | 190 |
| 61.6 (triode) | 4700 | 213 |
| 6-5N\% | 3000 | 333 |
| 6 SK | 2000 | 500 |
| gsFs | 1500 | 66\% |

It can be seen from the table that a considerable choice in low output impedance may be had by the proper choice of $R_{K}$, which, it must be remembered, shunts $1 / g_{m}$. The general design procedure calls for choice of a tube for which $1 / g_{m}$ is larger than the $Z_{o}$ of the cable being matched. $\quad R_{K}$ is then chosen to provide the proper impedance match, its components $R_{1}$ and $R_{2}$ being designed to furnish the correct bias for the stage. Consider the following illustrative example.

A cathode follower is to be designed to work into a 72 -ohm coaxial cable. We choose a 6 AC 7 for the tube to be used because of its low $1 / y_{m}$ value. The value of $R_{K}$ required to match the tube to the cable is

$$
\begin{aligned}
& \frac{1}{R_{K}}=\frac{1}{72}-\frac{1}{110} \\
& R_{K^{\prime}}=211 \text { ohms }
\end{aligned}
$$

Proper bias adjustment requires that we know the length and loop resistance per unit length of the cable. The reason for this is that to the a-c components of signal the properly terminated cable appears as a fairly constant resistance, $Z_{o}$, which is independent of the length of cable in use. The dec component of current, however,
flows through the d-c cable resistance plus the terminating resistance $Z_{0}$. $R_{1}$ and $R_{2}$ must be adjusted with this in mind. The entire cable system may be isolated from the bias network by the insertion of a blocking condenser at $x$ in lig. 7-31. If the low-hand response is to be maintained, an extremely large condenser will be required since $Z_{o}$ is low. ${ }^{45}$

In the analysis above we have neglected the effect of shunt, capacitance on the output voltage. This is justified in most cases because of the low value of load resistance. For example, in the problem just cited the total a-c load resistance between cathode and ground will


Fig. 7-31. A cathode follower is used to match a coaxial cable. be $R_{K}$ and $Z_{o}$ in shunt, or 54 ohms. With a total shunt capacitance of, say, $20 \mu \mu \mathrm{f}$ the upper halfpower frequency will be roughly 150 megacycles; obviously there is no problem of poor high-frequency response.

On long runs of coaxial cable, the response of the cable is not uniform over the entire pass band. Compensation for this effect may be provided by a conventional lattice-type equalizer network.
We have seen that the cathode follower serves as a high-input lowoutput impedance device, capable of operation over a wide frequency range. In describing the over-all television system in subsequent chapters we shall make frequent use of the circuit. Since the output. impedance of the cathode follower is low, its step function or transient response is usually quite satisfactory. Treatment of the transient response is available in the literature. ${ }^{46}$
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## CHAPTER 8

## CLOSED TELEVISION SYSTEMS

The television system is unique in electrical communication in that it extends the range of vision of the observer. This characteristie of the system leads to a wide range of applications in telemetering and monitoring of operations which take place in remote or dangerous locations. For example, television has provided a safe means for observers to watch nuclear reactions which of necessity must be confined within a protective enclosure. In the field of rocket-motor development the use of an insulated camera pickup assembly within the high-temperature test chamber has climinated the need for observers to check motor operation through a small, laminated glass porthole in the chamber wall; the viewing may be done at a convenient location with the aid of $10-\mathrm{in}$. or larger cathode-ray tubes. ${ }^{1}$

A suitable televising system permits the monitoring of several operations that take place at different points. Emerson Radio has developed such a video chain that enables a plant manager in his office to view any one of a number of key production points scattered throughout the factory. ${ }^{2}$ ('hoice of the location viewed is provided by a master switching system which connects the monitoring receiver to any of several camera equipments.

In the field of telemetering, television, in contrast to the several servomechanism or follow-up devices, provides a remote meter indication with zero error. With the camera tube viewing the actual instruments, the observer literally "sees" these instruments whether they indicate voltage, current, or pressure, temperature, or other nonelectrical quantities. A system of this type built by Farnsworth

[^106]Research C'orporation has been used to monitor boiler water gatuges located up to 400 feet from a power station control room. ${ }^{3}$

These and many other similar applications show that there is an increasing demand for television in fields other than entertainment. In each of these applications the subject matter is of interest to one or at the most only a few observers; hence they are generally cableconnected systems, no radio transmitter is used, and the cameras are connected directly to the viewing equipment by wire facilities. We shall, then, call such a cable-connected system a closed television system.

The closed television system just defined is not necessarily required to produce a picture of high entertainment value. We shall find that in its development many compromises in picture quality may be made in the interests of economy and simplicity of operation. We shall also see that such systems tend to follow two trends in design: signal and synchronization information are kept separate and fed over different cables, or they are combined into a "composite video signal" which requires a single signal pair. The chief purpose of the present chapter is to show how the various components which have been studied may be combined into a closed television system.

## 8-1. Type 1-Closed System

We propose to set up a closed television system in broad outline. We must first determine some of the standards around which the system is to be built. In the interests of simplicity we shall try to use cathode-ray devices which employ electrostatic deflection. Our first choice is the camera tube and a logical one is the type 1847 iconoscope or its more recent commercial counterpart, type 5527, both of which are of the electrostatic type and require no keystone correction. The 5527 is capable of 250 line resolution, can operate with illumination from roughly 600 watts of incandescent lighting, and has the added advantage of requiring voltages of less than 1 kilovolt for satisfactory operation. In additional feature of the 5527 iconoscope which leads to system simplification is that its signal plate is direct-coupled to the output circuit which aids the low-frequency response in the system.

[^107]We shall assume that interlaced scanning is not required, but a 60 -cycle frame frequency is chosen to minimize flicker effects. No attempt will be made to lock in the vertical sweep with power-line frequency. The standard aspect ratio of 4 to 3 is to be used because it coincides with the shape of the iconoscope mosaic. Notice, then, that we have the following requirements:

$$
\begin{aligned}
A & =\text { aspect ratio }=4 \text { to } 3 \\
f_{p} & =60 \text { cycles } \\
n & =250 \text { lines } \\
f_{l} & =\text { line frequency }=n f_{p}=15 \text { kilocycles }
\end{aligned}
$$

reasonable values for $p_{h}$ and $p_{r}$, the horizontal and vertical flyback ratios, respectively, are 1 to 9 and 1 to 19 . We may now set up the over-all block diagram for our closed system, which is given in Fig. 8-1.


Fig. 8-1. Type I closed television sustem. Common sweep voltages are fed to both ends of the system.

In Chapter 1 we saw that the three basic units of a television system are the pickup unit, the reproducing unit, and the link interconnect-
ing them. Subsequent work showed the need for synchronizing the sweep at both ends of the system, a requirement that may be met by providing a master synchronizing or sweep-roltage source. These components may be identified in the diagram as we discuss each one.
The heart of the whole sweep system is a multivibrator, freerunning at the line frequency of 15,000 cycles. Following through the horizontal sweep system we see that this multivibrator triggers a saw-tooth sweep generator whose output is amplified and fed to the horizontal sweep line. Normally coaxial cable would be used for the various signals; a single line is shown on the diagram to avoid confusion.

In order for the vertical and horizontal sweeps to be locked in with each other, provision is made in the diagram for the master multivibrator to synchronize the 60 -cyole multivibrator which heads the vertical deflection chain. A step down ratio of 250 to 1 is provided in the sync signal by a frequency-dividing or counter circuit located between the two multivibrators. The operation and analysis of the counter circuit is given in Chapter 11. For the moment we may summarize its operation by stating that it delivers one output pulse for every 250 pulses applied to its input. It therefore serves to reduce the line multivibrator output to a 60 -cycle synchronizing pulse which may be used to lock in the low-frequency system. The $60-$ cycle multivibrator feeds a sweep-generation and -amplifier chain similar to that already mentioned. Any number of variations of the basic circuit are possible, of course. For example, a multivibrator and its sweep generator may be combined into the circuit shown in Fig. 4-22b. We have already developed the necessary design equations for these units, which may be evaluated quite readily for the standards which have been listed. Our next consideration is of the means providel for generating the blanking signals.

The third chain in the sweep and blanking unit furnishes the necessary composite blanking signal which blanks out the iconoscope trace and the video signals during the vertical and horizontal flyback intervals. In the interests of simplicity we shall assume the blanking and flyback intervals to be identical. The various blanking signals that are required are shown for an interval of time during which the relatively long vertical blanking pulse occurs in Fig. 8-2. The various time quantities involved may be calculated as follows.


Fig. 8-2. Development of the composite blanking system.
For the vertical system

$$
\begin{align*}
V_{p} & =\text { frame interval }=\frac{1}{f_{p}}=\frac{1}{60} \\
& =16.67 \text { milliseconds } \tag{8-1}
\end{align*}
$$

From equation (3-26)
and

$$
\begin{align*}
V_{p} & =\left(\tau_{s}\right)_{v}+\left(\tau_{j}\right)_{v} \\
p_{v} & =\frac{\left(\tau_{j}\right)_{v}}{\left(\tau_{s}\right)_{v}} \tag{8-2}
\end{align*}
$$

Therefore, $\left(\tau_{s}\right)_{v}=\frac{V_{p}}{1+p_{v}}=\frac{19}{20}(16.67)=15.85 \mathrm{millisec}$
and $\quad\left(\tau_{f}\right)_{v}=V_{p}-\left(\tau_{s}\right)_{v}=0.82 \mathrm{millisec}=820 \mu \mathrm{sec}$
Similarly for the horizontal system

$$
\begin{equation*}
H=\text { line interval }=\frac{1}{n f_{p}}=66.7 \mu \mathrm{sec} \tag{8-4}
\end{equation*}
$$

$$
\begin{equation*}
\left(\tau_{s}\right)_{h}=60.03 \mu \mathrm{sec} \tag{8-5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\tau_{f}\right)_{h}=6.67 \mu \mathrm{sec} \tag{8-6}
\end{equation*}
$$

Sinee we have decided to let flyback and blanking times be identical in each case, (8-3) and (8-6), respectively, give the vertical and horizontal blanking intervals. These are indicated in Fig. 8-2.

It should be observed that it is useless to preserve the identities of the two separate blanking signals during the vertical blanking interval; if the vertiral signal has blanked the iconoscope, certainly the superposition of another blanking signal will not affect the reproduced picture. Thus provision is made in the system to combine the signals into a composite blanking signal shown at $d$ in the figure. The two signals are combined in the sweep and blanking unit rather than at the camera unit in order that an extra cable length may be eliminated.

The method of combining the two blanking waves is shown in Fig. 8-3. The two pulses which are derived from the multivibrators are fed to the control grids of $V_{1}$ and $V_{2}$. Since these two tubes have a common plate load, they add the signals as indicated in Fig. 8-2c,


Fig. 8-3. Detail of the blanking signal mixer circuit.
and as described in connection with Fig. 6-26a.4 The bias on $V_{3}$ is adjusted so that all portions of the combined signal below the clip level drive V. below cutoff, and an amplified, positive-going composite blanking signal appears at the plate.

A negative-going signal is required to blank out the iconoscope. $r_{4}$ produces the reguired phase inversion and $V_{5}$, in a cathode follower circuit, serves to match the characteristic impedance of the coaxial cable leading out from the sweep and blanking unit to the rest of the system.

It should be noticed in the block diagram (Fig, 8-1) that no blanking signal cable connects to the receiver unit. The need for this cable is eliminated by combining the blanking and picture signats, a reasonable procedure since both have the same ultimate destination, the CRT control grid. Combination of the two signals may be effected in the video amplifier chain by using the mixer circuit just described or some equivalent circuit. Since we have delivered a negative-going blanking signal to the blanking cable, some other circuit is implied. One such possible circuit is given in Fig. 8-4. The mixing is made to take


Fig. 8-4. Picture and blanking signals may be mixed in a single pentode. place in a stage which is fed a black-negative picture. The negative-going blanking signal is applied to the screen grid of the tube. The effect of the negative blanking signal applied there is to decrease the plate current in the stage. If an amplitude control for the blanking pulse amplitude is provided, the height of the pedestal level may be set relative to the cutoff voltage of the following stage. Thus the proper background level of the picture may be set. The action here is quite similar to that described in connection with Fig. 6-26, except that a different mixing system is employed and the effective clip level is controlled in a different manner. The signal available at the output of the mixer stage consists of the picture signal plus the blanking signals (black level) at the proper time intervals. This composite picture signal when fed to the CR'T grid will ensure that the latter is blanked out during horizontal and vertical flybark intervals.

[^108]Consider next the balanced deflection amplifiers which are located in both the camera and receiver units. The sole function of these amplifiers is to provide deflection voltages of proper amplitude and which are balanced with respect to ground. The use of balanced deflection signals tends to give more satisfactory operation in both of the cathode-ray devices.

The difficulty encountered with unbalanced deflection where one plate is returned to ground is illustrated in Fig. 8-5. In this case the electrostatic field is not uniform. When the upper plate is positive, the electron beam moves upward and sees a different accelerating voltage than it does when it is deflected downward. The net effect is that the beam suffers defocusing as it moves toward certain areas on the


Fig. 8-5. Unbalanced deflection. Onm deflection plate is al ground potential. target.

With balanced deflection, on the other hand, neither plate is grounded and they are fed from a push-pull amplifier. Thus the average of the two deflection voltages is zero or ground potential and the electron effectively sees a uniform field as it moves toward the target.

Any of several forms of push-pull amplifiers may be used. One form, known as a paraphase amplifier, requires no separate tube for phase inversion. The cathode-


Fig. 8-6. Cathode-roupled paraphase amplifier. coupled version of the paraphase amplifier is shown in Fig. 8-6. Since the grid of $V_{2}$ is grounded, its cathode-to-grid voltage is that developed across the common cathode resistor, $R_{K}$. The polarities indicated in the diagram show that when a negative voltage is applied to the grid of $V_{1}$, a voltage of opposite phase and of almost the same magnitude is applied to $V_{2}$. The difference in magnitudes is due to degeneration caused by $R_{K}$. The circuit may be analyzed by use of the equivalent plate-circuit theorem.

The required bandwidth of the several sweep amplifiers should be investigated to see if compensation is required. To do this we need to know how many harmonies of the saw-tooth waves are significant. To this end we shall make use of the Fourier expansion derived by Von Ardenne ${ }^{5}$ for a saw-tooth wave of finite flyback ratio, $p$.
$c(t)=\frac{1}{\pi\left(P-P^{2}\right)} \sum_{1}^{\infty}\left(\frac{\sin n \pi P}{n^{2}}\right) \sin n \omega t \quad$ where $\quad P=\frac{1}{1+p}(8-7)$
For the standards we have chosen, $P=\frac{1}{2} \frac{9}{10}=0.95$. The envelope of the relative amplitudes for the first ten terms of the series (8-7) are plotted in Fig. 8-7 as a function of $n$, the order of the harmonic.


Fig. 8-7. Envelope of the relative magnitudes of the first ten harmonies of a saw-tooth wave of flyback ratio $p=1 / 19$.

It will be observed that the change in magnitude for terms having an $n$ greater than 6 or 7 is small and there is some question as to what harmonics may be neglected. We shall assume that the first 10 at least must be passed by the amplifier. Consequently the horizontal deflection amplifiers must have a pass band extending up to 150 kilocycles, which certainly presents no problems, and no compensation is reguired. For the vertical deflection system the fundamental component is 60 cycles and in general low-band compensation will be required.

We consider next the video amplifier system. The two prime aspects which must be considered here are the gain and bandwidth required. Let us first make an estimate of the required bandwidth by means of eq. (2-2)

$$
f_{v}=\text { top video frequence } y=\frac{1}{2} N_{\mathrm{v}}^{2} f_{p}
$$

[^109]To a first approximation we may assume $N_{r}$, the number of elements along a vertical line to be identical to the number of artive lines, thus

$$
\begin{equation*}
N_{v} \approx n_{a}=\frac{19}{20}(250)=237 \tag{8-8}
\end{equation*}
$$

and, substituting, we have

$$
\begin{equation*}
f_{v}=\frac{1}{2}\left(\frac{4}{3}\right)(2.37)^{2} 10^{4}\left(6 \times 10^{1}\right)=2.24 \text { megacycles } \tag{8-9}
\end{equation*}
$$

To be on the safe side we shall design the amplifiers for an upper eutoff frequency of approximately 2.5 megacycles. The lowest frequency to be transmitted is 60 cycles, the picture-repetition rate. The design equations for an amplifier to meet these frequency requirements have been given in Chapter 7.

The gain required of the video amplifier system is determined by the voltages at three points in the system: the iconoscope output voltage, the voltage required at the input of the picture and blanking cable, and the value required at the kincseope grid. The first of these may be calculated with the aid of equations in Chapter 6 when the lighting level of the televised object and the constants of the pickup lens system are known.

Consider the voltage input requirements for the video cable. The cable must deliver to the receiver unit a voltage which is woll above the noise level of the first video amplifier there. Call this required voltage $E_{2}$. The cable will have an attenuation of $\alpha$ decibels per foot, a figure which is arailable from cable manufacturers' data. Then if $l$ is the length in feet of the interconnecting cable, the required input voltage to the cable, $E_{1}$, will be

$$
\begin{equation*}
E_{1}=E_{2} 10^{\alpha l / 20} \tag{8-10}
\end{equation*}
$$

Equation (8-10) is the result of the definition of attenuation expressed in decihels. Typical values of $E_{1}$ range from 1 to 5 volts peak to peak, the artual value being dependent upon the length and attenuation constant of the actual cable in use. The amplification required in the camera unit will be the ratio of $E_{1}$ calculated from ( $8-10$ ) to the output voltage delivered by the iconoscope.

In a similar manner the total video amplification required at the receiver unit is the ratio of the kinescope grid voltage required for the full reproduction of the gray scale from black to white to $\boldsymbol{E}_{2}$. The former value may be obtained from the characteristics of the cathode-ray tube in use.

It is generally desirable to have some sort of pieture gain and
brightness control at the receiving unit. The former, which effectively controls the contrast on the reproduced image, may be obtained with the conventional volume control of audio work. The brightness level control is illustrated in lig. 8-8. $C_{c}, R_{2}$, and the


Fig. 8-8. I' is the manual brightness control.
crystal rectifier may be identified with the clamping circuit deseribed in the last chapter. Their action is to develop across $R_{2}$ a bias equal to the average value of the incoming signal. The potentiometer, $P$, allows an additional d-e component derived from the power supply to be added in series between the CRT cathode and grid. Thus $P$ provides a means of controlling the d-c or average brightness component of the reproduced signal.

We have thus discussed the major components of the simple closed television system whose block diagram appears in Fig. 8-1. It should be immediately apparent that a number of variations are possible. We shall consider a few of these to indicate the flexibility which is available in the design of a closed television system. We follow a line of development which leads toward the open system, which employs radio transmitters, of the commercial telecasting industry.

## 8-2. Type II-Closed System

In the system just described, synchronization of the scanning rasters at both ends of the closed system was obtained by generating all sweep voltages at a common point. These saw-tooth voltages were then fed to the camera and receiver units. Another method of obtaining the same result would be to generate a set of master syn-
chronizing signals which, in turn, are used to trigger sweep-generator circuits located at both ends of the system. Such a system, which is illustrated in Fig. 8-9, provides a degree of flexibility not present in the type I network just described.


Fig. 8-9. Type II closed television system. Common syme voltages are fed to both ends of the system.

To illustrate the flexibility of the common sync system the circuit shows a CRT which employs magnetic deflection in the receiver unit. This is quite possible, even though the camera tube uses electrostatic deflection, because in each case the required sweep voltage is generated locally. The common synchronizing signal locks-in all the sweep generators and ensures that all the scanning rasters begin simultaneously and in phase. In the third type of system to be discussed we shall consider the idea of combining the horizontal and vertical synchronizing signals with the picture and blanking voltages. If such a combination is possible, two of the unit-interconnecting cables may be eliminated.

The sync and blanking unit of Fig. 8-9 merits special attention for it incorporates some features which depart from the pattern established in earlier chapters. It may be seen from the diagram that the
two base-frequency multivibrators, which operate at 60 cycles and 15 kilocycles, are not interconnected by a synchronizing link, i.e., the maintenance of the correct frequency ratio between them depends solely upon the frequency stability of the two multivibrators, that is, the random scan is used. If, for example, the line-frequency multivibrator drifts from its design value of 15 kilocycles, the only effect will be a slight change in the number of lines and a corresponding change in the system resolution. The advantage of the freerunning line-frequency multivibrator is that it eliminates the need for a counting circuit to provide lock-in between the low- and highfrequency scans.

Reference to Fig. 8-9 shows that the 60 -cycle multivibrator is synchronized from the power line. We have already seen in Chapter 2 that this will reduce the effects of power supply hum voltage on the reproduced picture, because it ensures that the vertical sweep will be integrally related to the hum components and will have a fixed phase relationship to them.
The high-voltage power supply for the cathode-ray tube in the receiver unit is shown connected to the horizontal sweep amplifier. The implication is that a flyback-type high-voltage power supply is used.

The remaining elements of the system are similar to those described for the type I system. A complete design of the type II system which shows all the necessary circuit components has been made by Barrett and Goodman. ${ }^{6}$

## 8-3. Type III-Closed System

It has been pointed out that the number of cables feeding the receiver unit may be reduced to one if the synchronizing signals are combined with the picture and blanking signal. Although it may seem that the reduction in the number of cables is rather trivial, we shall outline the system because it lays the basis for the second section of this book which is concerned with the commercial telecasting system. If three independent channels were required for horizontal sync, vertical sync, and the picture, the problem of transmitting by

[^110]radio would require three separate transmitters. If, on the other hand, all three channels are combined to give a "composite video signal," only one transmitter (i.e., one interconnection channel) will serve. In setting up the type III closed system, then, we are pointing the way to what follows, nevertheless this must not obscure the fact that the development of the composite video signal to eliminate two cables in a closed system is of consequence itself. The block diagram of the type III network is shown in Fig. 8-10. The same


Fig. 8-10. Type III closed television system. Sync, blanking, and picture are eombined into the composite video signal. Only one interconneeting channel is required between the two ends of the system.
standards of line and frame frequency which were proposed at the beginning of the chapter are assumed. By way of variation an image dissector is shown as the camera tube. Because of the marked similarity between this and the commercial system which is described at
length later, we shall only give a broad outline of the circuit operation. Wach component in the syne and blanking unit will contain several subcomponents, some of which will be described. A complete synchronizing signal generator is described in Chapter 11.

The combination of the several voltages into a single composite video signal is possible because the synchronizing signals and picture do not occur simultaneously. We have previously pointed out that the picture is blanked out (i.e., driven to or beyond black level) during the retrace intervals. The syne signals serve to initiate the retrace in both directions; hence we need only to ensure that the picture is blanked out just before any synchronizing pulse begins. If the synchronizing pulses extend in the black direction beyond the black level, they will have no offect on the picture information proper. Following this line of thought we see that, were it possible, the gray shade produced by the sync pulses on the kinescope would be "blacker than black," hence the notation that the sync pulses lie in the blacker-than-black region of the signal's amplitude.
Four principal topics confront us: (1) Combination of horizontal and vertical synchronizing pulses into a combined synchronizing or "supersync" signal; (2) C'ombination of the supersync and picture voltages into the composite video signal; (3) Separation of the composite video signal into its supersync and picture components; (4) Separation of the supersync into its horizontal and vertical sync components. We now consider these processes of combination and separation in order. We shall only outline the system because of its similarity to the commercial one which is covered at length in the subsequent chapters.

## 8-4. The Supersync Signal

It should be realized at the outset that a number of methods of combining the horizontal and vertical synchronizing signals are possible. We shall follow commercial practice and describe the system which requires that the horizontal and vertical synchronizing pulses differ considerably in width.

A moment's reflection will show that if the two sync signals are to be combined and then separated, they must be sufficiently different so that some sort of electrical network can distinguish between them. This requirement may be met by using a short horizontal pulse and a relatively wide vertical pulse. These may be separated by the use
of differentiating and integrating circuits as shown in lig. 8-11.7 For example, it may be seen at $b$ that if sufficient bias is placed on a sweep-generating stage which is fed by an integrating circuit, only the longer pulse will produce an output of sufficient magnitude to trigger the sweep generator; the integrating circuit can "protect" the vertical sweep generator from the narrow horizontal sync pulses. We see, then, that the choice of a narrow horizontal sync pulse and a wide vertical one meets the separation requirement. It would appear that a supersyne signal of the form shown in Fig. 8-12a would meet the requirements for satisfactory synchronization.


Fig. S-11. Differentiating and integrating circuits can distinguish between narrow and wide pulses. (a) Response of a differentiating circuit to pulses of different width. (b) Response of an integrating circuit to pulses of different width.


Fig. 8-12. Development of the supersyne wave form. (a) Developmental form of supersure. (b) Final form of the supersyne signal which permits horizontal synchronization during the vertical s.ine interval.

A more careful consideration of the problem, however, shows that if such a signal is applied to a differentiating circuit which serves to trigger the horizontal sweep generator, no differentiated pulses will occur for the entire duration of the long vertical pulse, a condition which results in the loss of horizontal sweep during the vertical re-

[^111]trace. Even though no picture information is presented during this interval, it is advisable from the standpoint of horizontal sweep stability to keep the sweep going and in synchronism at all times. This we may accomplish by notching the vertical pulse so that a leading edge occurs at each interval of $H$ at all times. A wave of this form is shown at Fig. 8-12b. When it is differentiated in the horizontal sweep system, each leading edge produces a sync pulse for the horizontal sweep generator. The narrow notches in the vertical sync pulse have negligible effect on the integrated output which triggers the vertical sweep circuit. We shall assume, then, that in combining the horizontal and vertical sync pulses, the required output is that shown at $b$ in the diagram.

One form of mixing circuit which can meet these requirements is shown in Fig. 8-13. The horizontal syne $a$ and the vertical sync $b$ are applied respectively to the control and sereen grids of the cathode


Fig. 8-13. Generation of the supersyne signal. Detail showing phase relationship between $a$ and $e$.
follower $I_{1}$. The magnitude of $b$ is sufficient to cut off the tube. The effect is to remove the three horizontal pulses (the number three is chosen arbitrarily) which occur during the vertical sync interval. $V_{2}$ is biased so that the notch due to $b$ is eliminated. The resulting wave delivered to $\dot{I}_{3}$ consists of a train of negative horizontal sync pulses, of which three are eliminated for the duration of each vertical sync pulse.

The wave shown at $e$ consists of a train of horizontal sync pulses which have been delayed by an amount $\tau_{d}$. From the detail in the diagram it may be seen that the trailing edges of $e$ coincide with the leading edges of a. The reason for this relationship will become apparent as we continue. $c$ and the vertical sync pulse $b$ are combined in the common plate load of $V_{4}$ and $V_{5}$ to give $f$. The bias level on tube $V_{6}$ is adjusted to clip off the lower portion of the wave so that the only signal appearing on the grid of $V_{7}$ is the notched vertical pulse. The signals applied to $V_{3}$ and $V_{7}$ combine to give the required supersyne voltage $h$.

We may now see the need for the delayed horizontal pulses which were applied to $\dot{V}_{4}$. Notice that the delay in $e$ is chosen so that its trailing edge (which becomes a leading elge in the notched vertical pulse) corresponds to a leading edge in the sync pulses shown at $a$. Then in the final wave $h$ the rising edges of successive pulses occur at intervals of $I I$, the line period, thereby ensuring that horizontal sweep is maintained in synchronism throughout the vertical pulse duration. The single exception is due to the leading edge of the vertical pulse itself. This may cause one misfire, but the horizontal sweep will be in proper synchronism by the time the picture data are again presented.

The over-all action of the supersync mixing cireuit may be summarized as follows. At the end of each picture or frame, three horizontal sync pulses are omitted. In their place is substituted a notched vertical pulse, the notches occurring in such a way that each leading edge occurs at the proper time to initiate the horizontal sweep.

## 8-5. The Composite Video Signal

Assume that the picture and blanking signals have been combined, say, as in Fig. 8-4. We must now mix this signal with the supersync. It has already been indicated that the supersync shall lie in
the blacker-than-black region of the final signal. The mixing can take place in a common plate load circuit which has been described before and is illustrated by $\mathrm{I}_{3}^{\circ}$ and $\mathrm{I}_{7}^{\circ}$ in Fig. $8-13$. Thus if the positive-going supersync were applied to the grid of one mixer tube, and a black-positive picture and blanking signal to the other, the combined output voltage would be the composite video signal shown at $i$ in the figure. It may be seen from Fig. 8-10 that the mixing of the composite video signal occurs in the video amplifier chain located at the camera unit. One other point should be mentioned. For the system whose block diagram appears in Fig. 8-10, the horizontal master multivibrator is free-running and hence may exhibit a slow drift over a long interval of time. This will show up as a slow change in the spacing between the leading edge of the notehed vertical pulse and the horizontal sync pulses. We have previously observed that this lack of tie-in between horizontal and vertical sweep in the noninterlaced scan is not serious; in the particular circuit which has been the subject of study this shift in leading edges will occur only during the vertical blanking interval and will have little, if any, effect on the final picture.

## 8-6. Supersync and Picture Separation

We have seen how the several components are combined into the composite video signal at the pickup end of the system. This composite voltage is transmitted by cable to the receiver unit where it must be analyzed into its original components, each of which must be channeled to the proper location. This is our next consideration.

Inspection of the composite signal, $i$, in Fig. 8-13, shows that the supersyne and picture components differ in time and in amplitude. It is this last fact which allows us to separate the two components. Thus if a sync-positive composite video signal is applied to a properly biased stage so that all of the picture components lie below cutoff, only the synchronizing signals will appear across the plate load; the supersync has been stripped from the picture. The stripped supersync may then be inverted and fed to differentiating and integrating circuits as shown in Fig. 8-14. The two outputs may then be used to trigger the horizontal and vertical sweep generators, respectively.

As far as the picture channel which feeds the grid of the cathoderay tube is concerned, no picture stripping is required, the reason being that the presence of the supersyne on that grid only tends to


Fig. 8-14. Syne stripping, and separation of the supersyne into its horizontal and vertical components.
drive the kinescope beyond cutoff. Since this occurs during the blanking interval when no light is being presented on the screen, the final picture is unaffected by the presence of the synchronizing signals.

We have seen, therefore, how at the expense of more terminal equipment the number of channels required for connecting the two ends of the closed television system may be reduced to one. Although the type III closed system which we have just described is interesting from an instructional point of view, the likelihood of its being used as a practical system is small. The reason is that in principle and in several details it resembles the commerrial telecasting equipment. It would be more feasible to adopt the commercial standards and make use of the standard equipment which is available on the market.

Of closed television systems in general, we may say that they are coming to be of increasing importance. The design of such a system involves a choice of a set of standards which meet the requirements in hand, and the synthesis of the system from the several components which have been the subject of the first portion of our study.

## Part II

THE COMMERCIAL TELECASTING SYSTEM

## CHAPTER 9

## SPECIAL PROBLEMS OF TELECASTING

It is axiomatic that a single set of television standards is a basic requirement for a nationwide commercial telecasting system. Only the assurance that any receiver will be able to receive any program from any station within its operating range will ensure willingness on the part of the public to invest in a television receiver. It is fortunate for the rapid development of commercial telecasting in the United States that industry and the Federal Communications Commission alike recognized this need to overcome buyer reluctance. It was proposed to keep telecasting on an experimental basis until more or less universal agreement could be reached on a set of operating techniques and standards which at the same time would make available high-definition pictures and yet allow technical advances within that framework of techniques and standards.

It is beyond the scope of our work to trace the technical developments which have culminated in the present commercial system. We shall, however, list some of the principal standards, show the basis for their acceptance, and explain what electrical components are required in the system that operates under those standards. ${ }^{\text {b }}$

The guiding principle in establishing standards is based on the "lock and key" relationship between the transmitter and receiver: the signal radiated from a transmitting station must be susceptible to reception and conversion into a high-definition reproduced image by any receiver which conforms to the accepted standards. A second principle is based on the preponderance of receivers over transmitters, and the technical ability of the personnel which operate them: whenever possible, the construction and operation of the receiver will be simplified at the expense of the transmitting facilities.
Some idea of the difficulty involved in getting industry-wide agree-

[^112]ment on standards may be had by briefly outlining some of the fuestions which must be answered. To begin with, the commercial telecasting system must handle a picture program plus the accompanying sound. Shall separate transmitters by used for the aural and video signals, and if so what should be the separation between their carrier frequencies? Shall the transmitters employ frequency-or ampli-tude-or some other form of modulation? Shall the antennas employ vertical or horizontal polarization? How shall synchronizing information be transmitted? What shall be the picture shape, the frame frequency, the line frequency? What shall be the scanning pattern; should an interlaced scan be employed? It is interesting to review briefly the means which were used to answer these questions.

## 9-1. The Standardization Committees

As early as 1929 , even before means of all-electronic pickup were developed, the radio industry through the Radio Manufacturers' Association saw the need for a clearing house for standardization, and set up the Committee on Television to serve as that agency. In the intervening years the committee followed developments in the field and in 1935 investigated the advisability of establishing standards based on the all-electronic scanning system which had been developed. The following year the committee recommended to the Federal Communications Commission a system based on the following standards: 441 lines, 60 fields per second using 2 to 1 interlace, aspect ratio 4 to 3 . The picture transmitter was to employ conventional double-sideband amplitude modulation. The aural transmitter was to be amplitude-modulated and the two carrier signals were to be separated by 3.25 megacycles with a total bandwidth of 6 megacycles allotted per station. Primarily transmission would be in the VIIF range around 60 megacycles.

In the late summer of 1936 the F.(\%.(\% replied to these proposals by opening 6 -megacycle-wide channels from 42 to 56 and from 60 to 86 megacycles for experimental operation only. No decision was made on the standards which were still incomplete and were not essential to experimental work. It is to the credit of the broadcasting companies who participated in this early work that they were willing to make large investments each year with no prospect of immediate financial return.

In the two following years the R.M.A. committee continued work
on the standards and set up a recommended operating practice which specified horizontal antemna polarization and filled in other standards chiefly concerned with the transmission of synchronizing signals. By the end of this period it was evident that the use of single sideband transmission of some sort would provide better utilization of the 6 -megacycle channel width and the recommended separation between aural and visual (arriers was raised from 3.25) to 4.5 megacycles. The enlarged list of standards was recommended to the F.C.C. Again the standards were not made final but two types of operation were permitted, type l, which was unscheduled and for experimental work, and type II, which was for scheduled programs of interest to the public. Financially the burden was still on the broadcaster; no commercial sponsorship of programs was permitted, although some sponsorship funds were permitted for developmental work.

By late 1940 a rift arose in the industry regarding the proposed R.M.A. standards. The National Broadcasting Company began limited commercial operation under the R.MI.A. proposals, and its parent organization, the Radio Corporation of America, began to manufacture receivers for public use. The effect of the rift was the announcement by the F.(.C. . that it would issum lieenses for fullscale commercial operation whenever the industry at large would agree on a single set of standards.

The agreement was rearhed through the agency of the National Television System Committee. Drawing its membership from the R.M.A. and other interested organizations which were outside that body, the committce began to meet in July 1940. In its work it reviewed all the major aspects of the television system and recommended a unified set of standards to the l'ederal (ommunications Commission. By July 1, 1941 the Commission had issued the Standards of ( Good Engineering Practice Concerning Television Broadeast Stations, and full commercial operation of television stations was under way. However, after the declaration of war in 1941 the stations ceased commercial operation.

By 1945, after cessation of hostilities, the F.C.C. issued a new set of rules which differed from the prewar set in three prime features; the allocation of channels was increased to 13 with new frequency assignments, the number of scanning lines was raised from 441 to 525, and frequency modulation of the aural transmitter was specified.

These standards remain in effect at the time of writing with the prime exception that channcl 1 is no longer in use. The commercial standards in the Cnited states are a direct outcome of recommendations from the televivion inclustry itself.

## 9-2. The Commercial Television System, Block Diagram

With our hackground of closed television systems we may now intelligently set up the block diagram for the open system used commercially. Kemembering that transmission of the program material between transmitter and receiver is by means of radio, we first consider a few of the problems involved in that portion of the system.

During the years when the R.MI.A. committer on television was working on standards the technifues of sharing a single carrier between two or more modulating signals were not developed. It is only natural then, that if sight and sound could not be placed on a single carrier that two separate transmitters be used, the one for the picture signal and the other for the accompanying sound program. The two carricr frequencies are to be separated by 4.5 megacycles in conformance with the standard mentioned above.

At the receiving location it would be unnecessarily complex if two separate reccivers were required, one each for the visual and aural programs. This complexity is circumvented by a superheterodyne receiver whose radio frequency and converter circuits are sufficiently broad-band to accept both programs. The intermediate frequency signals whose carriers are separated by 4.5 megacycles may then be separated in properly tuned IF amplifiers. In effect, the television receiver comprises two separate IF and low-frequency channels fed by a common RF and converter section, an arrangement which permits tuning to picture and accompanying sound in a single operation. The complete block diagram of the open system is shown in Fig. 9-1. We stress once again that the system shown is typical; many variations are possible which permit operation under the specified standards. Several of these variations are considered in subsequent chapters.

Consider the hlock diagram of Fig. 9-1. The aural transmitter is frequency-modulated to a maximum swing of $\pm 25$ kilocycles. Its power output shall be within one-half to one and one-half times the peak power output of the visual transmitter. The diagram shows the FM transmitter feeding a diplexer, a unit which permits the out-


Fig. 9-1. Transmitter and receiver block diagrams for the commercial telecasting system.
puts of video and aural transmitters to be fed into a common antenna system. Operation of the diplexer is discussed in ('hapter 13.

The video system in the diagram is shown separated into two parts, labeled "Transmitter" and "Studio." The dividing dotted line represents a physical division of equipment at the pickup end of the system. The equipment below the dotted line would represent, for example, studio facilities. The upper part represents the actual transmitter which is generally located at a spot favorable for transmission and remote from the studio.

The studio facilities diagram may be seen to be quite similar to that of the type III closed system of the last chapter. It will be noticed that in both systems a composite video signal which contains picture, blanking, and synchronization information is developed. The present system differs from the aforesaid type III system in that much more rigorous specifications are observed. The 2 to 1 interlaced scan is used, which requires rigid lock-in bet ween the horizontal and vertical sync pulses. Furthermore, the 60 -cycle field frequency is locked in with the power line in order to minimize scan pattern
hum effects which were discussed in ('hapter 2. A few other features of the block diagram are worthy of mention; for example, notice that two blanking outputs are shown from the sync and blanking generator. These are the "camera blank" output and the "line blank" output which feed the camera and line amplifiers, respectively. The implication is that these two blanking voltages differ in wave form; artually, as may be seen from the diagrams in Chapter 11, the line blanking pulses are of longer duration than the camera blanking pulses and overlap the leading and trailing edges of the latter. The line-blanking voltage is mixed with the picture signal in the line amplifier and, after passing through the entire system, appears on the control grid of the final cathode-ray tube. The effect of the wider line-blanking pulses, then, is to ensure that the cathode-ray tube at the receiver is blanked out before and after the camera blanking occurs. This guarantees that the camera will be delivering picture information when the (:RT is unblanked.
This policy of making the camera end work a little faster than the playback end is also carried over into the sync signals. In the block diagram the two lower outputs from the sync and blanking generator furnish synchronizing signals to the studio sweep generators. These camera synchronizing signals, labeled " $H$ drive" and " $V$ drive" on the diagram, are in each case narrower than their counterparts which go to make up the supersync that is transmitted to the receiver. Once again this ensures that the camera retrace begins and ends within the duration of the CR'T retrace, thus the pickup system is always ready to deliver picture information whenever the receiver is able to display it. The net effect is that two sets of blanking and sweep standards are in effect, one for the camera tube and one for the CR' ${ }^{\prime}$, the former being the more rigid.

The line-hlanking, supersyne, and picture signals are combined in the line amplifier in the general manner described in the last chapter. Also shown in the diagram is a monitor whose sweep is obtained from the studio sweep generator. Such a monitor is termed a "driven monitor" because the source of its synchronizing signals is the $I I$ drive and $V$ drive outputs of the syne generator. The monitor provides a constant check on the operation of the entire pickup system.

The principal standards for the studio facilities are listed below:
(1) $A=4$ to 3 .
(2) Iuring the active seanning intervals, the scene shall be
scanned from left to right and from top to bottom with constant horizontal and vertical velocities.
(3) A 2 to 1 interlaced scan pattern shall be used.
(4) $f_{p}=30$ cycles.
(5) $f_{f}=60$ eycles.
(6) $11=525$.
(7) $f_{l}=n f_{p}=15,750$ cycles.
(8) The wave form of the composite signal is similar to that shown at. $i$ in Fig. 8-13 and covered in detail in Chapter 11.
It will be observed that standards 1 through 5 of the list given above have been discussed in (hapter 2. The choice of 525 lines is based on the bandwidth available and on the characteristics of the receiver, a subject covered in the next chapter.

The video transmitter proper comprises a crystal oscillator whose output is multiplied to the proper frequency and whose power level is raised to the value required at the input of the modulated amplifier. The modulated output is fed to the diplexer through a side-band filter which removes a large portion of the lower side band generated in the process of amplitude modulation. The transmitter is the subject of Chapter 13. The principal standards which apply are listed below:
(9) Operation in the VIIF band shall be confined to one of the following channels: ${ }^{\text { }}$

| $\quad$ Megacycles | Megacycles |
| :--- | ---: |
| \#2. 54 to 60 | \#8. 180 to 186 |
| \#3. 60 to 66 | \#9. 186 to 192 |
| \#4. 66 to 72 | \#10. 192 to 198 |
| \#5. 76 to 82 | \#11. 198 to 204 |
| \#6. 82 to 88 | $\# 12.204$ to 210 |
| \#7. 174 to 180 | $\# 13.210$ to 216 |

(10) The visual carrier shall be located 4.5 megacycles below the aural carrier frequency.
(11) The aural carrier frequency shall be located 0.25 m.c. below the upper frequency limit of the channel.
(12) The visual carrier shall be amplitude modulated with both picture and synchronizing signals, the two signals corresponding to different ranges in modulation amplitude.

[^113](13) A decrease in light shall cause an increase in radiated power.
(14) The black level shall correspond to a definite carrier level, independent of picture content.
(15) Pedestal level shall be transmitted at $75 \% \pm 2.5 \%$ of the peak voltage amplitude of the signal.
(16) The maximum white signal shall modulate the carrier to $12.5 \% \pm 2.5 \%$ of the peak voltage ampliturle of the radiated signal.
(17) The radiated signals shall have horizontal polarization.

The required amplitude distribution in the composite video signal to meet these requirements is shown in Irig. 9-2. How the visual


Fig. 9-2. Bistribution of amplitude in the composite video signal. The upper 25 per cent is reserved for the synchronizing signals.
and aural side bands are disposed in the 6-megacycle channel allotted to a station is discussed in Chapter 12.

The receiver shown in Fig. 9-1 comprises a common "front end" of approximately 6 -megacycle bandwidth and capable of handling the combined visual and aural signals, followed by two independent IF and output chains. The upper or aural system is composed of the components of a conventional liM receiver which serve to demodulate the FMI aural carrier. The audio voltage is amplified and fed to a loudspeaker.

In the video portion of the receiver, the If signal is amplified and detected, the detected output being the composite video signal. The remainder of the system is similar to the receiver unit of the type III closed system previously described. The black negative composite video signal is fed to the control grid of the CRT where it serves to modulate the light output on the fluorescent screen. A sync-positive version of the same signal is fed to a sync stripper, which removes the picture information and sends the supersync to the two sweep sys-
tems. Separation of the horizontal and vertical sync pulses is accomplished with the aid of differentiating and integrating circuits as previously described.

In the remaining chapters of this section we investigate the reasons governing the choice of some of the standards which have been listed. We then investigate the various components of the visual portions of the over-all commercial telecasting system.

## CHAPTER 10

## THE OPTIMUM NUMBER OF LINES

In the final analysis the choice of the optimum number of scanning lines for the commercial television system must be based on subjective tests. It is nevertheless illuminating to subject the various factors involved to an analysis which points in the right direction. An analysis of this sort lends to a better understanding of the whole system and demonstrates admirably some of the analytical methods that have been developed in the art. Such an analysis is the subject of the present chapter, and it will be shown how the optimum number of scanning lines may be determined when the bandwidth allowed for transmitting the picture signal is specified. ${ }^{1}$

## 10-1. Some Factors Governing Resolution

In Chapter 2 an approximate equation was derived which related the highest video frequency transmitted to $\lambda_{v}$ and $N_{h}$, the number of picture elements transmitted along a vertical and a horizontal line, respectively. The term "resolution" of the picture was also used as a measure of the figure of merit, $M=N_{v} N_{h}$. By an extension of this concept we may define the resolution as that characteristic of a picture which makes it sharp and clear as opposed to smeared and blurred. We must now consider some of the factors in the over-all television system which affect the resolution of the final picture.

In following the line of reasoning used in Chapter 2 we see that $N_{r}$, a measure of the resolution in the vertical direction, is directly proportional to the number of scanning lines; the larger the number of

[^114]lines, the greater will be the number of elements which can be reproduced in the vertical direction. There is an upper useful limit to this relationship, however, which is imposed by the limited visual acuity of the human eye; since the eve can only resolve a finite amount of detail at any given viewing distance, it is wasteful to increase $n$ and $N_{v}$ beyond the limit which the eye can discern. This factor, then, places an upper limit on the number of scanning lines.

A second factor which is related indirectly to the number of lines is $N_{h}$, the detail transmitted along a scanning line. Consider this relationship. In Chapter 5 it was shown that the variation of brightness over the surface of a picture could be considered as the summation of an infinite number of bidirectional Fourier components. It was also shown that the parameter $k$ was a measure of the detail along a horizontal line, for $k$ determines the number of sinusoidal brightness variations across the face of the picture. It follows, therefore, that $N_{h}$ is proportional to $k$.

In the same chapter we derived the relationship between the Fourier components and the frequency spectrum of the electrical signal which results from scanning a transducer over the picture in the specified scan pattern. The resulting spectrum which is plotted in Fig. 5-7 shows that $k$, which determines the multiple of line frequency present, is the chief factor in determining the high-frequency limit of the electrical signal. We might sum up these facts in the following manner: $N_{h}$ determines $k$, which in turn determines the bandwidth of the electrical signal. If, then, the television system had an infinitely wide bandwidth, there would be no limitation on the amount of detail transmitted along a scanning line, or we may say that $N_{h}$ is limited by the system bandwidth provided that aperture distortion is eliminated.

It would appear, then, that $N_{h}$ is independent of the number of lines. As a practical matter this statement is incorrect as we may see from the approximate equation preceding (2-2)

$$
f_{v}=\frac{1}{2} N_{v} N_{n}, f_{p}
$$

It follows that for a given system bandwidth, $f_{v}$ is fixed so that the product $N_{v} N_{h}$ must be constant; hence a finite bandwidth relates $N_{h}$ to $N_{v}$ and the number of scanning lines. From standard 10 of the last chapter it follows that the video bandwidth of the commercial system cannot exceed 4.5 megacycles. Our problem, then, is to
choose the number of lines such that an optimum compromise between $N_{h}$ and $N_{r}$ is reached. It should be noticed that they may be traded. the one for the other.

We have previously observed that a person viewing a televised image naturally tends to adjust his viewing distance so that the coarsest detail blends into a smooth picture. It is patently wasteful of detail. then, to greatly increase the resolution in either direction over that in the other direction. Our criterion is to choose a number of scanning lines which, for the specified bandwidth of roughly 4.5 megarycles. gives equal vertical and horizontal resolution. We must next standardize the amount of overlap between adjacent scanning lines.

## 10-2. Overlap, Line Structure, and Resolution

In deriving the number of lines which gives approximately equal vertical and horizontal resolution it is convenient to consider the problem at the receiving end of the system where the video signal applied to the control grid of a cathode-ray tube modulates the light intensity on the fluorescent sereen. To simplify the work we shall neglect the effects of aperture distortion at the pickup end which may be corrected electrically.

We consider first the effect of adjacent line overlap on the reproduced image in the presence of a constant white video modulating signal. We have seen in Chapter 5 that an electron beam of circular cross-section scanning across a fluorescent screen leaves behind it a line whose intensity normal to the direction of scan varies as the $\cos ^{2}$ of the distance from the center, Figure 5-23. Let $r$ be radius of the scanning spot and $y$ be distance measured from the center line of the scanning line. Then the intensity across a scanned line is given by

$$
\begin{equation*}
I(y)=\hat{I} \cos ^{2}\left(\frac{y}{r} 90^{\circ}\right) \tag{10-2}
\end{equation*}
$$

If, now, the spot diameter is adjusted such that the edges of two adjacent scanned lines just touch, ed. (10-2) may be applied directly to give the variation of intensity vertically across the face of the scanned area. The resulting image produced by this condition is shown at a in Fig. 10-1. Inspection of the diagram shows that a flat or uniform field is not reproduced, and that the line structure of the image is very apparent.
(a)

(b)

(c)


Fig. 10-1. Effect of adjacent-line overlap on field flatness. A cosine-squared distribution of intensity across the scanned line is assumed. (a) Reproduced intensity across the seanning lines, adjarent lines contiguons. (b) Reproduced intensity across the seanning lines, overlap $=0.5$ pitch. (c) Reproduced intensity aeross the scanning lines, nverlap $=$ piteh.

This condition may be ameliorated by keeping the pitch or distance between adjacent scanning lines, $s$, constant and widening out the spot width. To illustrate this, Fig. 10-1b is plotted for the case where adjacent lines overlap by an amount which is 50 per cent of the pitch. The dotted curves show the intensity distribution across each scanning line. The solid curve is the result of summing up the individual curves point by point and represents the actual distribution across the reproduced image in the vertical direction. It will also be seen from the figure that the 50 per cent overlap case provides a flatter field than does the zero overlap case. The disadrantage of overlapping adjarent lines. however, is that with overlap a loss of
detail must result in the overlap region. For example, when the light is being modulated by a video signal, the image reproduced in the region of overlap will be the sum of the images of the two scanning lines, and a loss of resolution results. The condition is illustrated in lig. 10-2, where the picture data is indicated by cross


Fig. 10-2, When adjacent linesare overlapped to flatten the field, there is a loss of detail in the overlap region, (b) also illustrates the loss of detail due to "pairing."
hatches. At $a$ where there is no overlap, the picture data along each line is kept separate from the adjacent ones. At $b$, the spot size has been increased to give an adjacent line overlap of one-half the pitch. It may be seen that where the lines overlap the data becomes confused with a resulting loss in detail. Actually the 50 per cent overlap condition will not give as poor results as indicated in the diagram for as we have seen, the intensity of the scanned image decreases as the $\cos ^{2}$ of the normalized distance from a line center. This means that in the actual case the region where the resolution decreases will be narrower than the overlap band. ${ }^{2}$

In extending these ideas even farther, we see that if 100 per cent overlap be used, that is, if $o=s$, a perfectly flat field will result, as shown in Fig. 10-1c. The fact that the 100 per cent overlap yields a flat field may be verified by the well-known trigonometric relationship: $\sin ^{2} \theta+\cos ^{2} \theta=1$. From the point of view of resolution, however, the $o=s$ condition is entirely out of the question.

[^115]The last few paragraphs have shown that spot size affects the resolution (a fact which we have previously observed in Chapter 5) and the flatness of a white field. It should be apparent, then, that in determining the optimum number of lines for the telerision system we must decide beforehand what overlap is to be assumed for the analysis and hold that value fixed. There is some difficulty involved in choosing a value of overlap because individual tastes differ. Some persons are willing to sacrifice detail to eliminate the line structure in the picture; others want maximum detail at all costs. As a compromise between these extreme points of view, the 50 per cent overlap case illustrated in Fig. 10-1 $b$ will be assumed in the remainder of the treatment. The results may be revised in either direction to conform to other choices in adjacent line overlap.

Reference to Fig. $10-1 b$ shows that with a constant white signal applied to the grid of the cathode-ray tube the field intensity in the vertical direction fluctuates about a mean of $I=0.75 . \hat{I}$. It is convenient for the work which follows to define this $0.75 \hat{I}$ response as the 100 per cent intensity level. It is clear, then, that any value of $I$ may be converted to a per cent-intensity value by the following equation:

$$
\begin{equation*}
\text { per cent intensity }=\frac{I}{0.75 \hat{I}} \tag{10-3}
\end{equation*}
$$

The scale corresponding to this equation is shown at the right in Fig. $10-1 b$.

We must next consider what happens when a varying, rather than a constant, modulating signal is applied to the control grid of the cathode-ray tube. If we assume that the latter is being operated in the linear region of its light-intensity-grid-voltage characteristic, a change in control grid voltage will produce a proportionate change in $\hat{I}$ of the scanned line. We are able then to plot the intensity variation on the fluorescent screen when the control grid voltage is changed.

This principle is illustrated in Fig. 10-3 where we see the variation in intensity in the reproduced image along a vertical line $c$. It is assumed that the control grid voltage is such that a black-to-white transition should be reproduced as represented by the line OM. The effect of aperture distortion in the horizontal direction along a scanning line is neglected because it may be corrected by proper electrical net-


Fig. 10-3. The reproduced light intensity along a vertical line ec when a black-to-white transition OM is reproduced.
works. When the beam is moving along line 1 it is blanked out at $c$ by the signal voltage and the intensity on the tube face is zero as shown in the intensity plot in the diagram. As the spot moves along line 2 it straddles the black-to-white transition at $c$ and hence the light intensity will be determined by a 50 per cent gray control grid signal. Thus for line 2 the peak value of $I$ is one-half of the value which gives white, and the intensity curve for line 2 is the $\cos ^{2} \theta$ function modified by the factor $\frac{1}{2}$ as shown in the diagram. For the remaining lines the spot reproduces full white along $c$ and the intensity curves have the shape shown, which corresponds to the $\cos ^{2} \theta$ function. It is this type of intensity curve that results when an abrupt black-to-white boundary is scanned, which serves as the basis for the analysis which follows.

## 10-3. Vertical Resolution ${ }^{3}$

We have stated earlier in the chapter that our goal is the choice of a number of scanning lines which in a rideo pass band of some 4.5 megacycles will give approximately equal vertical and horizontal resolution. Clearly, if we are to compare the resolutions in both directions, we must have means of measuring them. One such measure, $N_{v}$ and $N_{h}$, may be used quite conveniently when the subject matter is of the checkerboard type illustrated in Fig. 2-4. It has been pointed out, however, by Kell, Bedford, and Fredendall that such a checkerboard pattern does not provide a useful measure of resolution berause the alternate black and white squares do not serve as fundamental "building blocks" from which a more complex image may be synthesized. A basic pattern of greater utility is of the unit function form and consists of an abrupt black-to-white boundary of the type illustrated in Fig. 10-3. Reference to that figure shows that the abrupt transition along the vertical line $c$ is reproduced as a gradual oscillating change in light intensity, which spreads over approximately the width of one scanning line for the case illustrated. We can, therefore, take the distance, d, expressed in units of the pitch, required for the reproduced intensity to rise from zero to the 100 per cent intensity level as a measure of the vertical resolution. ${ }^{4}$ Notice that the actual, abrupt transition is stretched out over the normalized distance, $d$, thus $1 / d$ is a direct measure of the blur in the reproduced boundary and may be taken as the vertical resolution expressed in pitch units. The actual resolution, $V^{\prime}$, will be

$$
\begin{equation*}
V=\text { vertical resolution }=\frac{s}{d} \tag{10-4}
\end{equation*}
$$

[^116]It might appear, then, that in drawing Fig. 10-3 we have completed the determination of $V^{\prime}$, but as a practical matter this is not true for we considered only a particular case, where the boundary line between the black and white areas crosses the center of the scanning line. To be more general, we should consider a number of cases, each for a different transition condition, and construct an average rise curve whose normalized rise distance is taken as $d$. In Fig. 10-4


Fig. 10-4. Scanning a black-to-white boundary. Four vertical lines representing different transition conditions are chosen. The reproduced intensity along each vertical line is shown in Fig. 10-5.
the boundary line is shown as well as a number of vertical lines labeled $a$ through $d$, at each of which a different condition of transition prevails. It should be observed that $c$ represents the same condition as shown in Fig. 10-3 and that the assumed overlap value of 50 per cent is used.

The reproduced intensity along each of the sample vertical lines may then be plotted as in Fig. 10-5. Each of these curves exhibits a different rise distance, $d$, and hence corresponds to a different value of I . This fact, of course, ties in with our previously defined concept of utilization ratio; the resolution depends upon the relative orientation of the subject matter and the scanning lines.

It may be assumed that the human eye will integrate light along the black-to-white transition curve; hence it is valid to construct a mean rise curve, $r$, which is the average of the four rise curves shown,


Fig. 10-5. Curves showing the variation of light intensity along the four vertical lines of Fig. 10-4. The rise distance from 0 to 100 per cent of the average curve, $n$, is a measure of the vertical resolution. (Courtesy of RCA Revico.)
and we take $d$ to be the normalized rise distance of this mean curve. By eq. (10-4) the vertical resolution will be the reciprocal of this value.

The relationship between the actual rise distance in linear units and $n$, the number of lines, comes about because $s$, the interline center pitch, is inversely proportional to $n$ for a given picture height or

$$
\begin{equation*}
\text { actual rise distance in linear units }=d s=\frac{d h}{n} \tag{10-5}
\end{equation*}
$$

Then as the number of lines increases, the actual rise distance decreases, indicating a higher value of vertical resolution. In consequence, a curve of vertical resolution plotted against the number of lines will be a straight line.

## 10-4. Horizontal Resolution

We have seen how vertical resolution may he measured as the reciprocal of the distance required for the scanning system to reproduce a step-function transition in brightness. We now must set up a similar definition for the horizontal resolution of the system. In this case we are interested in the reproduction of a black-to-white transition along a scaming line; thus we must orient the boundary line so that it is normal to the lines.

If we assume an infinitesimally narrow reproducing aperture, or an
aperture whose width has been compensated for, nothing in the scanning system proper will affect the response; rather the response will depend solely upon the transient response of the electrical networks which deliver the electrical signal to the CRTT grid. Thus the first step in determining horizontal resolution is the evaluation of the transient response of the electrical portions of the system. Then, since the distance traveled by the scanning spot is linearly related to the scanning velocity, we may relate the rise time of the electrical system to the rise distance in the reproduced image. The horizontal resolution, $I$, may then be determined as the reciprocal of this rise distance.

We immediately are faced with a problem because there is no one single transient response for which all television receivers are designed. In fact, receivers will exhibit widely varying responses, depending to a large degree on their selling price. To circumvent this ambiguity we shall assume the five different idealized receiver characteristies, which are shown in ligure $10-6$ as being typical of receivers


Fig. 10-6. Tramsient response of five idealized video transmission systems. The rise time of each curve is related to the corresponding horizontal resolution. (Courtesy of R('A Reriow.)
extending from the low- to the ligh-priced class. As a matter of convenience each curve may be identified by a parameter $m$ defined by

$$
\begin{equation*}
m=\frac{f_{c}}{f_{0}} \tag{10-6}
\end{equation*}
$$

where $f_{c}$ and $f_{0}$ are. respectively, the upper limit of the mid-band and the zero-response frequency of the corresponding steady-state gain
characteristic. These latter characteristics are plotted in the insert of Fig. 10-6. In each case, a constant delay characteristic is assumed. ${ }^{5}$ Once the set of typical response curves has been assumed, the rise time of each may be moasured and converted to rise distance on the CRT screen. To carry out this last step we must calculate the linear velocity of the seanning beam. Thus let it be assumed that the horizontal blanking interval decreases the length of a scanning line by 15 per cent and that the tertical blanking causes a loss of 10 per cent of the total number of lines as far as picture reproduction is concerned. We then have the following relationships:

$$
\begin{equation*}
\tau_{s}=\frac{0.85}{n f_{p}} \tag{10-7}
\end{equation*}
$$

and

$$
\begin{align*}
w_{n} & =\text { horizontal scan velocity } \\
& =\frac{w}{\tau_{8}}=\frac{u n f_{p}}{0.8 .5}=\frac{A n f_{p}}{0.85} h \tag{10-8}
\end{align*}
$$

and for the interline pitch

$$
\begin{equation*}
s=\frac{h}{0.9 n} \tag{10-9}
\end{equation*}
$$

Then by means of ( $10-8$ ) the rise distance corresponding to any rise time in Fig. 10-6 may be determined as a pereentage of the picture height, $h$. Similarly, the actual vertical rise distance may be expressed as a percentage of the picture height by the use of (10-9).

To illustrate the work involved we calculate a typical point for $n=507$ lines, $f_{p}=30$ cycles, and $m=1$. From Fig. 10-6, the normalized rise time from back to white is 0.6 , or the rise time is

[^117]\[

$$
\begin{equation*}
t=\frac{0.6}{f_{0}}=\frac{0.6}{4.5 \times 10^{6}} \tag{10-10}
\end{equation*}
$$

\]

Then the actual rise distance along the cathode-ray tube sereen is

$$
\begin{align*}
\text { actual rise distance } & =v_{h} t=\left(\frac{4}{3}\right) \frac{(507)(30)(0.6)}{(0.85)\left(4.5 \times 10^{6}\right)} h \\
& =0.0032 \mathrm{~h} \tag{10-11}
\end{align*}
$$

Similarly, from Fig. 10-5, $d$ is 1.8 , then actual rise distance

$$
\begin{equation*}
\text { actual rise distance }=1.8 s=\frac{1.8 h}{0.9(507)}=0.0039 h \tag{10-12}
\end{equation*}
$$

These two distances may be identified in Jig. 10-7 as the horizontal ( $m=1$ ) and vertical rise distances, respertively. It follows of course


Fig. 10-7. When the seanning velocity is known, the rise times of Fig. 10-6 may be converted to rise distance along the sereen, expressed as a percentage of the pirture height. Curves are for $n=507$ lines. (Courtesy of R('A Reriew)
that similar curves could be plotted for different values of $n$ so that a direct comparison of the horizontal and vertical rise distance or blur could be made. ${ }^{6}$ The data from several such curves are summarized in Fig. 10-8. Notice that the curves of horizontal resolution which are given by the reciprocal of eq. $(10-11)$ are of the inverse type as would be expected from the equation

$$
\begin{equation*}
\text { horizontal resolution }=H \propto \frac{1}{n} \tag{10-13}
\end{equation*}
$$
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Fig. 10-8. $V$ and $I$ curves show vertical and horizontal resolution. Equal resolution in both directions occurs where the solid curves intersect. The () curves indicate picture quality. (Courtesy of R('A Rerien.)

In Fig. 10-8 the quantities $I$ and $H$ are, respectively the reciprocals of actual vertical and horizontal rise distances expressed in arbitrary units rather than as a fixed percentage of picture height. As such, they are each a direct measure of the resolution in the appropriate direction.

Let us now examine the $I$ and $I$ curves of Fig. 10-8 with the view of picking that value of $n$ which will give substantially equal values of vertical and horizontal resolution. Clearly from the curves no such single choice can be made because the receiver response enters in. For example, for the "best" receiver for which $m=1$, the condition of equal $V$ and $H$ is provided by an $n$ slightly in excess of 500 lines. Similarly for the $m=0.67$ receiver $n$ should be just under 450, and for $m=0, n$ should be roughly 330 .

## 10-5. Over-all Resolution

In general, all types of receivers will be in use and on the $1 \cdot$ and $I I$ data alone we cannot make the optimum choice for $n$. Toresolve the difficulty we seek some other quantity, which may give additional information that is independent of the receiver response. Kell, Bedford, and liredendall have recommended a factor "which is indicative of the over-all picture quality," and which is related to $I$ and $H$ in the following manner: Since $V^{\prime}$ is the vertical resolution, $1 / I^{\prime}$ is the vertical blur or rise distance for the black-to-white transition, and similarly $1 / H$ is the horizontal blur. Regarding these two blurs as vertor quantities at right angles to each other, the magnitude of the resultant blur, $B$, will be

$$
\begin{equation*}
B=\sqrt{\left(\frac{1}{V}\right)^{2}+\left(\frac{1}{H}\right)^{2}} \tag{10-14}
\end{equation*}
$$

Since blur and resolution are reciprocally related, we may take $1 / B$ to be the resultant over-all resolution or the picture quality, $Q$.

$$
\begin{equation*}
Q=\frac{1}{B}=\frac{1}{\sqrt{\left(\frac{1}{I I}\right)^{2}+\left(\frac{1}{V}\right)^{2}}} \tag{10-15}
\end{equation*}
$$

The justification for treating the component blurs as rectors is that the results are in good agreement with those of subjective tests.

With the over-all resolution, $Q$, defined, it may be plotted against $n$ for the various receiver types as shown by the dashed curves in Fig. 10-8. Inspection of these curves shows that a value of $n$ slightly in excess of 500 gives equal values of $V$ and $H$ as well as maximum quality for the best type of receiver ( $m=1$ ). For the poorer receivers the vertical resolution will be higher than the horizontal resolution. We shall assume, then, that subject to all our assumptions, such as $\cos ^{2} \theta$ light distribution across a scanned line, 30 -cycle picture frequency, corrected aperture effects, and 50 per cent adjacent line overlap, the optimum number of lines is in the vicinity of 500 , a value which gives essentially equal $V$ and $H$ and good over-all quality for a good receiver. The precise value of $"$ is affected by certain other considerations which are taken up in the next section.

## 10-6. Circuit Factors

Once the general order of the number of scanning lines has been determined from the consideration of resolution, we must look to the requirements of the over-all system to aid in choosing the actual value. In the last chapter it was specified that the 2 to 1 interlaced scan pattern is standard; hence $n$ must be an odd number. ${ }^{7}$ It was also specified that a rigid lock-in between the line and frame frequencies is required. In the next chapter we shall see that this tie-in of the two frequencies is provided by an electronic frequency-dividing circuit which gives most satisfactory operation when the frefueney division ratio consists of a small number of integral factors. From our previous work we know that the line and frame frequencies are related by the factor $n$ for

$$
f_{l}=n f_{p}
$$

Thus $n$ is the required division ratio of the counting circuit. The two requirements on $n$, that it shall be odd and consist of a small number of integral factors, are satisfied by the following numbers which lie in the general vicinity of $500::^{8}$

| $n$ | factors |
| :---: | :---: |
| 441 | $7 \times 5 \times 3 \times 3$ |
| 495 | $11 \times 5 \times 3 \times 3$ |
| 507 | $13 \times 13 \times 3$ |
| 525 | $7 \times 5 \times 5 \times 3$ |
| 567 | $7 \times 3 \times 3 \times 3 \times 3$ |

Of these several values 525 has been adoptel as the standard number of lines for the commercial television system.

One final point should be mentioned. The choice of 525 lines for commercial practice is based, as we have seen, on a maximum video bandwidth of 4 to 4.5 megacycles. Some attention has been directed to the practice in several European countries of using a number of lines in excess of 800 . It can be seen immediately from our work in the preceding sections that such a value with a 4.5 -megacycle bandwidth would give a vertical resolution far in excess of the horizontal value. The European practice circumvents this shorteoming by

[^119]using a wider bandwidth, and the resulting broad-band high-resolution system is intended for large-screen theater recrption rather than private reception in the home. The consensus in the United States is that 525 -line 4.5 -megacycle bandwidth standards provide adequate pictures on the screen sizes used in home-type receivers and provide room for improved picture quality resulting from technical advances under those standards.

## 10-7. Test Pattern and Resolution

The accepted practice in telecasting stations calls for the transmission of test pattern for a period of at least 15 minutes prior to the transmission of regular program material. The test patterns shown in Fig. 10-9 and $10-10$ serve to identify the transmitting station by means of call letters, channel number, and other insignia, and are designed to enable the operator of a television receiver to adjust his set for optimum reception of the transmitted signal. Our chief con-


Fig. 10-9. A typical station test pattern. (Courtesy of Columbia Broadeasting Sisstem.)

(a)

(b)

Fig. 10-10. Another form of test pattern. (a) As viewed on a receiver. (Courtesy of American IBroadcasting Company.) (b) (Outlune of the pat tern showing the calibration points used in determining resolution and rereiver bandwidth.
cern at the moment is to see how the test pattern may be used to check the resolution of a television system. Since the pattern affords several other checks on system performance, we shall discuss them also for the sake of completeness.

Reference to the two figures shows that the pattern has two large concentric circles, the outer one white, the inner one black. The circles have diameters in the ratio of 4 to 3 and hence are proportional to the standard picture aspect ratio. Thus the proper picture height is ohtained by adjusting the vertical sweep gain until the top and bottom of the black ring just touch the top and bottom of the mask surrounding the face of the cathode-ray tube. In a similar fashion the horizontal sweep gain is set to have the edges of the outer ring touch the vertical edges of the mask. This procedure ensures that the receiver sweep will give the proper aspect ratio. Furthermore since the shape of the circles and the wedges are known, they also serve as a check on the linearity of the receiver sweep circuits. For example, in Fig. 10-10a the circles appear as ellipses, indicating that the vertical sweep is not linear. Screwdriver adjustments can be made on the receiver linearity controls to remedy the situation.

The test patterns also provide a means of properly setting the receiver contrast control. This is done with the help of the five concentric rings which range in shade from white to black in four equal increments. The contrast control should be adjusted until the apparent difference in brightness between any two of the adjacent rings is constant.

Since the focus control provides a means of setting the resolution of the reproducing system, it should be adjusted so that the black and white lines which make up the four horizontal and vertical wedges can be distinguished as near to the center of the pattern as possible. Under this condition the resolution is maximum, as will be explained in the paragraphs which follow.

The four wedges are drawn in such a way that the vertical and horizontal resolution may be reckoned directly in terms of the number of elements transmitted along a vertical line, $N_{v},{ }^{9}$ or in terms of the number of effective lines with which the whole system is operating. In order to see this we first consider the two identical horizontal wedges which are located on either side of the bull's-eye in Fig. 10-10. Inspection of the diagram shows that each wedge is formed of 16

[^120]black and 15 white bars arranged alternately; thus along any vertical line across these wedges, the bars represent 31 picture elements. Furthermore, since the wedges are tapered toward the center of the pattern, the 31 picture elements are crowded into a smaller and smaller space as the center of the pattern is approached. It is this property of the wedges which permits their use as a check on the system resolution. The height of the wedges where they intersect the large black circle ( $h_{150}$ in Fig. 10-10b) is $1 / 4.84$ times the picture height, $h$. Since there are 31 picture elements in the distance $h_{150}$, the total number of elements along a vertical line of length $h$ drawn through the intersections of the wedges and the black circle is
\[

$$
\begin{equation*}
N_{r}=31 \frac{h}{h_{150}}=31(4.84)=150 \text { elements } \tag{10-16}
\end{equation*}
$$

\]

Hence, if the television system can just resolve the outer edges of the wedges, it is capable of displaying 150 picture elements along a vertical line, or we can say that it is effectively operating with 150 lines, even though the actual number of scanning lines is 525 .

At the point where the wedges intersect the white ring of the bull'seve, the 31 elements occupy a vertical distance which is one-half $h_{150}$ : hence if the system can just resolve the wedges where they intersect the white ring, it is handling $N_{r}$ elements along a vertical line given by

$$
\begin{equation*}
N_{r}=150 \frac{h_{150}}{h_{310}}=150(2)=300 \text { elements } \tag{10-17}
\end{equation*}
$$

or the effective system resolution is 300 lines.
It may be inferred from these data that the maximum vertical resolution is determined by that point along a horizontal wedge at which the black and white bars can just be distinguished from each other. Since the wedges taper at a uniform rate, the resolution is proportional to location of that point along the wedge. To aid in interpreting the results white dots are placed above and below the wedges at the 200 and 250 line points.

With this information in hand we may estimate the vertical resolution of the receiver pattern shown at $a$ in Fig. 10-10. Along the right-hand wedge the black and white bars are clearly discernible to a point approximately midway between the 200 and 250 line calibration dots; hence the vertical resolution is about 225 lines.

Horizontal resolution may be determined in exactly the same
manner from the two vertical wedges which are identical to their horizontal counterparts, except for their orientation and the fact that they do not extend as far in toward the center of the bull's eye. Once again, resolution is expressed in terms of an equivalent number of scanning lines, or $N_{v}$, and the upper and lower pairs of dots on either side of the upper vertical wedge correspond to resolutions of 200 and 250 lines, respectively.

We have seen in our previous work that horizontal resolution is related to the receiver transient response which, in turn, is related to the receiver bandwidth; hence the resolution wedges may also be used to determine the effective receiver bandwidth. If $N_{v}$ is the effective number of lines, then for a pirture of aspect ratio 4 to 3 , the number of elements along a horizontal line will be

$$
N_{h}=\frac{4}{3} N v
$$

Then, using the methods of chapter 2 , we assume the frequency of the signal required to produce these clements to be

$$
\begin{equation*}
f=\frac{1}{2} \frac{N_{h}}{\left(\tau_{u}\right)_{h}} \tag{10-18}
\end{equation*}
$$

but in the commercial standards, $\left(\tau_{u}\right)_{h}=5.3 .3 \mu$ sec; therefore

$$
\begin{equation*}
f=\frac{1}{2}\left(\frac{4}{3}\right) \frac{N v}{(53.3) 10^{-6}}=0.0125 \times 10^{6} . \mathrm{Nr} \tag{10-19}
\end{equation*}
$$

With this equation the effective bandwidth of the receiver may be determined from either vertical wedge. In the actual pattern four calibration points are provided along the lower wedge so that the bandwidth may be read directly. Reading, downward these dots correspond to bandwidths of $3.5,3,2.5$, and 2 megacycles, respectively. Then, reading from Fig. $10-10 a$, we see that the receiver illust rated has an effective bandwidth of approximately 3 megacycles. This value may be verified by eq. (10-19).

It must be stressed that all stations do not use the same details in the test pattern chart (Fig. 10-9). The effective number of lines and bandwidth may be calculated for each of them in the same manner that has been illustrated in this chapter.

## CHAPTER 11 SYNCHRONIZATION

F'requent reference has been made in the preceding chapters to the use, shape, and generation of the synchronizing signals which serve to lock-in the vertical and horizontal sweep at both ends of the television system. In commercial telecasting practice, where picture quality is at a premium, the requirements for timing, duration, and shape of these synchronizing pulses are much more rigid than in any of the previously described closed systems. In the present chapter we shall investigate these requirements, synthesize the composite synchronizing signal which meets them, and consider the several circuits required to generate that signal.

## 11-1. Synchronization Requirements

In brief, the synchronizing signal must meet the following primary conditions:
(1) It must provide positive synchronization of the sweep circuits.
(2) The horizontal and vertical components of the composite signal must be susceptible to separation by simple electrical circuits.
(3) The signal must be of such a form that it may be combined with the picture and blanking signals to modulate a common carrier at the transmitter.

Additional requirements demanded by the sweep circuits and by the need for stability of sweep are:
(4) The synchronizing pulses must occur at the end of a sweep in order to initiate flyback.
(5) There shall be a rigid lock-in between the horizontal and vertical sync components to reduce pairing in the interlaced scan pattern.
(6) Provision shall be made to maintain horizontal synchronization at all times, even during the vertical synchronizing interval.

It will be observed that several of the above requirements are met
by the synchronizing signals used in the Type 111 closed system of (hapter 8. We shall, therefore, be able to draw on the material of that chapter.

## 11-2. Amplitude Components of the Composite Signal

The third requirement listed above demands that the sync, picture, and blanking signals be combined into a single eomposite video signal, which may be used to amplitude-modulate the carrier of the video transmitter. Under the current set of standards these components in the combined signal are kept apart by amplitude separation. Thus of the 100 per cent peak-to-peak value of the combined signal, the upper $25 \% \pm 2.5 \%$ is reserved for the blanking signals. The remaining 75 per cent are available for the picture signal proper. Black or blanking corresponds to the dividing line between sync and picture components. This distribution of the amplitude components is illustrated in Fig. 9-2. Since the signal must remain a singlevalued function, the syne and picture components must be separated in time as well as in amplitude. Such a separation is quite feasible since a sync pulse occurs at the end of a trace when the picture is blanked out, a condition also illustrated in Fig. 9-2. The amplitude and time location of the synchronizing pulses may be designated as follows: They lie in the "blacker than black" amplitude region ${ }^{1}$ and occur during the blanking intervals at the end of each line and each field when no picture signal is being transmitted.

## 11-3. Wave-form Components of the Composite Sync Signal

We have already seen in Chapter 9 that differentiating and integrating circuits are capable of distinguishing between wide and narrow pulses; thus the second primary requirement may be satisfied by pulses of this type. From the relationship between the line and field frequencies of the interlaced scan it follows that $V$, the field period, is $n / 2$ times as long as $I I$, the line period. It is only natural, then, that the longer pulses be used for synchronizing the vertical sweep, and the narrow ones, the horizontal.

We next consider in more detail the action of the circuits which may be used to distinguish between the wide and narrow pulses.
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## 11-4. Differentiating Circuit $^{2}$

Let a voltage $e$ of any wave shape be applied to a condenser, then
and

$$
\begin{align*}
& q=C e_{c}  \tag{11-1}\\
& i=\frac{d q}{d t}=C \frac{d e_{c}}{d t} \tag{11-2}
\end{align*}
$$

that is, the current flowing through the condenser is proportional to the time derivative of the voltage across the condenser. If now a small resistor be placed in series with the condenser-small enough so that for every frequency component in the signal the resistance is negligibly small with respect to the reactance of the condenserthen to a good approximation the applied and condenser voltages are equal, or

$$
\begin{equation*}
e_{c} \approx e \tag{11-3}
\end{equation*}
$$

and the drop across the resistor will be

$$
\begin{equation*}
e_{R}=i R \approx R C \frac{d e}{d t} \tag{11-4}
\end{equation*}
$$

Notice that the requirement $R \ll X_{c}$ implies a small resistance and a small capacitance. Therefore, in a series $R$ - $C$ cirenit of short time constant, the voltage across the resistor is proportional to the time derivative of the applied voltage. Such a circuit is termed a "differentiating circuit" and is illustrated in Fig. 11-1a. ${ }^{3}$ If a square wave
 wave forms.

[^122]is applied at the input terminals of the network, eq. (11-4) indicates: that the output will have the shape shown at $b$ in the diagram. At each leading edge the slope of the input wave, $d e / d t$, is high and causes a pulse of considerable height and of zero width extending in the positive direction. At each trailing edge a similar pip is produced, but in the negative direction.

The idealized wave form of Fig. $11-1 b$ cannot be realized in a practical circuit, first, because it is impossible to produce a square wave with zero rise time and, second, because the restriction on the relative values of $R$ and $X_{6}$ cannot be met for the higher order frequency components of the square wave. For television applications, then, where a square pulse is used for synchronizing, it is convenient to consider the differentiating network in another light. We may apply the concepts of Chapter 4 , where we discussed the charge and discharge of an $R-C$ network with a pulse of finite duration, $\tau$, applied. Thus if the square pulse of width $\tau$ he applied to the network, the output will be given by the equation

$$
\begin{equation*}
e_{R}=E_{\epsilon}-t / R C, \quad 0 \leq t \leq \tau \tag{11-5}
\end{equation*}
$$

for the leading edge, and by

$$
\begin{equation*}
e_{R}=-E_{\epsilon}-t / R C, \quad t>\tau \tag{11-6}
\end{equation*}
$$

for the trailing edge. In both of the last two equations $E$ is the peak value of the applied square wave. If, now, $R C$ be made small with respect to $\tau$, say $R C=\tau / 25$, the output pips will be of short duration. This condition is illustrated by the curves of Fig. 11-2. The actual shape of the output wave may be plotted by evaluating eqs. (11-5) and (11-6). Comparison of the idealized and actual wave forms shows that in the latter case the pip height is constrained to the value $E$ and the duration is lengthened from zero to approximately $5 R C$ seconds.

From the point of view of the synchronizing circuits, the important feature of the differentiating circuit is that each leading edge of the applied square pulse produces a positive pip, and each trailing edge a negative one. These conditions prevail even though the applied pulse is wider than that illustrated in Fig. 11-2a. The wave forms of Fig. 11-2a are still idealized inasmuch as physical square waves always have a finite rise and decay time, as shown at $b$ in the diagram. Analysis of the differentiating circuit with such a non-ideal wave


Fig. 11-2. (a) Wave form obtained from a differentiating circuit when an ideal (zero rise time) square wave is applied. (b) Differentiated output of a non-ideal square wave.
applied shows that during the linear rise interval, the output voltage builds up exponentially, resulting in a rounded leading edge of the differentiated output. The wave form shown in the figure assumes that the circuit time constant is $\frac{1}{25}$ times the duration of the flat portion of the square wave, $\tau_{w}$, and that the ratio of rise time to $\tau_{w}$ is $\frac{1}{20}$. An even sharper output pulse may be obtained if a shorter time constant relative to the pulse width is used, but at the same time the amplitude of each pip is reduced. It may be observed that the net effect is the same as that previously described: each leading edge of the square wave produces a positive pip of short duration, which may be used for synchronizing purposes.

## 11-5. Integrating Circuit

Let a current $i$ of any shape be passed through a condenser of capacitance $C$. Then
and

$$
\begin{align*}
q & =C e_{c}=\int i d t  \tag{11-7}\\
e_{c} & =\frac{1}{C} \int i d t \tag{11-8}
\end{align*}
$$

Equation (11-8) indicates that the voltage across a condenser is proportional to the time integral of the current flowing through the condenser; hence if we can make this current proportional to $e$, an applied voltage, the condenser voltage will be proportional to the integral of $\epsilon$. Let a large resistor, $R$, be placed in series with $C$ and let $e$ be applied across the combination. Then for those components of the signal for which
we obtain

$$
\begin{align*}
& R \gg X_{c}  \tag{11-9}\\
& i \approx \frac{e}{R}  \tag{11-10}\\
& e_{c} \approx \frac{1}{R C} \int e d t \tag{11-11}
\end{align*}
$$

Such an $R-C$ circuit, whose output voltage is derived from the condenser, is termed an "integrating circuit" and is illustrated in Fig. $11-3 a$. Notice that the inequality (11-9) implies the use of a large


Fig. 11-3. The integrating circuit. (a) Circuit. (b) Idealized wave form with a positive square wave applied. (c) Idealized wave form with alternating square wave applied.
resistor and a large capacitance to which the reactance is inversely related. Thus the time constant, $R C$, of the circuit must be large in comparison to the width of the applied square pulse. ${ }^{4}$

Once again, when a square wave is applied to the input terminals of a practical network, the inequality (11-9) cannot be satisfied for all the frequency components present and it becomes more convenient to consider the circuit on a charge and discharge basis. Thus, by ef. (4-1), the condenser voltage for the duration of the applied square pulse is

$$
\begin{equation*}
e_{c}=E\left(1-\epsilon^{-t / R C}\right), \quad t \leq \tau \tag{11-12}
\end{equation*}
$$

[^123]where $E$ is the magnitude of the applied pulse. At $t=\tau, e_{c}$ will have some value $E_{c}$, depending upon the ratio of $\tau$ to $R C$, and for the interpulse period the output voltage will be by equation (4-3)
\[

$$
\begin{equation*}
e_{c}=E_{r} \epsilon^{-t / R c}, \quad l>\tau \tag{11-1;3}
\end{equation*}
$$

\]

The response of the network to pulses of different widths may now be illustrated. The pulse widths shown in Fig. 11-4 are chosen


Fig. 11-4. Actual response of the integrating circuit to square pulses of different widths.
arbitrarily to be $\tau_{n}=0.25 R C$ and $\tau_{w}=R C$. Then for the narrow pulse the output rises to

$$
\begin{equation*}
\left.e_{r}\right]_{r_{n}}=E\left(1-\epsilon^{-(0.25)}\right)=0.22 E \tag{11-14}
\end{equation*}
$$

During the first interpulse interval of duration $1.25 R C$ the condenser discharges to

$$
\begin{equation*}
\left.e_{c}\right]_{1.25 R C}=0.22 E \epsilon^{-1.25 K C}=0.22 E(0.286)=0.063 E \tag{11-1.5}
\end{equation*}
$$

a value which is assumed to be negligible in the diagram. Upon application of the wide pulse the condenser charges from zero to

$$
\begin{equation*}
\left.e_{r}\right]_{r_{v}}=E\left(1-\epsilon^{-1}\right)=0.632 E \tag{11-16}
\end{equation*}
$$

and thereafter the voltage drops exponentially to zero. In the diagram the terminal point is for a discharge interval of 2.5 RC seconds and the corresponding voltage is

$$
\begin{equation*}
\left.e_{c}\right]_{2.5 R C}=0.632 E \epsilon-2.5=0.632 E(0.082)=0.0518 E \tag{11-17}
\end{equation*}
$$

which again may be assumed negligible.
The curves of Fig. 11-4 show that the peak value of the output voltage of the integrating circuit is dependent upon, but not necessarily directly proportional to, the width of the applied square pulse. This fact shows how the second basic requirement on the synchro-
nization system is met. The vertical synchronizing information may be separated from a mixture in time of horizontal and vertical pulses by use of an integrating circuit and a biased sweep generator. This is illustrated in Fig. 11-5, where the integrated output voltage is used to overcome the cutoff bias on the vertical-sweep generator. The narrow horizontal sync pulses produce an output of insufficient ampli-


Fig. 11-5. The integrating cireuit allows the vertical syne information to be separated from the romposite syne signal.
tude to fire the discharge tube. The longer vertical pulse produces an output pip which can drive the tube above cutoff, thereby initiating the eondenser discharge or flyback portion of the vertical-sweep cycle. We see, then, that the square pulses of different widths are susceptible to separation by electrical networks. We next consider how these pulses must be disposed in time in order to provide proper synchronization of both the horizontal- and vertical-sweep systems.

## DEVELOPMENT OF THE COMPOSITE SYNC SIGNAL

We have seen that square pulses lying in the blacker-than-black region of the composite video signal are used for synchronizing purposes. We now consider the time distribution and width of the horizontal and vertical pulses.

## 11-6. Horizontal Sync Pulse

The period $I I$ of the commercial system is extremely short.

$$
\begin{equation*}
H=\frac{1}{f_{l}}=\frac{1}{n f_{p}}=\frac{1}{\left(5.25 \times 10^{2}\right)\left(3 \times 10^{1}\right)}=63.5 \mu \mathrm{sec} \tag{11-18}
\end{equation*}
$$

In this short time interval the entire horizontal sweep cycle of scan and flyback must take place. The various sweep generators which we have discussed are synchronized by causing the sweep-generating condenser to discharge; consequently the horizontal sync pulse, which initiates this action, must occur during the $I I$ interval at the end of the sweep part cycle. Of the total interval approximately 8 per cent is


Fig. 11-6. Timing and width of the horizontal syne pulses.
reserved for the horizontal synchronizing pulse. Specifications for the shape and duration of the horizontal sync pulses are shown at $E$ in Fig. 11-11. In order that a stable horizontal sweep be maintained, the leading edges of adjacent horizontal sync pulses must occur at intervals of $I I$. The train of horizontal pulses required to meet these specifications is illustrated in Fig. 11-6. ${ }^{5}$

## 11-7. Vertical Sync Pulses

In comparison to $I I$ the vertical or field interval, $V$, of the commercial system is relatively long for

$$
\begin{equation*}
V=\frac{1}{f_{f}}=\frac{1}{2 f_{p}}=\frac{1}{2(30)}=16.67 \mathrm{millisec} \tag{11-19}
\end{equation*}
$$

Of this interval the amount allowed for the vertical synchronizing pulse is approximately $3 H$ or

$$
\begin{equation*}
3 I I=3\left(\frac{2}{n}\right) V=0.0114 \mathrm{~V} \tag{11-20}
\end{equation*}
$$

Since these pulses serve to initiate the vertical retrace, they must occur at the end of each field and the leading edges of adjacent pulses must be separated by intervals of $V$. The train of vertical sync

[^124]

Fig. 11-7. Timing and width of the vertical sync pulses.
pulses is shown in Fig. 11-7. It should be noted that the time scale is wot the same as that used for the horizontal pulses in Fig. 11-6.

## 11-8. Interlace Requirements

Having set up the requirements on the two types of synchronizing pulses, we must now determine how they are spaced relative to each other, that is, we must, in effect, combine the pulses shown in the last two figures onto a common time scale and adjust their lateral displacement so that they will properly produce the 2 to 1 interlaced scan. The basis for this lateral adjustment is that the first field must end
(a)

(b)

(c) $\Omega$

(d)

( $\theta$ )

(f)


Fig. 11-8. 1) velopment of the composite syne signal. (a) End of an even field. (b) End of an odd field. (c) End of an even field. The vertical pulse is serrated to provide a rising wave front at intervals of $H$. (d) Same as (c), hut for the odd field. (e) End of an even field. Serrations at twice the line frequency make all vertical pulses identical. (f) Same as (c), but for the old field.
in the middle of a horizontal line interval. To aid in identifying the various pulses in the discussion which follows it is convenient to assign a number to each of them. The basis for the numbering system has been established in Fig. 3-24. We number the lines in order from 1 to 525 , proceeding from top to bottom of the complete raster. The horizontal pulse which terminates a line will have the same number as that line.

We shall arbitrarily assume that the vertical syne pulse which terminates the first field occurs in the midlle of the 525 th line. The vertical sync pulse which terminates the second field will therefore occur at the end of line number 524 . The first field will consist of odd-numbered lines only and may be termed the "odd field." Similarly, the second field contains all the even-numbered lines plus the second half of the 525 th line and may be termed the "even field." Referring to Fig. 11-6 and 11-7 we see that an "odd" vertical pulse must begin at the end of line 524 . These phase relationships between horizontal and vertical sync pulses are illustrated at $a$ and $b$ in Fig. 11-8. Notice that the pulses are drawn so that the leading edges of the odd and even vertical pulses lie along a common vertical line in the diagram.

## 11-9. Serration

It may be seen directly from the figure that if the waves shown are differentiated, no positive synchronizing pips will occur at intervals of $H$ for the duration of the vertical pulses; hence horizontal synchronization is lost during the width of the vertical pulse, a condition which contradicts the sixth requirement listed at the beginning of the chapter. To overcome this difficulty we introduce notches, or serrations, into the vertical pulses as shown at $c$ and $d$ in Fig. 11-8, each notch being placed so that a leading or rising edge occurs at the end of each $H$ interval. Then, when the wave is differentiated, a positive pip occurs at each leading edge and proper synchronization is provided for lines 1 and 3 at $c$ and for lines 525,2 , and 4 at $d$, and the specified condition is satisfied.

Notice that the even vertical pulse is notched only twice, whereas the odd vertical pulse has three serrations: the serration requirements are different for successive vertical sync pulses. 'This situation produces a rather severe requirement upon the sync generator that must develop these waves. From the point of view of the circuitry in-
volved it would be desirable to have all the vertical pulses identical, whether they terminate an odd or an even field. It is more or less apparent that if each vertical pulse be serrated five times with a leading edge occurring at every interval of $I / 2$, all the vertical pulses will be identical and will appear as shown at $e$ and $f$ in Fig. 11-8. We must now determine whether the additional notches will upset the horizontal synchronization.

In Chapter 4 we saw that it is desirable to drive a sweep generator from a synchronized impulse oscillator of some form in order to protect the kinescope screen. Then, if the synchronizing signals are lost for any reason, the sweep will continue at the frequency of the free-running oscillator. Consider the action of such an oscillator in the presence of the wave shown at $c$. A blocking oscillator is assumed and it is forced to operate at line frequency by the differentiated output of that wave. The various wave forms involved are shown in Fig. 11-9. Observe that as the result of differentiation a


Fig. 11-9. With proper adjustment the pips occurring at the center of a line have insufficient amplitude to fire the blocking oscillator. (a) Composite sync at the end of an even field. Equalizing pulses are not shown. (b) Differentiated composite syne. (e) Comhined borking oseillator grid voltage and differentiated pips.
positive pip occurs at each rising edge of the original wave. The grid voltage of the blocking oscillator consists of an exponential component rising toward cutoff, on which are superimposed the differentiated pips. With proper adjustment of the grid voltage the "in-between" pips have insufficient amplitude to fire the oscillator, and synchronization occurs only at the proper $I /$ intervals. A similar argument also ohtains for the odd field. It is, therefore. quite feasible
to serrate the vertical pulses at twice the line frefuency to ease the requirements on the sync generator circuits. Protection against misfire caused by the $I / / 2$ interval pips is afforded by the exponential characteristic of the oscillator grid voltage.

Having justified the need for the serrations in the vertical pulse, we now find it convenient to change our notation slightly: We shall now refer to each pulse between serrations as a vertical sync pulse, a nomenclature which has found more or less universal acceptance. On this basis vertical synchronization is provided by six vertical pulses which occur at the end of each field. In effect, we replace one long serrated pulse by a train of six narrower pulses, which occupy the same interval. The dimensions of the newly defined vertical sync pulses are shown at $d$ in Fig. 11-11.

## 11-10. Equalization of Vertical Fields

Although the problem of maintaining horizontal synchronization during the vertical sync intervals has been solved by replacing a single wide pulse at field frequency by a train of six narrow pulses at twice


Fig. 11-10. Inequal integrated voltages at the end of successive fields may cause a shift in the point of sunchronization, (a) Integrated voltage for the even field. (b) Integrated voltage for the odd fiold.


Fig. 11-11. The composite video signal, showing details of the synchronizing and blanking compoments.

detail between d-D in (b)
(e)


## detail between e-e in (c)

Notes: 1. $H=$ time from start of one line to start of next line. 2. $V=$ time from start of one field to start of nert field. S. Leading and trailing edges of vertical blanking should be complete in less than 0.1H. 4. Leading and trailing slopes of horizontal hanking must be steep enough to preserve min. and max. values $(e+f)$ and ( $j$ ) under all conditions of picture content. 5. *Dimensions marked uith an asterish indicate that toleranres given are permitted only for long time variations, and not for successive cyrles. 6. For receiver design, vertical retrace shall be complete in 0.07 V . 7. Equalizing pulse area shall be brtueen 0.45 and 0.5 of the area of a horizontal sync pulse.

Fig. 11-11 (cont.).
the line frequency, we are still faced with a difficulty in regard to vertical synchronization. From Fig. 11-8e and $f$ we see that in the even field the vertical sync train lags horizontal pulse 522 by an interval $I$, whereas in the odd field the interval is only $H / 2$. When these voltages are applied to the integrating circuit, the integrating condenser has twice as long to discharge the effects of horizontal pulse 522 in the even field as in the case of pulse 523 in the odd field. Thus the voltage on the integrating condenser is not the same at the end of the odd and even fields, and a slight shift in the vertical synchronizing point may occur and cause pairing of the fields in the raster. This condition is illustrated in Fig. 11-10. The solution to this difficulty is to make the synchronizing pulses identical for a period of, say. $3 H$ before the start of each vertical pulse train. Then the integrating condenser will always have the same initial voltage at the start of the vertical sync interval of either field. Several methods of equalizing the pre-vertical pulse condition suggest themselves, the most obvious being the one which eliminates all pulses for an interval 3 H at the end of each field. This is a poor solution because we would lose horizontal sync. One practicable solution is to insert a series of "equalizing pulses" in the pre-vertical sync interval as shown at a and $b$ in Fig. 11-11. These equalizing pulses occur at twice the line frequency and affect the horizontal sweep system in the same manner as do the vertical sync pulses. Their width is one-half that of a horizontal synchronizing pulse, which ensures that the energy supplied to the integrating circuit per line interval remains constant, a fact which may be verified from the following considerations: The energy supplied by each square voltage pulse is proportional to the square of the area under the pulse. Thus the energy supplied during line 518 is proportional to the square of the area under a horizontal pulse. In line 520 it is proportional to the square of the area under two equalizing pulses. Then, since each equalizing pulse is of half the area of a horizontal pulse, the total areas in lines 518 and 520 are equal and so is the energy supplied.

We may summarize the effect of the six equalizing pulses preceding each vertical pulse train as follows: They equalize the voltage on the integrating condenser at the end of each field to ensure positive vertical synchronization at the proper intervals and proper interlace in the final scan pattern. It may be observed in the diagram that six additional equalizing pulses follow each vertical synchronizing train.

These serve in a similar manner to equalize the integrating condenser voltage after the vertical impulse oscillator has been triggered and the integrating condenser discharged. Furthermore, at the time the standards were set up it was believed that future development might lead to trailing-edge synchronization; so these last six equalizing pulses were inserted to provide a degree of flexibility which might be required.

Two additional points should be stressed about the composite sync wave form shown in Fig. 11-11. The line interval, $H$, is used to indicate the time interval between leading edges of successive pulses. The location of any given scanning line, however, is not from leading pulse edge to leading pulse edge but as shown in Fig. 11-12. The actual position of the line is'displaced slightly to the right of successive leading horizontal sync pulse edges. The reason for this is, of course, that one line comprises a sweep and a retrace, the latter being initiated by the leading sync pulse edge.

It should be stressed that re-


Fig. 11-12. Any single line is of duration $/ /$ but is displaced to the right from the leading edges of suceessive horizontal syne pulses. - ceivers will operate with a composite sync signal which is less complicated than the R.M.A. signal shown in Fig. 11-11. With a simpler sync signal, however, either a more complicated receiver is required or less positive operation results. We have already seen that the wiser choice is to maintain performance and simplify the receiver at the expense of the transmitter facilities.

## 11-11. Blanking

It is common practice to develop the blanking signals in the same generator that forms the composite sync or supersync signal. It is therefore desirable to discuss the blanking signals at the present time. We may state the purpose of the blanking signals briefly: They serve to blank out or cut off the scanning beam for those portions of the sweep cycle which are devoted to flyback. As a measure of precaution the blanking signals extend from a short time before to some time after the duration of the corresponding sync pulse. This ensures
that the entire sweep system is in stable operation when the picture information is applied to the control grid of the cathode-ray tube. The dimensions of the horizontal and vertical blanking intervals may be read directly from lig. 11-11. It will be noticed that some 18 lines per field are lost for picture presentation because of the vertical blanking. These "lost" lines are the inactive lines, $n_{i}$, defined in Chapter 3.

## THE SYNCHRONIZING SIGNAL GENERATOR

The generation of the composite synchronizing signal described above requires a rather complex network of components. A number of different circuit configurations may be used to form a generator which can synthesize the required wave. To lend continuity to our discussion we shall consider primarily one form of sync generator which has been described in the literature. ${ }^{6}$

## 11-12. General Requirements

We first consider some general aspects of the sync generator. In Chapter 9 it was pointed out that commercial practice in the United States requires that the pickup equipment adhere to more rigid standards than the receiver; the camera blanking and sweep must occur in a shorter interval than they do at the receiver in order that picture data are always available when the receiver is ready for it. This practice requires that sync and blanking signals separate from those used in the composite video signal be developed by the synchronizing signal generator. In all, then, five principal voltages must be delivered by the generator, which is the basic clock for timing all the sweeps in the entire television system:
(1) Supersyne
(2) Composite line blanking
(3) Horizontal drive
(4) Vertical drive
(5) Composite camera blanking

Add with the picture voltage to form the composite video signal.
Used to synchronize and blank the camera equipment.

It is essential for a stable scaming raster that the frequencies of the

[^125]several pulse components in the supersync wave be maintained to a high degree of precision. Inspection of Fig. 11-11 shows that there are three basic repetition rates present in the wave: The vertical and equalizing pulses occur at twice the line frequency, or $31 . \overline{5}$ kilocycles; the horizontal pulses occur at line frequency, or 15.75 kilocycles; and the group of vertical pulses at the end of each field occurat field frequency, or 60 cycles. These three basic frequencies are integrally related.
\[

$$
\begin{equation*}
31.5 \text { kilocycles }=2(15.75) \text { kilocycles }=n 60 \text { cycles } \tag{11-21}
\end{equation*}
$$

\]

It is possible, then, to lock in these frequencies by using a master oscillator operating at 31.5 kilocycles and by deriving the lower frequencies from it with the use of counters or frequency-dividing circuits.

We have also seen that the effects of hum on the scanning pattern may be minimized if the 60-cycle field frequency is locked in with the power line. This lock-in may be effected by the system diagrammed in Fig. 11-13. The $60-\mathrm{cyc}$ le component derived from the counter


Fig. 11-13. The master timing system of the sync-signal generator.
circuit is compared with the power-line frecuency in the comparator, which delivers a d-c voltage proportional to the error between the two frequencies. The error voltage controls a reactance tube which adjusts the master-oscillator frequency until the compared frequencies are identical. Since all the frequencies in the supersync are derived from the master oscillator, this system automatically corrects for drift and maintains the proper relationships between all the components.

## 11-13. Counter Circuit ${ }^{7}$

One of the primary components of the synchronizing-signal generator is the counter circuit or step-charge rectifier, which serves to divide the master-oscillator frequency of 31.5 kilocycles by 2 to give line frequency and by 525 to give the field frequency. We shall assume that the input pulses are of square shape and that the circuit to be considered is that of Fig. 11-14a. The peak value of the


Fig. 11-14. The diode-clamped counter rircuit. (a) Basic counter circuit, (b) Part cycle with ( ${ }_{1}$ and (s, charging. (c) Part cycle with ('1 discharging. ('2 retains its charge.
amplified positive pulse from plate to ground is $E_{a}$. Consider the operation of the circuit. During the duration of the positive pulse, the point $A$ is positive with respect to ground and the following condition obtains: The clamping diode, $D_{1}$, will be nonconducting but $D_{2}$, the charging diode, will conduct, allowing condensers $C_{1}$ and

[^126]$C_{2}$ to charge. This condition of operation is illustrated by the equivalent circuit of Fig. 11-14b. Assuming that the charging time constant of the circuit, $T_{c}$, is very small compared to $\tau$, the width of the applied pulse, we see that the two condensers in series will charge up to the full value of $E_{a}$. The distribution of voltage between the two condensers will be proportional to the inverse of their capacitances; hence during $\tau$ the condenser $C_{2}$ receives an increment of voltage
\[

$$
\begin{equation*}
\Delta E^{\prime}=\frac{C_{1}}{C_{1}+C_{2}} E_{a} \tag{11-22}
\end{equation*}
$$

\]

At the end of $\tau$ the applied voltage drops to zero. The positive voltage on $C_{2}$ causes the charging diode, $D_{2}$, to open circuit, thereby isolating $C_{2}$, which will hold the increment of voltage $\Delta E$ given by eq. (11-22). Since the point $A$ is no longer positive relative to ground, $D_{1}$ conducts, allowing $C_{1}$ to discharge completely. Figure 11-14c illustrates this second part-cycle of operation. $D_{2}$ prevents $C_{2}$ from discharging, but $D_{1}$ clamps $A$ to ground potential. The circuit is then ready for the next positive pulse.

On the second pulse $C_{1}$ and $C_{2}$ again receive charge through the charging diode $D_{2}$ but the increment of voltage received by $C_{2}$ will be less than that indicated by (11-22) because $C_{2}$ charges from an initial charge $Q_{0}$, given by

$$
\begin{equation*}
Q_{0}=\Delta E^{\prime} C_{2}=\frac{C_{1} C_{2}}{C_{1}+C_{2}} E_{a} \tag{11-23}
\end{equation*}
$$

After the second pulse $D_{2}$ opens, holding the charge on $C_{2}$, but $C_{1}$ is discharged through the clamping diode. The process is repetitive; each applied pulse in succession adds a smaller and smaller voltage increment on $C_{2}$. Between pulses $C_{1}$ is discharged. The operating cycle stops when the sum of the voltage increments on $C_{2}$ is sufficient to fire the triggering device shown at $a$ in Fig. 11-14. The trigger, generally a blocking oscillator or multivibrator, serves a dual function; it discharges $C_{2}$, readying the whole circuit for the next cycle of operation, and it produces an output pulse. If $k$ input pulses are required to allow $C_{2}$ to fire the trigger device, the ratio of input to output pulse-repetition rate is $k$, the circuit count ratio.

To analyze the operation we must find in what manner the voltage on ( $C_{2}$ builds up as a function of the mumber of applied pulses. During any single pulse, the buildup is exponential but we assume $\tau \gg T_{c}$
so that during each pulse interval a steady-state condition is reached. Now let

$$
E_{a}=\text { amplitude of the applied pulse }
$$

$i=$ number of pulses applied
$\Delta E_{i}=$ increment of voltage on $C_{2}$ caused by the $i$ th pulse
$q_{i}=$ charge circulating because of the $i$ th pulse
$=C_{2} \Delta E_{i}$
$E_{i}=$ total voltage on $C_{2}$ after $i$ pulses have been applied
$Q_{i}=$ total charge on $C_{2}$ after $i$ pulses have been applied
$E_{0}=$ initial voltage on $C_{2}$ before application of the first pulse ${ }^{x}$
Now under the assumed condition $C_{1}$ and $C_{2}$ charge to the full value of $E_{a}$ during each pulse; hence for the $i$ th pulse we may write

Therefore

$$
\begin{equation*}
\frac{q_{i}}{C_{1}}+\frac{Q_{i-1}+q_{i}}{C_{2}}=E_{a} \tag{11-24}
\end{equation*}
$$

or

$$
\begin{align*}
q_{i}\left(\frac{1}{C_{1}}+\frac{1}{C_{2}}\right) & =E_{a}-\frac{Q_{i-1}}{C_{2}} \\
q_{i} & =\frac{C_{1} C_{2}}{C_{1}+C_{2}}\left(E_{a}-E_{i-1}\right) \tag{11-25}
\end{align*}
$$

Then. by the definition of $\Delta E_{i}$,

$$
\begin{align*}
\Delta E_{i} & =\frac{q_{i}}{C_{2}}=\frac{C_{1}}{C_{1}+C_{2}}\left(E_{a}-E_{i-1}\right) \\
& =r_{1}\left(E_{a}-E_{i-1}\right)  \tag{11-26}\\
r_{1} & =\frac{C_{1}}{C_{1}+C_{2}} \tag{11-27}
\end{align*}
$$

where
$E_{i}$ is defined as the total voltage on $C_{2}$ after $i$ pulses have been applied; hence we may write

$$
\begin{equation*}
E_{i}=E_{i-1}+\Delta E_{i} \tag{11-28}
\end{equation*}
$$

and, substituting for $\Delta E_{i}^{\prime}$ from (11-26), we have

$$
\begin{aligned}
E_{i} & =E_{i-1}+r_{1}\left(E_{a}-E_{i-1}\right) \\
& =r_{1} E_{a}+\left(1-r_{1}\right) E_{i-1}
\end{aligned}
$$

[^127]\[

$$
\begin{align*}
E_{i} & =r_{1} E_{a}+r E_{i-1}  \tag{11-29}\\
r & =1-r_{1}=\frac{C_{2}}{C_{1}+C_{2}} \tag{11-30}
\end{align*}
$$
\]

where
In order to convert (11-29) into a form which may be recognized as a familiar mathematical function, we evaluate it for several values of $i$, a procedure which is straightforward, though lacking in elegance. Thus, for $i=0$, no pulse has been applied and $E_{i-1}=E_{0}$; therefore,

$$
\left.\left.\begin{array}{rlrl}
i=0 & & E_{i}=E_{0} & \\
i=1 & E_{i}=E_{1} & =r_{1} E_{a}+r E_{0} \\
i=2 & & E_{i}=E_{2} & =r_{1} E_{a}+r E_{1} \\
& & & =r_{1} E_{a}+r\left(r_{1} E_{a}+r E_{0}\right) \\
& & =r_{1} E_{a}(1+r)+r^{2} E_{0} \\
i=3 & E_{i} & =E_{3} & =r_{1} E_{a}+r E_{2} \\
& & =r_{1} E_{a}+r\left[r_{1} E_{a}(1+r)+r^{2} E_{0}\right] \\
& & =r_{1} E_{a}\left(1+r+r^{2}\right)+r^{3} E_{0} \\
i=4 & & & E_{i}=E_{4}
\end{array}\right)=r_{1} E_{a}+r E_{3}\right)
$$

and, finally,

$$
\begin{equation*}
i=i \quad E_{i}=r_{1} E_{a}\left(1+r+r^{2}+\cdots+r^{i-1}\right)+r^{i} E_{0} \tag{11-31}
\end{equation*}
$$

'The series within the parentheses of eq. (11-31) may be recognized as a geometric progression of common ratio $r$ and the sum of its first $i$ terms is ${ }^{9}$

$$
\begin{equation*}
1+r+r^{2}+\cdots+r^{i-1}=\frac{1-r^{i}}{1-r}=\frac{1-r^{i}}{r_{1}} \tag{11-32}
\end{equation*}
$$

Thus $E_{i}$ becomes

$$
\begin{align*}
E_{i} & =r_{1} E_{a} \frac{\left(1-r^{i}\right)}{r_{1}}+r^{i} E_{0} \\
& =E_{a}\left[1-\left(\frac{C_{2}}{C_{1}+C_{2}}\right)^{i}\right]+E_{0}\left(\frac{C_{2}}{C_{1}+C_{2}}\right)^{i} \tag{11-33}
\end{align*}
$$

[^128]and we have the final expression for the voltage on $C_{2}$ as a function of the number of applied pulses. The relative importance of the two terms depends upon the relative values of $E_{a}$ and $E_{0}$. We shall presently see that $E_{0}$ is determined largely by the type of trigger circuit used to discharge $C_{2}$.

Curves of $E_{i} \mathrm{v}$. $i$ with $r$ as the parameter and $E_{0}$ assumed zero are plotted in Fig. 11-15. Inspection of the curves will verify the follow-


Fig. 11-15. Charging curves for the diode-clamped counter. $E_{0}$, the initial voltage on ("2, is assumed to be zero.
ing statement: As $r$ approaches unity, the step heights become equalized, the voltage per step decreases, and the number of steps required to reach a given voltage increases.

In the design of a counter stage it is desirable that the $k$ th step, which fires the trigger circuit, have a magnitude in the order of 1 or 2 volts in order to ensure positive firing action. It follows that the optimum capacitance ratio, $r$, depends upon $E_{a}$, the firing voltage, and the count ratio. Where receiving-type tubes are used, these factors limit the maximum count ratio to approximately 15 . It is because of this limitation that the number of lines in the television system is chosen such that it may be broken down into a number of small factors.

It is of interest to note that one limitation on count ratio $k$ in the counter circuit may be traced directly to the fact that the voltage increment per step decreases as the number of applied pulses is increased. This inherent limitation may be overcome by replacing the clamping diode, $D_{1}$, of Fig. 11-14 by a triode. The modified triode-clamped counter is shown in Fig. 11-16.10 The primary differ-

[^129]

Fig. 11-16. Triode-clamped counter circuit. (Courtesy of Radio and Tclerision Neus.)
ence in this, as compared to the diode-clamped circuit, is that the control grid of the clamping triode, $V_{1}$, is connected to the positive end of $C_{2}$. Because of this, $C_{1}$ does not fully discharge between input pulses but retains sufficient voltage so that $\Delta E$ on $C_{2}$ remains constant. Proper design of the circuit allows the full count of 525 which is required in the sync generator to be obtained in a single stage. It is inevitable, however, that the maximum voltage increment on $C_{2}$ per step will be less than $E_{a} / 525$. For values of pulse magnitude that may be obtained in practice, this generally holds $\Delta E_{k}$ for the firing step below the 1 -volt value, which is desirable from the standpoint of firing stability. Current practice retains a cascaded series of diodeclamped circuits.

Generally speaking, there are three principal types of trigger devices which may be used to discharge $C_{2}$ and to produce the output pulse. These are the thyratron, the blocking oscillator, and the modified multivibrator. Of the three which are illustrated in Fig. 11-17 the thyratron is the least expensive. It is seldom used in television applications because of the instability of its firing point. The blocking oscillator provides positive action but provides little, if any, control of the output pulse shape. The third circuit at $c$ incorporates a separate discharge tube in conjunction with an electroncoupled multivibrator. The large number of components required is the price paid for stability plus control of the output wave form.

Consider the operation of the circuit at $a$, which employs the thyratron. The firing voltage of the tube is determined by the bias control $P_{1}$. As a typical example, say that a count ratio of 3 to 1 is required, $E_{a}$ is 50 volts, $C_{2}=3 C_{1}$, and the tube drop across the

(a)

(b)


Fig. 11-17. Representative trigger devices. $C_{2}$ is the charging condenser of the associated eounter circuit. (a) Thyratron trigger circuit. (b) Blocking oscillator trigger circuit. (c) Triggering is provided by $V_{1}$ in conjunction with the electron-coupled multivibrator.
thyratron, when it is conducting, is 20 volts. Then, from (11-30), $r=0.75$. Let us calculate the value of voltage appearing on $C_{2}$ after the application of the second and third pulses. Since the lowest voltage which appears across the thyratron is the tube drop itself, $E_{0}=20$ volts then, from (11-33),

$$
\begin{array}{lll} 
& i=2 & E_{2}=50\left[1-(0.75)^{2}\right]+20(0.75)^{2}=30.7 \text { volts } \\
\text { and } & i=3 & E_{3}=50\left[1-(0.75)^{3}\right]+20(0.75)^{3}=37.4 \text { volts }
\end{array}
$$

In order to have a count ratio of three, the thyratron should fire between these values of voltage, say at 34 volts. Reference to the firing characteristic of the thyratron will then show what value of bias is required to have the tube fire at this voltage. The output pulse is developed by the discharge current flowing through $\boldsymbol{R}_{K}$.

The operation of the blocking oscillator is quite similar to that just
described, except that the firing point is determined by the negative throw of the oscillator on the grid side. Since this is generally negative, $C_{2}$ will be left with its upper terminal negative and $E_{0}$ of eq. (11-33) will be a negative cquantity.

In the third circuit of Fig. 11-17 $\mathrm{V}_{1}$ is biased beyond cutoff by the proper adjustment of $P_{1}$. Furthermore, the multivibrator is designed so that normally $V_{2}$ is also cut off. Then, when the $k$ th pulse has been applied, the voltage on $C_{2}$ is just sufficient to overcome the bias on $V_{1}$, which conducts. Notice that the plate current of $V_{1}$ flows through $R_{3}$ and causes a drop in the screen grid voltage of $\Gamma_{2}$. This drop has two effects. The multivibrator throws, and $V_{2}$ conducts, causing $C_{2}$ to discharge. The multivibrator then completes its operating cycle, $V_{1}$ and $V_{2}$ are cut off, and the circuit is readied for the next triggering pulse from $C_{2}$.

Observe that, in effect, we have a multivibrator which is synchronized by pulses delivered by $C_{2}$ and $V_{1}$. The electron-coupled plate of $\Gamma_{2}$ serves the auxiliary purpose of discharging $C_{2}$. It should be clear from a consideration of the synchronizing concept that the freerunning inter-output-pulse period of the multivibrator must be greater than the period between the synchronizing pulses developed across $C_{2}$. Stated in other terms this means that

$$
\tau_{2}<\frac{k}{f}
$$

where $\tau_{2}$ is the interval for which $V_{2}$ is cut off under free-running conditions, $f$ is the frequency of the pulses applied at the counter input, and $k$ is the count ratio.

In typical circuits of this type, the plate of $V_{1}$ almost completely discharges $C_{2}$ and $E_{0}$ may be taken as zero. Under these circumstances it is possible to develop the design, using the curves of Fig. $11-15$ in place of eq. (11-33).

## 11-14. Reactance Tube

A second component of the complete syne generator which we shall discuss is the reactance tube, which serves to convert a varying d-c error voltage into a corresponding change in oscillator tuning capacitance. The need for such an element was described in connection with Fig. 11-13. Consider the circuit shown in Fig. 11-18. A triode is shown in place of a pentode to simplify the schematic
arrangement. Let a source of alternating voltage, $E$, be applied between plate and ground. The impedance of the $R-C$ branch is assumed to be high so that $I_{1}$ is negligibly small in comparison to the plate current $I_{p}=g_{m} E_{g}$. Furthermore, $R$ is assumed to be small relative to $X_{c}$, thus $I_{1}$ leads $E$ by nearly $90^{\circ}$. Since $E_{0}$ is the drop $I_{1} R$, $E_{g}$ and $g_{m} E_{g}$ are in phase with $I_{1}$ and so lead $E$ by nearly $90^{\circ}$. The ratio of $g_{m} E_{g}$ to $E$ is the admittance viewed by $E$, which may be seen


Fig. 11-18. The reactance tube. (a) One form of basic circuit. (b) Vector diagram. $g_{m} E_{\sigma}$ is assumed to be very much greater than 1 .
to have a capacitive component whose magnitude is proportional to $g_{m}$. Thus the magnitude of this capacitive component can be varied by controlling the bias of the stage, which, in turn, varies $g_{m}$. As the bias voltage becomes less negative, both $\eta_{m}$ and the effective shunt capacitance increase. Thus a d-c voltage may vary the effective input capacitance between the plate and cathode of the tube. The quantitative relationship between the input impedance and $g_{m}$ may be obtained by direct application of the equivalent plate-circuit theorem to the circuit of lig. 11-18a. ${ }^{11}$ It may also be demonstrated that the tube behaves as a variable inductance if $C$ is replaced by an inductance. In the latter case a large blocking condenser is required in series with the inductance to isolate the grid circuit from the d-c plate voltage. The connection of the reactance tube and the tank circuit of its associated oscillator is shown in Fig. 11-19.

## 11-15. Comparator Circuit

A third basic component of the sync generator is the comparator circuit, which serves to deliver a d-c error voltage whose magnitude is proportional to the difference in frequency of the two input signals.
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(b)

(d)


Fig. 11-19. The comparator circuit. (a) Circuit diagram. The comparator proper is enclosed by the dotted line. (b) Equivalent circuit of the comparator itself. (c) Wave forms when both imputs to the comparator have the same frequence and proper phase relationship. (d) Wave forms when the square wave has a lower frequency than the sine wave. (Courtesy of RCA Rerieu.)

The basic comparator circuit is shown in Fig. 11-19 and may be identified as that portion of the circuit which is enclosed by the dotted line. Consider the operation of the circuit. With no voltages applied, the four switching diodes $V_{1}, V_{2}, V_{3}$, and $V_{4}$ are nonconducting and there is an open circuit between the point $A$ and ground. When a 60 -cycle square pulse derived from the counter circuit is fed to the circuit through the transformer, all four of the tubes are forced to conduct and a conduction path is established from $A$ through $C_{3}$ to ground. The flow of current during the same interval also charges $C_{2}$, making its right-hand side positive. At the end of the 60 -cycle pulse, $C_{2}$ places a reverse polarity on the switching diodes; they cease
conducting and the conduction path from $A$ to ground is broken. Notice, then, that the action of the four tubes and the applied pulse may be replaced by a relay as shown in Fig. 11-19b for purposes of discussion. For the duration of the applied pulse the contacts are closed; at all other times they are open.

Now consider what happens when a 60 -cycle sine wave derived from the power line is applied to the circuit between $A$ and ground. Obviously, this sine wave will charge $C_{3}$ but only during those intervals when the relay contacts are closed. The amount of voltage received by $C_{3}$ during these intervals depends upon the difference in frequency of the square and sine wave inputs and their relative phase. At $c$ in the diagram both waves are of the same frequency and, with the switching interval astride the crossover point of the sine wave, the net voltage on ('s remains zero.

If for some reason the frequency of the master oscillator decreases, the square wave output of the counter chain will also drop in frequency. The wave forms corresponding to this condition are shown at $d$. Notice that the relay contacts are closed only during the negative portions of the sine wave, so $C_{3}$ will charge up negatively. It may be observed from the circuit that the voltage across $C_{3}$ effectively varies the bias on the reactance tube $V_{5}{ }_{5}$. We have already seen that a more negative bias lowers $g_{m}$ and also the shunt capacitance presented by the reactance tube. Thus the negative voltage on $C_{3}$ raises the oscillator frequency and the counter output approaches its proper value until finally the stable condition indicated at $c$ obtains.

Notice the importance of the relative phase of the sine wave. If it were $180^{\circ}$ out of phase from the wave, as shown at $d$, a lowered counter output frefuency would charge $C_{3}$ positively and drive the system even farther away from its stable point.

A similar line of reasoning will show that if the master oscillator shifts its frequency upwards, $C_{3}$ will charge positively and will lower the oscillator frequency by increasing the shont capacitance.

While the comparator and frequency lock-in circuit exhibits excellent stability, it camnot casily be adjusted the first time it is placed in operation. Two principal adjustments must be made: The master oscillator frequency must be set very close to its correct value, and the phase of the sine wave must be set properly. To aid in the first adjustment a shorting switch is normally wired in shunt with $C_{3}$. With this switch closed the reactance tube and oscillator are isolated from
the comparator circuit, the bias on $V_{5}$ is fixed, and the oscillator may be adjusted by means of the tuning slug in its tank coil. It will be observed that any percentage of change in oscillator frequency will reflect the same percentage of change in the counter output, but, nevertheless, from the viewpoint of adjusting the system it is convenient to compare the oscillator frequency directly with a standard of 31.5 kilocycles; it is easier to observe a difference of several cycles than of a fraction of a cycle, even though the percentage difference is the same in both cases.

Once the master-oscillator frequency is adjusted closely to its correct value, the phase of the counter output and sine wave should be compared. This may be done with the help of an oscilloscope. The potentiometer, $P_{1}$, of the phase shift network permits a phase adjustment over a range of roughly $180^{\circ} .^{12}$ If a complete phase reversal is required, the leads from the transformer secondary to the shifting network may be reversed. Once adjusted, the entire feedback loop, comprising the oscillator, counter, comparator, and reactance tube, exhibits excellent stability and lock-in with the power supply.

## 11-16. Voltage-adding Circuit

A fourth basic component of the sync generator is the mixing or voltage-adding circuit, which functions to add two voltages point by point. Frequent reference has been made in our previous work to this circuit, which consists of two vacuum tubes operating into a common plate load. We now consider the action of the circuit in some detail.

Basically the operation is quite simple. In each tube the plate current is proportional to the applied grid voltage. Plate currents of both tubes flow through a common resistor; hence the output voltage is proportional to the sum of the two currents. If the operation is linear, the two input wave forms are effectively amplified, added, and inverted.

A practical consideration arises when the tubes used are triodes. From Fig. 11-20 it may be seen that $V_{1}$ sees an effective load consisting of $R_{L}$ shunted by $r_{p 2}$, the plate resistance of the second tube. This combined load will be always less than $r_{p 2}$, a value which will
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Fig. 11-20. The mixer, or voltage-adding, pircuit. (a) Basid circuit. (b) Resistors $R_{1}$ and $R_{2}$ are added to increase linearity when triodes are used.
give poor linearity, for recall that in a triode the linearity improves as the load resistance is raised. Furthermore, as the grid voltage on $l_{2}$ is varied, $r_{p 2}$ will also vary. Thus $V_{1}$ works into a low-resistance variable load. This difficulty may be overcome by isolating the tubes from each other with linearizing resistances, $R_{1}$ and $R_{2}$, shown in Fig. 11-20b. Notice that these resistors will act to reduce the magnitude of the output voltage. When pentodes are used in the circuit, $r_{p}$ is large and $R_{L}$ is only a small part of the total circuit resistance. Furthermore, in pentodes the linearity of operation is practically independent of the load resistance, so the linearizing resistors are not required.

We shall consider the analysis of the circuit from two points of view: first when the operation is linear, and second when the operation is on the curved portion of the tubes' characteristics. In the former case the use of the equivalent plate circuit is justified and the analysis is quite simple. We shall assume that pentodes are used, that $R_{I}$ and $R_{2}$ are not included, and that the two tubes have identical characteristics. Then, reading directly from the equivalent circuit of Fig. 11-21b, we see that the output voltage delivered across $R_{L}$ is

$$
\begin{equation*}
E_{o}=-g_{m}\left(E_{1}^{\prime}+E_{2}^{\prime}\right) \frac{\frac{r_{p}}{2}}{\frac{r_{p}}{2}+R_{L}} R_{L} \tag{11-34}
\end{equation*}
$$

or if the constant voltage form is preferred, we note that $\mu=y_{m} r_{p}$, and the expression becomes

(a)


Fig. 11-21. Equivalent circuits for a voltage adder employing pentodes. (a) Constant-current equivalent eircuit. (b) Simplified equivalent circuit.

$$
\begin{equation*}
E_{o}=-\mu\left(E_{1}+E_{2}\right) \frac{R_{L}}{r_{p}+2 R_{L}} \tag{11-35}
\end{equation*}
$$

Under certain circumstances, when the tubes are operated in the region of nonlinearity, a graphical analysis of the mixer circuit is preferred. We first determine the quiescent or operating point of the tubes when no signals are applied to the grids. From the basic circuit, Fig. 11-20a, we see that at any instant of time the voltage between the cathode and common plate connection of the tubes will be (neglecting the bias voltage developed across $R_{k}$ )

$$
\begin{equation*}
\epsilon_{b}=E_{b b}-\left(i_{b 1}+i_{b 2}\right) R_{L} \tag{11-36}
\end{equation*}
$$

where

$$
\begin{aligned}
e_{b} & =\text { total instantancous plate voltage }, \\
i_{b 1} & =\text { total instantaneous plate current of } V_{1}, \\
i_{b 2} & =\text { total instantaneous plate current of } V_{2}, \\
E_{b b} & =\text { supply voltage. }
\end{aligned}
$$

Since the vacuum tube is generally a nonlinear device, we cannot express $i_{b 1}$ and $i_{b 2}$ as explicit functions of $e_{b}$, and we resort to the static characteristic curves, which may be represented by

$$
\begin{equation*}
i_{b}=f\left(e_{b}, e_{c}\right) \tag{11-37}
\end{equation*}
$$

Equations (11-36) and (11-37) are simultancous equations and may be solved graphically. Equation (11-36) is plotted on the same co-ordinates as the static characteristic curves. Then the current which corresponds to any set of grid and plate voltages is indicated by the intersection of the straight line (11-36) and the appropriate static curve. It is by this method that we determine the operating point, for since (11-36) is true at any instant, it must be true when the currents and voltages are at their quiescent values. Hence we may replace $e_{b}$ by $E_{b o}$ and $i_{b}$ by $I_{b o}$, and the equation becomes

$$
\begin{equation*}
E_{b o}^{\prime}=E_{b b}-\left(I_{b o 1}+I_{b o z}\right) R_{L} \tag{11-38}
\end{equation*}
$$

If we assume identical tubes and similar hias voltages,

$$
\begin{equation*}
I_{b o 1}=I_{b o 2}=I_{b o} \tag{11-39}
\end{equation*}
$$

and (11-38) hecomes
whence

$$
\begin{align*}
E_{b o} & =E_{b b}^{\prime}-2 R_{L} I_{b o}  \tag{11-40}\\
I_{b o} & =\frac{E_{b b}^{\prime}-E_{b o}}{2 R_{L}} \tag{11-41}
\end{align*}
$$

Equation (11-41) plots as a straight line with voltage intercept equal to $E_{b b}$, current intercept of $E_{b b} / 2 R_{L}$, and slope $-1 / 2 R_{L}$. This line is the usual d-c load line for a resistance of magnitude $2 R_{L}$ and is shown in Fig. 11-22. Under quiescent conditions $e_{c}=E_{c c}$, the bias voltage, and the () point is located at the intersection of the load line and the


Fig. 11-22. Graphical solution of the voltage adder. The effect of nonlinearity may be observed.
static curve corresponding to the bias voltage. Notice that our results thus far may be interpreted in the following manner: The total d -c plate current from both tubes, $2 I_{b o}$, flowing through a resistance $R_{L}$, is equivalent to the d-e plate current from a single tube flowing through a resistance of magnitude $2 R_{L}$.

With the $O$ point located we may then draw through it the a-c load line, which, by eq. (11-36), is seen to have a slope of $-1 / R_{L}$. The output currents and voltage may then be determined in the conventional manner as shown in Fig. 11-22. The various voltages used in the diagram are chosen to illustrate how two square waves may be added in the circuit and to show the type of distortion encountered because of nonlinearity.

## 11-17. Delay Networks

In assembling the various components into the synchronizingsignal generat or we shall find need for a unit which is able to delay a train of narrow square pulses by a time interval $n \tau$. It must be realized at the outset that repetitive waves which have widths in the order of microseconds exhibit an extremely wide frequency spectrum. If such a wave of width $\delta$ and of period $T$ be expanded into a Fourier series, it may be shown that the amplitudes of the frequency components vary as the $(\sin x) / x$ function as shown in Fig. 11-23. The


Fig. 11-23. Characteristics of the repeating square pulse. (a) A train of narrow square pulses. (b) The amplitudes of the squarepulse frequency spectrum are proportional to the $(\sin x) / x$ function. In the actual spectrum all terms are positive.
frequencies present are all multiples of $1 / T$ and the amplitude envelope passes through zero at those frequencies which are multiples of $1 / \delta$. It has been determined experimentally that the pulse may be reproduced by those components whose frequencies extend up to the fifth zero or to $f_{\text {max }}=5 / \delta$. In considering the fifth component of the sync generator, the delay network, we must bear in mind that all frequencies up to $5 / \delta$ must be delayed by a constant time interval. Two forms of delay network are in common use : the art ficicial line and the delay multivibrator. These will be considered in order.

It is well known that a lossless transmission line exhibits a delay time independent of frequency. Such a line may be used as a delay network. In practice the delay obtained per unit length of line is too small to be of value, so we contrive to replace the actual line by an artificial line formed of lumped parameters, which gives delays of the order required.

It is beyond the scope of our work to consider in detail the analysis of an artificial transmission line. We shall, however, briefly review some of its salient features. It is well known ${ }^{13}$ that a lossless low-pass constant-k filter exhibits the following properties in its pass band.

$$
\begin{aligned}
\alpha & =\text { attenuation constant }=0 \\
\beta & =\text { phase shift per section } \\
& =2 \text { are } \sin \frac{f}{f_{c}} \\
f_{c} & =\text { cut off frequency } \\
& =\frac{1}{\pi \sqrt{L C}} \\
R_{0} & =\text { nominal characteristic impedance } \\
& =\sqrt{\frac{L}{C}} \\
L & =\text { series inductance per section }
\end{aligned}
$$

where
and
We have already seen from eq. (7-15) that phase shift and delay time, $\tau$, are related, hence we may write:
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$$
\begin{equation*}
\tau=\frac{\beta}{\omega}=\frac{2}{\omega} \arcsin \frac{f}{f_{c}} \tag{11-43}
\end{equation*}
$$

\]

If, now, we design the network so that all signal components of significant amplitude are of frequencies less than or equal to $0.5 f_{c}$, then the ratio $f / f_{c}$ will be less than 0.5 and as a good approximation we may set ${ }^{14}$

$$
\operatorname{arc} \sin \frac{f}{f_{c}} \approx \frac{f}{f_{c}}
$$

and we finally have for the delay time per section

$$
\begin{equation*}
\tau \approx \frac{2 f}{\omega} f_{c}=\frac{2}{2 \pi f} f \pi \sqrt{L C} \approx \sqrt{L C} \tag{11-44}
\end{equation*}
$$

We see, then, that for $f \leq 0.5 f_{c}, \tau$ is approximately constant and hence a single section of the low-pass filter may be used to introduce a delay of $\tau$ seconds in the applied signal. Notice that in the same frequency band $\alpha=0$ and the amplitudes of the various signal components will remain unchanged. When several such sections are cascaded to provide longer delay intervals, the whole network is referred to as an artificial line.

We may now consider the design of a low-pass section which is to delay a square pulse of width $\delta$. Since all frequencies up to $5 / \delta$ must be delayed by a constant amount, we may write

$$
\begin{equation*}
f_{r}=2 f_{\max }=2\left(\frac{5}{\delta}\right)=\frac{10}{\delta} \tag{11-45}
\end{equation*}
$$

Then, combining (11-42), (11-44), and (11-45),

$$
\begin{equation*}
\tau \approx \sqrt{L C}=\frac{1}{\pi f_{c}}=\frac{\delta}{10 \pi} \tag{11-46}
\end{equation*}
$$

and, from (11-42),

$$
\begin{equation*}
\sqrt{\frac{L}{C}}=R_{0} \tag{11-47}
\end{equation*}
$$

These two equations may then be manipulated to give the circuit constants $L$ and $C$. Thus, multiplying them, we get
and dividing $\left.\begin{array}{rl}L & =\frac{\delta R_{0}}{10 \pi} \\ C & =\frac{\delta}{10 \pi R_{0}}\end{array}\right\}$ (11-48)

[^133]Notice that the restriction $f_{\text {max }} \leq 0.5 f_{c}$ means that the section cannot be designed for a delay time greater than $\delta / 10 \pi$. (ienerally a single section will not provide sufficient delay, in which event several stages may be cascaded to give the required value. The value of $\tau$ for a section may be decreased by raising the factor 10 in the design equations. This may be done without violating the restriction that $f_{\text {max }} \leq 0.5 f_{c}$.

It is sometimes the practice to improve the operation of the circuit by providing the proper impedance match at both ends of the cascaded line. This may be effected by terminating each end of the cascaded artificial line in an $m$-derived half-section with $m=0.707 .{ }^{.15}$ The complete line with the necessary design equations is illustrated in Fig. 11-24. This artificial delay line is frequently called a "stick."


Fig. 11-24. The complete artificial delar line. The delay per section is $\tau=\delta / 10 \pi$ ereonds.

Varying amounts of delay may be had in multiples of $\tau$, the delay per section, by tapping off the line at the appropriate terminal pair. It should be realized that there are other types of delay lines than that just described. Superior performance may be had from lumpedparameter networks of the $m$-derived type where $m$ is greater than unity, a condition which may be obtained by providing mutual inductance between adjacent coils along the stick. Kallman has recommended the value of $m=1.27 .{ }^{16}$

[^134]Considerable development work has been carried out on delay lines, which employ distributed rather than lumped parameters. ${ }^{16,17}$ For example, the delay per unit length of a coaxial-type cable may be increased by replacing the conventional center conductor by a continuous spiral wound on a plastic core. For the present the lumpedparameter artificial line is more convenient where several taps are required, each corresponding to a different delay.

Generally speaking, for the narrow pulse widths encountered in the supersyne signal, the delay per section which may be obtained with an artificial line is small, being in the order of 1 microsecond or less. Where relatively long delay times are required, the physical length of the "stick" may become excessive and some other sort of delay device becomes necessary. We consider now the delay-multivibrator circuit. In this case the original pulse does not appear at the output delayed by some interval, but the original pulse is used to initiate a new pulse which is delayed by the appropriate interval. The idea behind the delay system is illustrated in Fig. 11-25. The original


Fig. 11-25. Wave forms of the delay multivibrator. The positive pips in the differentiated wave lag the leading edges of the original wave by $\tau$, the width of the multivibrator output pulse.
pulse is used to synchronize a multivibrator, which is designed to produce a negative output pulse of width $r$. On differentiation the multivibrator output produces a positive pip, whose leading edge lags the original pulse by $\tau$. The positive pips may then be used to synchronize another multivibrator. Inspection of the diagram shows that the delay between the original pulse and pip is $r$, the width of the delay multivibrator pulse; hence the amount of delay is determined by the design of the delay multivibrator.
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## 11-18. Familiar Components

Some of the details of five basic components of the sync generator have been discussed in the last five sections. The remaining components are more or less familiar circuits and need only be mentioned: the limiting amplifier, the master oscillator, and power supply. The limiting amplifier consists of an amplifier stage, operating with low bias and low plate voltage. Under the influence of the applied signal the tube is driven to saturation and the magnitude of the output voltage is limited by that effect. The limiter is inherently a dis-tortion-producing device and may be used to "square up" a sine wave. It may also be used to limit the amplitude of an applied square wave to a specified value.

The oscillator used to generate the base frequency of 31.5 kilocycles may take the form of any of the standard oscillator circuits and need not be discussed here. It is common practice to use electron eoupling in the output to prevent any effects at the input of the counter chain from "pulling" the oscillator proper. 'The power supply for the entire sync generator is quite conventional. Flectronic regulation is used to aid in maintaining a high degree of stability in the entire unit.

## 11-19. Operation

The principal components of the generator circuit have been described in the sections above. We are now in a position to see how these components are assembled into the complete generator. Consider the block diagram of Fig. 11-26. It is convenient to break down the operation into two units. The first or timing unit, which is enclosed by the dotted line in the diagram, serves to establish the three basic frequencies required in the supersyne signal, namely, 31.5 and 15.75 kilocycles, and 60 cycles. It also serves to loek in these components with the power-line frequency. The system is seen to be identical with that shown in Fig. 11-13 with one exception: a limiting amplifier is placed between the master oscillator and the counter chains. This limiter serves to "square up" the sinusoidal output of the oscillator in order to provide a steep wave front pulse for the counter. This results in a more positive trigger action in the counters.

The remainder of the sync generator is the wave-shaping unit,


Fig. 11-26. Block diagram of a typical sumehronizing-signad generator. (Courtesy of RCA Revicu.)
which forms the pulse components of the supersync signal and adds them in the proper phase. The principal wave forms at critical points in the unit are shown in Fig. 11-27. Notice that only one-half of the actual number of pulses are shown at each point; for example. in the complete supersync wave at $u$ and $u^{\prime}$ only three rather than six vertical pulses are shown. This procedure is adopted to simplify the drawing. Consider first the generation of the composite line-


Fig. 11-27. Wave forms in the syum generator of Fig. 11-26. Only one-half the are tual number of pulses are shown. (Courtesy of Rf 1 Rerier.)
blanking pulses. A 15,750-cycle square pulse is suitably delayed in DN-15,750 and triggers a multivibrator MN-10, which develops the horizontal blanking pulses $a$. The 60-cy(le or vertical blanking pulses are developed by $\operatorname{II} V^{-}-1$, limited in I -1 , and have the final form $b$. These two waves must be combined so that during the vertical blank intervals, the horizontal pulses are eliminated, a function which is accomplished in the following manner. The two waves, $a$ and $b$, are added in MI-1 to produce $c$. Notice that during the vertical blank interval the horizontal pulse rides on top of the vertical pulse and hence may be clipped off by the limiter as indicated by the dotted line in the diagram. The final composite blanking wave is delivered through ILA-1 and has the form shown at $d$.

The camera blanking signal is developed in a similar manner. Recall that in each case the camera is blanked for a shorter period than the receiver ('LTT, and each camera pulse must occur within the duration of the corresponding line pulse. The horizontal camera blanking pulses are therefore derived from a separate multivibrator, MV-11. The resulting pulses lag the line pulses because MV-11 taps in farther along the delay stick than does MV-10. The narrower camera vertical blank pulse is generated in MV-2. The two components are then combined, clipped, and delivered to the output through LA-2 and produce the wave $e$. Notice the relative timing in the components of $d$ and $e$.

The vertical drive signals for the camera sweep are derived from MV-3, which is synchronized directly from the 60-cycle output of the main counter chain. The wave form is shown at $f$. The horizontal drive at 15,750 cycles is produced in MV-13. Proper phasing between these pulses and the camera horizontal blanking is obtained by tapping the input of the multivibrator at the appropriate point on I)N-15,750. The limited output is delivered through LA-5 and is shown at $g$.

The remaining portions of the circuit serve to develop the supersync proper. The individual rough vertical syne pulses occur at twice the line frequency, or 31.5 kilocycles. They are keyed by pulses from LA-31,500, which are suitably delayed by the stick DN-31,500, and are generated in MV-7. Their shape is shown at $n$. Now these pulses occur in groups of six (shown as three in Fig. 11-27) and only at the end of each field; hence these groups must be gated in at the proper intervals. The vertical gate, $m$, is derived as follows: Refer-
ence to $e$ and $m$ in the figure shows that the gate pulse must lag the leading edge of the line vertical blanking pulse. The necessary delay is produced by the delay multivibrator, MIS-5, and by MI-6. The approximate delay is determined by the width of the pulse produced in the delay multivibrator, as shown at $h . \quad h$ is differentiated and the rising edge $x$ in $i$ is used to key in MII-6. The inverse of $n$, shown at $j$, is also fed to the mixer. Because of the action of $k$ at the mixer, the pulse labeded $z$ appears across the output of MI-6 and is used to synchronize $M V^{-6}$. the vertical gate generator. By this relatively complex method, the leading edge of the vertical gating pulse is made to coineide exactly with a trailing edge of the gated pulse, $n$, thereby ensuring perfect timing. The final group of six vertical pulses is shown at $u$.

We shall next consider the generation of the horizontal synchronizing components of the supersync wave. The rough horizontal sync pulses occur at line frequency and are developed in MV-12. Synchronism is again provided by tapping the input of the multivibrator to the appropriate point in IN $\mathrm{N}-15,750$. The resulting pulses shown at $o$ are fed to MIL-4. A study of the composite sync wave shows that these pulses must be keyed out for the duration of the total of 12 equalizing and 6 vertical sync pulses at the end of each field. Thus we require a gating pulse at 60 cycles and of the appropriate width. This horizontal gate, shown at $q$, is developed in MV-4, limited, and combined with the rough horizontal pulses in MI-4. The resulting wave, with the pulses absent during the equalizing and vertical sync interval, is shown at $t$.

The next problem is the generation and gating of the equalizing pulses. Suitably delayed synchronizing pulses at twice the line frequency are derived from DN-31,500 and fed to MV-8, which generates the equalizing pulses, $r$. In MV-9 a 15.75 -kilocycle square wave shown at $p$ is developed. When combined with $q$ in MI-3, the composite equalizing pulse gate, $s$, results. The final addition of all the several supersync components is accomplished in the mixer M-1. Notice from the block diagram that the components to be added are $r, s, t$, and $u$. The resulting wave obtained at the output of MV-1 is shown at $r$. This wave requires some explanation. At $\alpha$ and $\alpha^{\prime}$ the effect of the composite equalizing pulse gate, $s$, may be seen. The equalizing pulse, which oceurs in the eenter of each horizontal line during the uctive portion of each ficld, is notched out. The effect
of adding the equalizing pulses to $s, t$, and $u$ is indicated by the pips labeled $\beta$ and $\beta^{\prime}$. A careful inspection of the wave forms of lig. 11-27 shows that the leading edges of $r$ always precede the leading edge of a rough horizontal or rough vertical sync pulse. In the mixing or adding process the two pulses overlap as shown in Fig. 11-28. By


Fig. 11-2s. The equalizing and rough herizontal syon pulses are "lap-joined" to ensure wave-front stability.
this process of "lap-joining" the waves, the leading edge of every pulse in the supersync wave is furnished by a common source, MI-8. Notice that each component, say, the final horizontal sync, consists of the rough horizontal pulse plus a leading edge furnished by the equalizing pulse generator. The adrantage of this system is that the effects of relative drift between the several multivibrators are minimized and precise timing is maintained between all leading edges in the final supersyne wave form. The limiter L-9 clips off the undesired portions of $r$, and the final wave $u$ and $u^{\prime}$ is delivered at the output.

The Bedford-Smith synchronizing-signal generator just described has proved to be a highly stable source of synchronizing signals. It has found wide acceptance in the industry in applications where its large physical size can be tolerated. In recent years there has been a trend toward the wide use of remote pickup at large distances from the studio. To meet the demands of light equipment for portable use considerable work has been done to reduce the size of the sync generator. A chief contributing factor to the reduction in size has been the development of miniature tubes. Development and research have also led to greater flexibility of operation and performance to closer tolerances. ${ }^{18}$
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## SYNC SIGNAL TESTING ${ }^{19}$

The standards on the wave form of the supersyne signal shown in Fig. 11-11 prescribe that the rise time and duration of the several pulses be maintained within certain tolerances. We must, therefore. discuss some of the means available for checking the extremely short intervals which are involved in the supersyne wave form. A quick inspection of the problem indicates that some technique involving a cathode-ray tube is desirable because of the high writing speeds which may be obtained. Our chief concern is to determine what sort of horizontal sweep will permit the required accuracy in measurement.

## 11-20. Saw-tooth Sweep

The most obvious type of sweep to use is the conventional sawtooth form, which is built into most commercial oscilloseopes. The method involved would be to observe the pulse as it is displayed on the face of the cathode-ray tube and to make the required measurements with a scale. Then, if the sweep speed is known, the measured value of distance on the screen may be converted to the corresponding time interval. As a practical matter, three objections may be raised against this method of pulse-width determination.
(1) Any nonlinearity in the horizontal scan will introduce an error in the measurements.
(2) The probable error in measuring with a scale may be greater than the tolerance permitted in the pulse width.
(3) The saw-tooth scan does not permit efficient use of the screen width for measuring purposes.

This last fact comes about because some finite time is consumed during the retrace of the horizontal scan, a loss which prevents an entire cycle of the applied pulse from being viewed on the screen. To circumvent this effect it is necessary to halve the sweep frequency so that two of the pulse cycles appear on the screen with a resulting shrinkage of the time scale. These objections may be overcome by using a sinusoidal, rather than a saw-tooth, horizontal sweep voltage.

[^137]
## 11-21. Sinusoidal Sweep

The basic circuit for measuring pulse width with a sinusoidal horizontal sweep is shown in Fig. 11-29a. The frequency of the sinusoid is chosen to be equal to the repetition rate of the pulses and its effect on the reproduced pattern is to widen the pulse width, provided that the pulse occurs where the sine wave has a maximum rate of change as shown at $b$ in the figure. To this end a phase-shift network is


Fig. 11-29. Measurement of pulse width. A sinusoidal sweep voltage is used. (a) Basic circuit. (b) The deflection voltages. (c) Generation of the oscillogran. $\theta$ is the angle corresponding to D. (Courtesy of RCA Revieur.)
provided as shown. The appearance of the final image on the screen is shown at $c$, as well as the rotating-vector representation of the simusoid. We now seek a relationship between the measured distances $C$ and $D$ and the relative pulse width. Since the rotating vector revolves with a constant angular velocity

$$
\begin{equation*}
\frac{\tau}{T}=\frac{\theta}{360^{\circ}} \tag{11-49}
\end{equation*}
$$

and, reading directly from the diagram, we have

$$
\begin{equation*}
\theta=2 \arcsin \frac{C / 2}{D / 2}=2 \arcsin \frac{C}{D} \tag{1i-50}
\end{equation*}
$$

Then the per cent pulse width is

$$
\begin{equation*}
\% \text { pulse wilth }=\frac{\tau}{T} \times 100=\frac{\operatorname{arc} \sin \frac{C}{D}}{1.8} \tag{11-51}
\end{equation*}
$$

Since the time-distance relationship is known, the per cent pulse width may be determined by direct measurement of ( $($ and $I$ ) on the cathode-ray screen and the use of the last equation.

It should be noticed that in Fig. 11-28 $\tau$ is taken to be the time interval between the 10 per cent amplitude points on the pulse. The reason for this procedure may be seen from Fig. 11-11, where the several supersync pulse widths are specified in terms of these points. Since it is impossible to gencrate a pulse with zero rise time, a pulse cannot have constant width over its entire amplitude range. It has been convenient to standardize duration of the pulse at the 10 per cent amplitude level as the pulse width.

It should be apparent that an even greater expansion of the dimension C of Fig. 11-29 may be obtained on the oscilloscope sereen by doubling the frequency of


Fig. 11-30. Relationship between the pulse to be measured and the doublefrequency sinusoid. the horizontal-sweep sine voltage, a proceclure which is of considerable help in determining the rise time of a pulse which, in some instances, must be in the order of 0.25 microsecond. The time relationship between the pulse and the sinusoid under these conditions is shown in Fig. 11-30. The corresponding expression for the per cent pulse width is

$$
\begin{equation*}
\% \text { pulse width }=\frac{\tau}{T} \times 100=\frac{\arcsin \frac{C}{D}}{3.6} \% \tag{11-52}
\end{equation*}
$$

In the measuring techniques which employ a sine-wave horizontal scan the accuracy of measurement depends upon the sweep being a
pure sine wave; hence extreme care must be exercised in the design of the horizontal-sweep amplifiers to ensure that nonlinear distortion is not introduced into the sweep.

## 11-22. Phase Shifter

While a number of types of phase shifter may be used with the sinesweep measuring technicuue, the simplest is that shown in Iig. 11-31. If no current is drawn by the load across $E_{0}$ and if the impedance of $R$ and $C$ is sufficiently high so that the transformer secondary acts as a constant-voltage source, then the following analysis is valid.


Fig. 11-31. simple phaseshift notwork.

Let $b$ be a center tap on the transformer secondary. Then

$$
\begin{equation*}
E_{a b}=E_{b c}=E_{1} \tag{11-53}
\end{equation*}
$$

By Kirchhoff's voltage law,

$$
\begin{align*}
E_{o} & =I R-E_{1} \\
& =\frac{2 E_{1} R}{R-j X_{c}}-E_{1} \\
\frac{E_{o}}{E_{1}} & =\frac{2 R}{R-j X_{c}}-1=\frac{R+j X_{c}}{R-j X_{c}}  \tag{5}\\
\frac{E_{o}}{E_{1}} & =12 \arctan \frac{X_{c}}{R} \tag{11-5.5}
\end{align*}
$$

Equation (11-55) shows that, subject to the assumptions, the magnitude of the output voltage is independent of the values of $K$ and (" and remains equal to one-half of the total transformer secondary voltage. Furthermore, the phase of the output voltage relative to the applied voltage may be controlled by varying $R$.

## 11-23. Dot Generator Technique

Still another technique for measuring pulse widths is provided by the dot generator mentioned in section $7-16$. The key to pulse measurement is the establishment of a relationship between distance on the cathode-ray sereen and time. With a 20-megacycle dot generator feeding the control grid of the test oscilloscope, the time base appears
directly on the face of the sereen in the form of bright dots spaced at 0.05 -microsecond intervals. The advantage of the method is that the precision of measurement is independent of the form of horizontal sweep and that errors resulting from parallax are eliminated. Use of the sine-wave type of sweep is desirable, however, because of its spreading action on the pulse, as viewed on the oscilloscope. The disudvantage of the method is that interpolation between the marker dots must be estimated.

## 11-24. Pulse Cross Testing

It is often desirable to have some means available in the control room of the television studio to check the supersyne signal as a whole, rather than pulse by pulse. Such a means is afforded by the pulse cross test pattern, which provides an over-all view of the supersync wave in the region of the vertical blanking interval at the end of each field. Consider first the test circuit shown in Fig. 11-32. A black-


Fig. 11-32. Test equipment for producing the pulse cross test pattern.
positive composite video signal is fed to the test unit, where the sync components are stripped off and fed to the deflection circuits. Notice that a delay network is incorporated in the sweep system. It serves to delay the vertical sweep for one-half a field interval so that the vertical retrace portion of the composite video signal will appear in the center of the monitor screen. In a similar manner the horizontal sweep is delayed so that the horizontal sync and blanking pulses are centered on the sereen.
Since the composite video signal applied to the control grid has a black-positive polarity, the sync portions of the signal tend to drive the reproduced image toward white. If, now, the d-c voltage on the cathorle-ray tube grid is adjusted so that the pedestal level is just
visible on the screen, the picture components will be eliminated in the final image, which will appear as shown in Fig. 11-33. Inspection of the diagram shows the origin of the term pulse cross test pattern.

In the diagram earh component pulse is labeled so that it may be identified with its counterpart in Fig. 11-11. Improper timing or duration of any of the pulse components may be recognized immediately by a corresponding displacement in the cross pattern.


Fig. 11-33. The pulse cross test pattern. Dimensions shown are those of Fig. 11-11. The vertical scale is expanded for clarity.

## CHAPTER 12

## VESTIGIAL-SIDEBAND TRANSMISSION

Before we can discuss the video transmitter intelligently we must first investigate the nature of the signal which the transmitter is required to deliver to the antenna. We have already seen that a relatively broad band is required by the composite video signal. When this amplitude-modulates a radio-frequency carrier, an even broader bandwidth is produced. Our chief interest in the first part of the present chapter is to investigate what means may be employed to fit this modulated video signal and its associated frequency-modulated sound program into the 6-megacycle channel allowed by the Federal (Communications Commission. In the analytical work which follows we shall assume the complex video signal to be replaced by a sine wave in order that a steady-state analysis may be used; this results in considerable simplification of the problem. ${ }^{1}$

## 12-1. Amplitude Modulation

In conventional amplitude modulation the radio-frequency carrier wave

$$
\begin{equation*}
e_{c}=A \cos \omega t \tag{12-1}
\end{equation*}
$$

is applied to the modulated amplifier stage. The modulating signal

$$
\begin{equation*}
e_{m}=E_{m} \cos \omega_{m} t \tag{12-2}
\end{equation*}
$$

is also applied to that same stage but in such a manner that the amplitude of the output wave varies sinusoidally about the mean value $A$ and at the modulating frequency $\omega_{m}$. Under these conditions the R-F carrier is said to be amplitude-modulated, and the resulting wave is expressed by

$$
\begin{equation*}
e=\left(A+E_{m} \cos \omega_{m} t\right) \cos \omega t \tag{12-3}
\end{equation*}
$$

[^138]If $e$ is plotted against time, the curve will be a cosine wave, whose amplitude varies cosinusoidally about the value $A$.

Whereas (12-3) is a convenient expression for the modulated wave as far as the transmitter is concerned, it may also be expanded to another form, which has greater utility in the work which follows. Thus, we may factor $A$ out of the parentheses and get

$$
\begin{align*}
e & =A\left(1+\frac{E_{m}}{A} \cos \omega_{m t}\right) \cos \omega t \\
& =A\left(1+m \cos \omega_{m} t\right) \cos \omega t \tag{12-4}
\end{align*}
$$

where

$$
\begin{equation*}
m=\text { modulation index }=\frac{E_{m}}{A} . \tag{12-5}
\end{equation*}
$$

If, now, the double cosine product of the last equation is expanded, there results

$$
\begin{equation*}
\left.e=A \underset{\text { carrier }}{[\cos \omega t}+\underset{\substack{\text { upper side } \\ \text { frequency }}}{\left[\cos \left(\omega+\omega_{m}\right) t\right.}+\frac{m}{2} \cos \left(\omega-\omega_{m}\right) t\right] \tag{12-6}
\end{equation*}
$$

Equation (12-6) shows that the amplitude-modulated wave consists of three frequency components: the carrier and the upper and lower side frequencies. The last two components are identified by their frequencies, which are $\left(\omega+\omega_{m}\right.$ ) and ( $\omega-\omega_{m}$ ), respectively. Expressed in this form the wave allows us to investigate its bandwidth, which may be seen to be
bandwidth of amplitude-molulated signal

$$
\begin{equation*}
=\left(\omega+\omega_{m}\right)-\left(\omega-\omega_{m}\right)=2 \omega_{m} \tag{12-7}
\end{equation*}
$$

that is, the amplitude-modulated wave requires a bandwidth equal to twice the bandwidth of the modulating signal.

Let us see how such a double sideband wave could be fitted along with its audio program into a 6 -megacycle channel. For the moment we shall adopt the following F.C.C. standards: 50 kilocycles allowed for the frequency-modulated sound signal and the audio carrier shall lie 0.25 megacycle below the upper limit of the channel. These standards place the lower limit of the aural signal 0.275 megacycle below the upper channel limit, thus the bandwidth left for the visual signal is $6-0.275=5.725$ megacycles. Since we are transmitting two sidebands, this bandwidth of approximately 5.7 megacycles must
be divided equally between the two sidebands, and the carrier will lie $\frac{1}{2}(5.7)=2.85$ megacycles above the lower channel limit as shown in Fig. 12-1. C'learly, then, the maximum video modulating frequency which may be used is only 2.85 megacyeles if the signal is to remain within its specified 6 -megacyole chamel. As we shall see, this represents a very poor utilization of the allotted bandwidth. We desire some form of transmission which will permit a 4.5 -megacycle maxi-


Fig. 12-1. Double-sideband transmission within a 6-megacycle channel permits a maximum video modulating frequeney of only 2.85 megaryoles.
mum modulating frequency to be used. For the moment, however, we shall continue our investigation of the double-sideband system, which will serve as a basis of comparison for the more efficient-as far as bandwidth utilization is concorned-systems to be described.

We next consider what happens to the signal (12-6) as it passes through the receiving equipment up to the final detector. In general, these predetector stages do not have ideal response characteristics and will modify the amplitude and phase of each component of the signal. This distortion, resulting from the predetector stages, may be represented in the following manner. Let
$B\left(f_{i}\right)=$ over-all amplitude response at frequency $f_{i}$ of all the predetector stages, and
$\phi\left(f_{i}\right)=$ over-all phase shift at frecuency $f_{i}$ caused by all the predetector stages,
then the modulated wave delivered to the final detector will be $e_{1}$.

$$
\begin{align*}
& e_{1}=A\{B(f) \cos [\omega t+\phi(f)] \\
&+\frac{m}{2} B\left(f+f_{m}\right) \cos \left[\left(\omega+\omega_{m}\right) t+\phi\left(f+f_{m}\right)\right] \\
&\left.+\frac{m}{2} B\left(f-f_{m}\right) \cos \left[\left(\omega-\omega_{m}\right) t+\phi\left(f-f_{m}\right)\right]\right\} \tag{12-8}
\end{align*}
$$

We shall assume that the detector is of the diode type and ideal. Then, if $m$ is not too small, the output of the detector will be simply the envelope of the wave applied to the detector. Our problem then is to manipulate ( $12-8$ ) into the general form

$$
\begin{equation*}
e_{1}=V \cos (\omega t+\theta) \tag{12-9}
\end{equation*}
$$

where $V$ is a function of time and, by comparison to (12-3), is seen to be the envelope which we seek. To simplify our work we let

$$
\begin{equation*}
W=\cos \left[\left(\omega \pm \omega_{m}\right) t+\phi\left(f \pm f_{m}\right)\right] \tag{12-10}
\end{equation*}
$$

Then, adding and subtrarting $\phi(f)$,

$$
\begin{align*}
U^{\prime} & =\cos \left[\left(\omega \pm \omega_{m}\right) t+\phi\left(f \pm f_{m}\right)+\phi(f)-\phi(f)\right] \\
& =\cos \left\{[\omega t+\phi(f)]+\left[ \pm \omega_{m} t+\phi\left(f \pm f_{m}\right)-\phi(f)\right]\right\} \\
& =\cos \left\{[\omega t+\phi(f)]+\begin{array}{l}
\left.+\left\{\omega_{m} t+\left[\phi\left(f+f_{m}\right)-\phi(f)\right]\right\}\right) \\
\\
-\left\{\omega_{m} t+\left[\phi(f)-\phi\left(f-f_{m}\right)\right]\right\}
\end{array}\right. \tag{12-11}
\end{align*}
$$

Equation (12-11) may be simplified by virtue of a characteristic common to almost all properly tuned radio-frequency amplifiers:


Fig. 12-2. Typical response characteristics of tuned amplifiers. The amplitude response exhibits even symmetry and the phase response exhibits odd or skew symmetry.
their amplitude and phase response characteristics exhibit symmetry about the carrier frequency, $\omega$, as shown in Fig. 12-2. Taking advantage of this fact we may write

$$
\left.\begin{array}{rlrl} 
& & B & =B\left(f+f_{m}\right)=B\left(f-f_{m}\right) \\
\text { and } & & \phi & =\left[\phi\left(f+f_{m}\right)-\phi(f)\right]=\left[\phi(f)-\phi\left(f-f_{m}\right)\right] \tag{12-12}
\end{array}\right\}
$$

and, substituting into (12-11), we get

$$
\begin{align*}
W & =\cos \left\{[\omega t+\phi(f)] \pm\left[\omega_{m} t+\phi\right]\right\} \\
& =\cos [\omega t+\phi(f)] \cos \left[\omega_{m} t+\phi\right] \mp \sin [\omega t+\phi(f)] \sin \left(\omega_{m} t+\phi\right) \tag{12-13}
\end{align*}
$$

Then, substituting (12-13) into (12-8), we get

$$
\begin{align*}
& e_{1}=A\{B(f) \cos [\omega t+\phi(f)] \\
&+\frac{m B}{2} \cos [\omega t+\phi(f)] \cos \left(\omega_{m} t+\phi\right) \\
&\left.+\frac{m B}{2} \cos [\omega t+\phi(f)] \cos \left[\omega_{m} t+\phi\right]\right\} \\
&=A\left\{B(f)+m B \cos \left(\omega_{m} t+\phi\right)\right\} \cos [\omega t+\phi(f)] \tag{12-14}
\end{align*}
$$

and the envelope is

$$
\begin{equation*}
V=A\left\{B(f)+m B \cos \left(\omega_{m} t+\phi\right)\right\} \tag{12-15}
\end{equation*}
$$

This envelope which appears across the detector output consists of a dec component $A B(f)$ and an a-c component

$$
\begin{equation*}
A m B \cos \left(\omega_{m} t+\phi\right)=B E_{m} \cos \left(\omega_{m} t+\phi\right) \tag{12-16}
\end{equation*}
$$

The d-c component may be removed by a series blocking condenser and the final output consists simply of the a-c component given by (12-16). On comparing this output with the original modulating signal, we note that they are the same except that the amplitude has been changed by a factor $B$ and the phase shifted by $\phi$. When we think in terms of a single modulating component as presumed in the analysis, this seems to be of no importance. But remember, with the actual television signal we have a whole band of frequencies rather than a single frequency in the modulating signal; hence we must interpret (12-16) as a curve of amplitude and phase plotted against modulating frequency. These curves, of course, will have the same shape as those of Fig. 12-2, and are dependent upon those stages of the over-all system which lie between the modulated amplifier at the transmitter and the detector at the receiver. It follows from our previous work that if $B$ is independent of frequency over the entire spectrum of the signal and if $\phi$ is linear with frequency over the same range, the wave form of the detected wave will be identical with that of the original modulating signal.

We may sum up these results. In amplitude modulation the modulated carrier requires a bandwidth equal to twice the highest modulating-frequency component. After passing through ideal am-
plifiers, the radio-frequency wave may be detected or demodulated by a linear detector. In the ideal case the shape of the detected output is identical to that of the original modulating signal. Theoretically, the double-sideband system of transmission is distortionless; its disadvantage is its failure to provide maximum utilization of the radio-frequency spectrum. We shall use these characteristics as a yardstick for measuring the performance of other systems of transmission.

## 12-2. Single-sideband Transmission

Inspection of eq. (12-6), which is the expression for the amplitudemodulated wave, shows that the quantities $m A=E_{m}$ and $\omega_{m}$ are contained in both of the sideband terms. Since $E_{m}$ and $\omega_{m}$ uniquely specify the cosinusoidal modulating signal (12-2), it is immediately apparent that the modulation information is present in both of the sidebands. Mathematically, at least, it would appear that either sideband could be eliminated, with a 2 to 1 saving in bandwidth, and still sufficient modulation information would be present for satisfactory demodulation to take place at the second detector in the receiver. Let us investigate this possibility to see if an undistorted output signal can be obtained. As a matter of convenience we shall assume that the double-sideband output of the modulated amplifier at the transmitter is passed through some sort of a filter network so that the lower sideband is completely suppressed. The remaining signal, consisting of the carrier and upper sideband, is then delivered to the receiver and passed on finally to the second detector. Notice that we can accomplish these effects mathematically by letting $B\left(f-f_{m}\right)$ go to zero, which provides complete suppression of the lower sideband. If, then, we let $e_{2}$ be the single-sideband wave delivered to the detector, we have from (12-8) that

$$
\begin{align*}
& e_{2}=A\{B(f) \cos [\omega t+\phi(f)] \\
&  \tag{12-17}\\
& \left.\quad+\frac{m}{2} B\left(f+f_{m}\right) \cos \left[\left(\omega+\omega_{m}\right) t+\phi\left(f+f_{m}\right)\right]\right\}
\end{align*}
$$

Then, utilizing our previous expansion for the second cosine term, we have
$e_{2}=A\{B(f) \cos [\omega t+\phi(f)]$

$$
\begin{align*}
& +\frac{m}{2} B\left(f+f_{m}\right)\left\{\cos [\omega t+\phi(f)] \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right. \\
& \left.-\sin [\omega t+\phi(f)] \sin \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\}, \quad(12-18) \tag{12-18}
\end{align*}
$$

Notice that the argument $[\omega t+\phi(f)]$ occurs in earh term of the expression, and the terms may be regrouped as follows:

$$
\begin{align*}
e_{2} & =A\left\{\left\{B(f)+\frac{m}{2} B\left(f+f_{m}\right) \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\} \cos [\omega t+\phi(f)]\right. \\
& \left.-\left\{\frac{m}{2} B\left(f+f_{m}\right) \sin \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\} \sin [\omega t+\phi(f)]\right\} \quad(12-19) \tag{12-19}
\end{align*}
$$

Fquation (12-19) is of the general form

$$
\begin{equation*}
e_{2}=C \cos x+S \sin x \tag{12-20}
\end{equation*}
$$

and since $\cos x$ and $\sin x$ are separated by $90^{\circ}$, the two terms may be combined and $e_{2}$ reduced to the form

$$
\begin{equation*}
e_{2}=V \cos (x-\theta) \tag{12-21}
\end{equation*}
$$

where
$\boldsymbol{V}=$ envelope $=\sqrt{C^{2}+S^{2}}$
and

$$
\begin{equation*}
\theta=+\arctan \frac{S}{C} \tag{12-22}
\end{equation*}
$$



$$
c \cos x+s \sin x=v \cos (x-\theta)
$$

Fig. 12-3. The cosine and sine terms, $C$ and $S$, may be combined into a single cosine term, which lags $C$ by an angle $\theta$.
The basis for these relationships is shown in Fig. 12-3. The envelope of (12-19), which is the demodulated output of the detector, will be

$$
\begin{align*}
& V=A \sqrt{\left\{B(f)+\frac{m}{2} B\left(f+f_{m}\right) \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\}^{2}} \\
&+\left\{\frac{m}{2} B\left(f+f_{m}\right) \sin \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\}^{2} \\
&=A \sqrt{B^{2}(f)+\left\{\frac{m^{2}}{4} B^{2}\left(f+f_{m}\right)\right.} \\
&\left.+m B(f) B\left(f+f_{m}\right) \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\} \tag{12-23}
\end{align*}
$$

In general, $m$, the modulation index, will be less than unity and (12-23) may be simplified by means of the binomial expansion; thus,

$$
\begin{equation*}
(\alpha+\beta)^{1 / 2}=\alpha^{1 / 2}+\frac{1}{2} \alpha^{-1 / 2} \beta+\cdots \tag{12-24}
\end{equation*}
$$

or, applying this expansion to the radical in (12-23), we have

$$
\begin{align*}
V \approx A\left\{B(f)+\frac{m^{2}}{8}\right. & \frac{B^{2}\left(f+f_{m}\right)}{B(f)} \\
& \left.\quad+\frac{m}{2} B\left(f+f_{m}\right) \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right]\right\} \tag{12-25}
\end{align*}
$$

Once again the d-c terms may be removed with a blocking condenser and the final demodulated a-c output is

$$
\begin{align*}
& \frac{A m B\left(f+f_{m}\right)}{2} \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right] \\
& \quad=B\left(f+f_{m}\right) \frac{E_{m}}{2} \cos \left[\omega_{m} t+\phi\left(f+f_{m}\right)\right] \tag{12-26}
\end{align*}
$$

The approximation in (12-25) is the result of the fact that the higher order terms in $m$ are neglected because of their small amplitudes. Subject to this assumption, the output of the single-sideband system is seen to be identical to that of the double-sideband system except that the amplitude of the output in the former case is smaller by a factor of two. This result is quite reasonable, for (12-18) shows that the modulation power is divided equally between the two sidebands. If one of them is suppressed, only one-half of the output signal will result.

We may summarize the results for the single-sideband system of
transmission. If $m$ is small so that the higher order terms in $m$ of the expansion of (12-23) are negligible, the transmission of a single sideband of an amplitude-modulated signal and its subsequent detection will ideally yield a distortionless reproduction of the modulating signal wave form. The magnitude of the detected voltage will have only one-half the value obtained in the double-sideband system; the saving in bandwidth is 2 to 1 .

It is interesting to ohserve how this saving in bandwidth affects the utilization of the 6 -megarycle channel width specified by the F.C.(:. U'sing our previous figures, we see that the entire spread of 5.7 megarycles may be used for


Fig. 12-4. Suppression of the lower sidehand at the tramsmitter doubles the maximum video modulating frequeney permissible in a 6 -megacyole channel. only one, rather than two, sidebands, and the maximum videomodulating component is raised from 2.85 to 5.7 megacycles. Channel utilization for the single-sideband system is illustrated in Fig. 12-4.

It is an unfortunate fact that the advantages of single-sideband transmission cannot be utilized in practice-at least at the present state of the television art-because it is impossible to design a filter structure which can provide a perfectly sharp cutoff and still maintain a constant delay characteristic throughout the entire pass band. It can be shown that sharp cutoff and constant delay are incompatible. Nevertheless, the advantage of the single-sideband system is sufficiently attractive to force a compromise of some sort. Such a compromise is the vestigial-sideband system, which is used in commercial practice.

## 12-3. Vestigial-sideband Transmission

In any system of transmission we try to adjust conditions so that the detected output has the same variation with time as the modulating signal. In building up the concept of the vestigial-sidehand system we shall consider the effect of various types of sideband characteristics on the output signal from the detector. When we have found a combination which gives an undistorted output, we shall work backward toward the transmitter to determine the type of sideband suppression that gives these conditions. The final chan-nel-utilization diagram may then be drawn.

Wo have stated that sharp-cutoff, linear-phase filters cannot be designed and that single-sideband transmission must be ruled out. As a starting point let us compromise: instead of cutting off the signal abruptly just below the carricr, let us design a filter that cuts off gradually, maintaining a rasonably constant delay characteristic. We shall increase the bandwidth of the transmitted signal slightly in order to permit the utilization of a filter, which is feasible. Let the characteristics of all the networks between the modulated amplifier and the detector be those shown in Figure 12-5a. Notice


Fig. 12-5. Response curves for two types of vestigial-sideband transmission. (a) $B\left(f_{i}\right)$ and $\phi\left(f_{i}\right)$ for Case I. (b) $B\left(f_{i}\right)$ and $\phi\left(f_{i}\right)$ for Case II.
that the entire upper sideband plus a small part or vestige of the lower sideband is applied to the detector; hence the term restigial-sideband system. How will this vestigial-sideband characteristic affect the final demodulated signal? ('learly, frequencies which lie below the visual carrier are affected differently from those above it ; hence we shall carry through the analysis for two modulating components, one, $f_{1}$, less than 1.5 megacycles, and the second, $f_{2}$, greater than 1.5 megacycles. Reading directly from the diagram we have the following relationships:

For $f$

$$
\left.\begin{array}{rlrl}
B(f) & =B & & \\
B\left(f+f_{1}\right) & =B & & \phi\left(f+f_{1}\right)=\phi_{1} \\
B\left(f-f_{1}\right) & =a B & & \phi\left(f-f_{1}\right)=-\phi_{1} \tag{12-27}
\end{array}\right\}
$$

For $f_{1}$

Then, substituting these values into (12-8), we have for $e_{2}$, the voltage delivered to the detector when the modulating frequency is $f_{1}$,

$$
\begin{align*}
e_{2}=A\{B \cos \omega t & +\frac{m}{2} B \cos \left[\left(\omega+\omega_{1}\right) t+\phi_{1}\right] \\
& \left.+\frac{m}{2} a B \cos \left[\left(\omega-\omega_{1}\right) t-\phi_{1}\right]\right\} \\
=A\{B \cos \omega t & +\frac{m}{2} B \cos \left[\omega t+\left(\omega_{1} t+\phi_{1}\right)\right] \\
& \left.+\frac{m}{2} a B \cos \left[\omega t-\left(\omega_{1} t+\phi_{1}\right)\right]\right\} \\
& \left.-\sin \omega t \sin \left(\omega_{1} t+\phi_{1}\right)\right] \\
& +\frac{m}{2} a B\left[\cos \omega t \cos \left(\omega_{1} t+\phi_{1}\right)\right. \\
& \left.\left.+\sin \omega t \sin \left(\omega_{1} t+\phi_{1}\right)\right]\right\}
\end{align*}
$$

Since we once again will try to evaluate the envelope of (12-28), it is convenient to collect terms about $\cos \omega t$ and $\sin \omega t$; hence,

$$
\begin{align*}
e_{2}=A\{[B & \left.+\frac{m}{2} B \cos \left(\omega_{1} t+\phi_{1}\right)+\frac{m}{2} a B \cos \left(\omega_{1} t+\phi_{1}\right)\right] \cos \omega t \\
& \left.+\left[-\frac{m}{2} B \sin \left(\omega_{1} t+\phi_{1}\right)+\frac{m}{2} a B \sin \left(\omega_{1} t+\phi_{1}\right)\right] \sin \omega t\right\} \\
=A\{[B & \left.+\frac{m}{2}(1+a) B \cos \left(\omega_{1} t+\phi_{1}\right)\right] \cos \omega t \\
& \left.-\left[\frac{m}{2}(1-a) B \sin \left(\omega_{1} t+\phi_{1}\right)\right] \sin \omega t\right\} \tag{12-29}
\end{align*}
$$

By eq. (12-22) the envelope will be

$$
\begin{align*}
V=A & \sqrt{B^{2}+m(1+a) B^{2} \cos \left(\omega_{1} t+\phi_{1}\right)} \\
& \quad+\frac{m^{2}}{4} B^{2}\left[(1+a)^{2} \cos ^{2}\left(\omega_{1} t+\phi_{1}\right)+(1-a)^{2} \sin ^{2}\left(\omega_{1} t+\phi_{1}\right)\right] \tag{12-30}
\end{align*}
$$

Since the system is predominantly of a single-sideband type, $m$ will
generally be small and the term involving $m^{2} / 4$ in (12-30) may be assumed to be negligibly small. Then, applying the binomial expansion to the first two terms under the radical, we have finally for the envelope of the wave

$$
\begin{equation*}
V^{\prime} \approx A\left[B+\frac{m}{2}(1+a) B \cos \left(\omega_{1} t+\phi_{1}\right)\right] \tag{12-31}
\end{equation*}
$$

and the final a-c component delivered by the detector is

$$
\begin{equation*}
\frac{A m}{2}(1+a) B \cos \left(\omega_{1} t+\phi_{1}\right)=\frac{E_{m}}{2}(1+a) B \cos \left(\omega_{1} t+\phi_{1}\right) \tag{12-32}
\end{equation*}
$$

The last equation completes the analysis for the modulating signal of frequency $f_{1}<1.5$ megacycles. lor the second modulating signal for which $f_{2}>1.5$ megacycles we may write the result directly, for note from Fig. 12-5a that at $f_{2}$ the system is precisely of the singlesideband type: the lower sideband is completely suppressed. From the diagram

$$
\left.\begin{array}{l}
B\left(f+f_{2}\right)=B  \tag{12-33}\\
B\left(f-f_{2}\right)=0
\end{array}\right\}
$$

substitution of these values into (12-26) yields the following result. for the final demodulated a-c output:

$$
\begin{equation*}
\frac{E_{m}}{2} B \cos \left(\omega_{2} t+\phi_{2}\right) \tag{12-34}
\end{equation*}
$$

The results just derived indicate that the vestigial-sideband system is ideally capable of distortionless operation (subject to $\mathrm{m}^{2} / 4$ being negligible), except that the system is not "flat"; for every modulating frequency below 1.5 megacycles the output will be too large by a factor $(1+a)$. This result is to be expected since for the $f_{1}$ type components two sidebands contribute to the output, whereas for the $f_{2}$ type the output is the result of the upper sideband alone. The net effect is that a form of preemphasis exists as shown in Fig. 12-6.


Fig. 12-6. The Case I system is not "flat": the amplitudes of components below 1.5 megacyeles are prexomphasized.

Notice that if we can make the amplitude characteristic flat, the vestigial sideband will be quite satisfactory. provided that $m$ remains small. Out immediate problem, then, is to so locate the cutoff portion of the $B\left(f_{i}\right)$ curve in Fig. 12-5a relative to the carrier that the relative amplitude of the demodulated signal will remain constant for all values of modulating frequency.

Consideration of the problem will show that the desired result may be ohtained by centering the cutoff portion of the $B\left(f_{i}\right)$ curve on the carrier frequency as shown in Fig. 12-5b. Then. if the cutoff characteristic exhibits odd symmetry about the point $(B / 2, f)$ for any modulating frequency $f_{1}<0.75$ megacycle, we have
for $f_{1}$
and for $f$

$$
\begin{align*}
B\left(f+f_{1}\right) & =(1-a) B & \phi\left(f+f_{1}\right) & =\phi_{1} \\
B\left(f-f_{1}\right) & =a B & \phi\left(f-f_{1}\right) & =-\phi_{1}  \tag{12-35}\\
B(f) & =\frac{B}{2} & \phi(f) & =0
\end{align*}
$$

and the modulated signal delivered to the second detector will be from (12-8)

$$
\begin{align*}
e_{2}=A\left\{\frac{B}{2} \cos \omega t\right. & +\frac{m}{2}(1-a) B \cos \left[\left(\omega+\omega_{1}\right) t+\phi_{1}\right] \\
& \left.+\frac{m}{2} a B \cos \left[\left(\omega-\omega_{1}\right) t-\phi_{1}\right]\right\} \tag{12-36}
\end{align*}
$$

This expression may be reduced by application of our previous methods to

$$
\begin{align*}
e_{2}=A\left\{\left[\frac{B}{2}\right.\right. & \left.+\frac{m}{2}(1-a) B \cos \left(\omega_{1} t+\phi_{1}\right)+\frac{m}{2} a B \cos \left(\omega_{1} t+\phi_{1}\right)\right] \cos \omega t \\
& +\left[-\frac{m}{2}(1-a) B \sin \left(\omega_{1} t+\phi_{1}\right)\right. \\
& \left.\left.+\frac{m}{2} a B \sin \left(\omega_{1} t+\phi_{1}\right)\right] \sin \omega t\right\} \tag{12-37}
\end{align*}
$$

Then, combining terms, we have

$$
\begin{align*}
e_{2}=A\left\{\left[\frac{B}{2}\right.\right. & \left.+\frac{m}{2} B \cos \left(\omega_{1} t+\phi_{1}\right)\right] \cos \omega t \\
& \left.-\frac{m}{2}\left[(1-2 a) B \sin \left(\omega_{1} t+\phi_{1}\right)\right] \sin \omega t\right\} \tag{12-38}
\end{align*}
$$

By our previous methods the envelope I' will be

$$
\begin{equation*}
V^{*} \approx A\left[\frac{B}{2}+\frac{1}{2} \frac{2}{B} \frac{m B^{2}}{2} \cos \left(\omega_{1} t+\phi_{1}\right)\right] \tag{12-39}
\end{equation*}
$$

and the final ate component is

$$
\begin{equation*}
\frac{A m B}{2} \cos \left(\omega_{1} t+\phi_{1}\right)=\frac{E_{m}}{2} B \cos \left(\omega_{1} t+\phi_{1}\right) \tag{12-40}
\end{equation*}
$$

In order to see whether the system is flat, we must calculate the output corresponding to a modulating frequency $f_{2}>0.75$ megacycles. For such a frequency, the system is single-sideband and

$$
\text { for } \left.f_{2} \quad \begin{array}{ll}
B\left(f+f_{2}\right)=B & \phi\left(f+f_{2}\right)=\phi_{2} \\
B\left(f-f_{2}\right)=0 \tag{12-41}
\end{array}\right\}
$$

The final a-c output voltage is

$$
\begin{equation*}
\frac{E_{m}}{2} B \cos \left(\omega_{2} t+\phi_{2}\right) \tag{12-42}
\end{equation*}
$$

Since the coefficients in (12-40) and (12-42) are equal, the system just described is flat, and theoretically may be made distortionless, provided that $m$ is sufficiently small.

It is important to state once again the properties of the $B\left(f_{i}\right)$ curve which produces a flat system; the curve exhibits odd symmetry about its intersection with the carrier frequency axis for a frequency range extending from 0.75 mc below to 0.75 mc above the carrier. Under this condition

$$
\begin{equation*}
B\left(f+f_{1}\right)+B\left(f-f_{1}\right)=B \tag{12-43}
\end{equation*}
$$

Thus the sum of the amplitudes of the two sidebands for any $f_{1}<0.75$ megacyele is always equal to the amplitude of the upper sideband for any modulating signal of frequency $f_{2}>0.75$ megacycle. This fact is demonstrated mathematically in the transition from eq. (12-37) to (12-38), where the coefficients (1-a) and a add to give unity.

Remember, we have only considered the problem at the second detector. We know the type of vestigial-sideband signal, which, when applied to the second detector, gives the correct output-voltage shape. We must now determine what type of signal must leave the transmitter to give this condition in the receiver.

## RECEIVER AND TRANSMITTER ATTENUATION

In general, there are two practicable methods of delivering the proper form of vestigial-sideband signal to the second detector in the receiver. In the first, or Transmitter Attenuation (T-A), system the required attenuation of the lower sidehand, as specified by (12-43), is performed at the transmitter end of the television network. In the second, or Receiver Attenuation (R-A), system the necessary attenuation takes place at the receiver. Both systems will give the identical signal at the second detector. We next investigate earh of them to determine which affords the optimum compromise for commercial telecasting.

## 12-4. Transmitter Attenuation

Of the two proposals made in the last paragraph the first or T-A system is the more obvious. Figure $12-5 b$ shows the characteristics reguired of the signal; hence if a filter system having these characteristics is placed at the transmitter following the modulated amplifier, the lower sideband will be attenuated and the radiated signal will meet the specifications. Such a system requires of the receiver only that its several predetector stages be reasonably free of distortion. The characteristics required of the transmitter filter and of the receiver predetector stages are illustrated in Fig. 12-7.

To aid the discussion which follows it is convenient to define $f_{c}$ as the upper cutoff frequency, whose value we have not as yet determined. Notice then that if we include the d-c component in our


Fif. 12-7. Characteristics required for the T-A system of ves-tigial-sidehand transmission. The position of the upper cut off is not sperified, (a) Characteristics of the transmitter filter. (b) Idealized characteristies of the receiver predetector stages for no distortion.
discussion, the total bandwidth occupied by the modulating signal is identically equal to $f_{c}$. This point is also of benefit in the work which follows. Let us list some of the principal features of the T-A system.

At the transmitter:
(1) A filter of critical design which can handle transmitter power levels is required.
(2) The carrier level is reduced to one-half the maxinum signal level.

At the receiver:
(1) The bandwidth required is greater than $f_{c}$.
(2) No special cutoff characteristic is required.

## 12-5. Receiver Attenuation

The less obvious method of producing the necessary vestigialsideband signal at the second detector requires the transmitter and receiver characteristics shown in Fig. 12-8. Notice that the filtering


Fig. 12-8. Characteristies required for the R-A system of vestig-ial-sidehand transmission. (a) Transmitter characteristics. (b) Receiver characteristics.
required at the transmitter is less critical than it was in the T-A case but at the same time the receiver design becomes more complicated. The chief features of the R-A system follow.

At the transmitter:
(1) A filter of less critical design is required.
(2) The carrier level is at the maximum signal level.

At the receiver:
(1) The required bandwidth is greater than $f_{c}$ but less than that of the T-A system.
(2) A special cutoff characteristic is required.

## 12-6. Comparison

The two schemes of vestigial-sideband transmission may best be compared by superimposing their transmitter and receiver characteristics. In combining Figs. 12-7 and 12-8 we make the carrier levels the same in both cases. If we assume that the final transmitter stage in each system uses the same tube, the upper sideband amplitudes for the T-A plan have twice the amplitude or four times the power of the


Fig. 12-9. The T-A and R-A characteristics are superimposed for comparison, (a) Transmitter. (b) Receiver.

R-A system. Since the output voltage at the detector is proportional to the sideband voltage, this means that, in theory at least, the T-A system provides a 4 to 1 apparent power gain over the R-A system. Notice that the apparent gain is not obtained by increasing carrier power, which is assumed to be the same in both cases; hence the apparent gain is obtained without added interference to other types of radio service in the same area. From the power point of view, then, the T-A system has the advantage.

In regard to transmitter filter design, the R-A system is simpler; in fact, experience seems to indicate that the T-A characteristic can be obtained only at relatively low power levels. This, in effect, means that T.A. requires low-level modulation and filtering, followed by broad-band linear power amplifiers, which serve to raise the level of the filtered signal. In R.A. high-level filters may be designed to meet the less rigid specifications; thus R.A. provides more flexibility in the design of the transmitter.

Consider next the requirements on the receiver. We shall see in (hapter 14 that any filtering action is confined almost exclusively
to the I-F amplifiers; thus the curves of Fig. 12-9b may be interpreted as the I-F pass characteristics. Notice that T.A. requires the broader I-F bandwidth, which shows up in performance as a lowered signal to noise ratio, which to a certain extent cancels out a substantial portion of the apparent power gain at the transmitter. The relative bandwidths have an even more important effect on the choice between the two systems. We shall find in Chapter 15 that the gain-bandwidth product for a given tube operating into a given type of plate load (i.e., single-tuned or double-tuned) is constant. In T.A., each stage must have a wider bandwidth; hence the gain per stage will be less than for R.A. Thus a T-A receiver will in general require more I-F stages than will an equivalent R-A receiver. On this basis alone the $\mathrm{R}-\mathrm{A}$ receiver should be cheaper.

In regard to the shape of the I-F characteristics, the R-A system requires that condition (12-43) be met, a fact that reduces the cost differential between the two systems. In T.A. the sharp cutoff at the lower end of the band must provide greater attenuation in order to protect the video signal from the sound program of the next lower telecast channel.

Faced with these conflicting factors, the National Television System Committee recommended that the R-A system be adopted as the standard. In spite of the fact that the need for the special filtering characteristic in R.A. violates the cardinal rule of simplifying the receiver at the expense of the transmitting equipment, the choice was predicated chiefly on the following factors: R.A. had been proved by numerous field tests, and at the time of the Committee meetings it was the consensus that the R-A receiver would be less expensive than its T-A counterpart. The R-A system of vestigial-sideband transmission has been adopted as standard in the United States. The bandwidth-utilization diagram is, of course, based on the transmitter characteristic and is shown in Fig. 12-10. Notice that the


Fig. 12-10. Ctilization of the 6-megarecle telecast chanmel with l-A vestigial-sileband transmission.
maximum permissible video signal is slightly less than 4.5 megacycles, a value which lies between the 2.85 and 5.7 megacycles of the doubleand single-sideband systems, respectively. Thus the vestigial-sideband system of transmission provides the required compromise. The permissible video bandwidth has been reduced slightly in order that the design characteristics of the filter, which attenuates the lower sideband at the transmitter, are eased.

It should be realized that the R-A transmitter characteristic shown in Figs. 12-8 and 12-9 is idealized and it is desirable to set up standards to which a transmitter must conform within certain tolerances. This is most conveniently done in terms of an ideal detector, which may be used to check the transmitter output. In the early part of the chapter it was shown that, for small values of modulation index, the detector output at any modulating frequency is proportional to the sum of the sideband amplitudes corresponding to that modulating frequency. Thus, if an ideal detector were used to measure the characteristic of an ideal transmitter which meets the pass-band requirements of Fig. 12-8 exactly, the curve of rectified voltage $v$. modulating frequency would appear as shown in Fig. 12-11a. At first glance this curve seems to be of odd shape but consider the


Fig. 12-11. The standard transmitter characteristic is specified in terms of the output of an ideal linear detector connected across the filter output. Notice that the phase response (and hence the transient behavior) is not specified. (a) Rectified voltage $v$. modulating frequency for a transmitter having the ideal R -A characteristic shown in Fig. 12-8. (b) Tolerances are specified relative to the ideal curve at five frequencies.
following: For modulating frequencies from 0 to 0.75 megacycle two sidebands of full strength are transmitted. For modulating signals in the range of 1.25 to 4 megacycles only the upper sideband is transmitted; hence the output in the upper range is one-half that of the lower range as indicated by the shelves labeled (1) and (2) in the diagram. For modulating frequencies between 0.75 and 1.25 megacycles the amplitude of the lower sideband tapers off with increasing modulating frequency. This tapering sideband added to the full-strength upper sideband gives the transition from the 1 to the 0.5 relative voltage level between 0.75 and 1.25 megacycles in Fig. 12-11a. The tolerances for the actual transmitter curve are expressed in terms of this idealized detector-output voltage curve. In general, the relative values are plotted in decibels, 0 decibel, or reference, level being that corresponding to the value between 0 and 0.75 megacycle on the ideal curve. The specified tolerances are indicated in Fig. 12-11b by the $X$ 's. It is further specified that in the actual transmitter the curve shall be smooth between the indicated points except for frequencies between 0.75 and 1.25 megacycles. The voltage of the lower sideband for modulating frequencies in excess of 1.25 megacycles must be at least 20 decibels below the reference level. It should be observed that, current standards of the transmitter amplitude-frequency characteristic are quite mild. It should also be noticed that no specification is made on the phase characteristic of the transmitter; thus the transient response is not specified. The intention is to provide considerable flexibility at the present time and to raise the requirements in pace with progress in the art of transmitter design. A more complete discussion of the receiver characteristic is included in Chapter 14.

## VESTIGIAL-SIDEBAND FILTERING

We have seen that the use of vestigial-sideband transmission of the R-A type permits the transmission of a 4 - to 4.5 -megarycle video bandwidth in the allotted 6 -megacycle R-F channel, and that the radiated output of the transmitter must conform to the rather broad standards shown in Fig. 12-11. Since the modulated amplifier at the transmitter inherently generates two full sidebands, some sort of filtering action must be provided to suppress the lower sideband in the required manner. In general, this filtering action has been provided in two ways. (1) Modulation is carried out at a low power level and
lower sideband suppression is provided by off-center-tuned, linear R-F amplifiers. (2) Modulation is carried out at a high power level and a vestigial-sideband filter is interposed between the final R-F stage and the transmitting antenna system. We consider these two methods in order.

## 12-7. Off-center Tuning

It is well known that the magnitude of the output voltage of any net work is equal to the product of its pass or amplitude characteristic times its input voltage. This fact may be utilized to suppress the lower sideband of an amplitude-modulated signal. Consider the curves of Fig. 12-12, which illustrate the principle involved. In passing through the tuned amplifiers, both sidebands are modified by the amplifier response. Since the amplifiers are tuned above the video carrier frequency, a large portion of the upper sideband is
(a)

(b)



Fig. 12-12. Filtering by off-center tuning. A portion of the lower sideband is removed by tuning the linear amplifiers that follow the modulated stage to a frequency higher than the video carrier, Considerable control of the final pass hand is available in the design of the amplifier stages. (a) Double-sidehand output of the modulated amplifier. (h) The linear amplifiers are tuned to a frequency higher than the video carrier. (c) The final signal is the product of (a) and (b).
passed, and the lower sideband is reduced by a corresponding amount. By proper choice of the number of amplifier stages and proper design of their pass characteristics, the resulting signal of $c$ in the diagram may be made to conform to the standards specified in the last section. ${ }^{2}$ Use of this method of reducing the width of the lower sideband is discussed in Chapter 13.

## 12-8. Type A or Crossover Filter

The lower sideband from a modulated amplifier may also be removed by inserting a suitable filter between the transmitter and its antenna. In the present section we consider a typical filter of this type. ${ }^{3}$ In order that the energy of the suppressed portion of the - lower sideband be prevented from causing reflections along the transmission line, it is good practice to dissipate that energy in a resistor separate from the antenna system. It was also considered important in the early development of the art to design a filter whose input impedance remains substantially constant over the entire band of operating frequencies, i.e., over both the pass and reject bands of the filter, in order to eliminate reflections. Clearly, these characteristics are not met by conventional filters of the constant-k or $m$-derived category; in each case these filters present a reartive input impedance in the reject band of frequencies, a situation which results in multiple reflections between the transmitter and the filter.

The objections to these conventional filter types may be overcome by using a "frequency divider" or "crossover" network of the constant resistance type ${ }^{4}$. One basic form of such a crossover network is shown in Fig. 12-13a. We first demonstrate that the input impedance of the network is constant, independent of frequency. Reading from the diagram we have
and

$$
\begin{gather*}
Z_{1}=j \omega L+\frac{R_{o}}{1+j \omega C R_{o}}=\frac{R_{o}-\omega^{2} L C R_{o}+j \omega L}{1+j \omega C R_{o}}  \tag{12-44}\\
Z_{2}=\frac{1}{j \omega C}+\frac{j \omega L R_{o}}{R_{o}+j \omega L}=\frac{R_{o}-\omega^{2} L C R_{o}+j \omega L}{-\omega^{2} L C+j \omega C R_{o}} \tag{12-45}
\end{gather*}
$$

[^139]

Fig. 12-13. Basic structures of the Type $A$ vestigial-sideband filter. (a) A basic form of the constant-resistance crossover network. As viewed between the input and $R_{2}$, the st rueture behaves as a high-pass filter. (h) A sharper crossover may be obtained by utilizing series-resonant branches.

Then the input admittance, $Y_{\text {in }}$, will be

$$
\begin{equation*}
Y_{\text {in }}=\frac{1}{Z_{1}}+\frac{1}{Z_{2}}=\frac{1}{R_{o}}\left[\frac{\left(1-\omega^{2} L C\right)+j 2 \omega C R_{o}}{\left(1-\omega^{2} L C\right)+j \frac{\omega L}{R_{o}}}\right] \tag{12-46}
\end{equation*}
$$

Now from the definitions for $L$ and $C$ in the diagram we have that
whence

$$
\begin{align*}
\frac{1}{\sqrt{2} \pi f_{c}}= & \frac{L}{R_{o}}=2 R_{o} C \\
\frac{\omega L}{R_{o}} & =2 \omega C R_{o} \tag{12-47}
\end{align*}
$$

Thus the bracketed factor of (12-46) is unity, and the input impedance of the network is constant and equal to $R_{0}$.

We next consider the filtering action of the network. Let $R_{2}$ represent the transmitting antenna and $R_{1}$ a dissipating resistor of the same value. At low frequencies the reartance of $L_{1}$ is low and the reactance of $C_{2}$ is high and current flows through $R_{1}$. In the $Z_{2}$ branch of the circuit $C_{1}$ offers a high reactance, and the reactance of $L_{2}$ is low, tending to short out $R_{2}$. Thus at low frequencies little current flows through $R_{2}$ and most of the input power is dissipated in $R_{1}$,

As the frequency of the input signal is raised, the two shunt networks gradually interchange roles until finally, at a sufficiently high
frequency, almost all of the input power is delivered to the antenna. At the crossorer frequency, $f_{c,}$ in Fig. 12-13a, the power is divided equally between $R_{1}$ and $R_{2}$. Notice then that as the applied signal frequency is lowered, the input power is gradually transferred from the antenna to the dissipating resistor. As viewed from the antenna and input terminals, the entire crossover network appears as a fourterminal, high-pass filter. Thus, in general terms, the system of Fig. 12-13a meets the requirements of the vestigial-sideband filter. We have pointed out, however, that the crossover effect is gradual and unfortunately the cutoff in the equivalent high-pass filter is not sharp enough to meet the R-A requirements. This shortcoming may be remedied by modifying the basic structure slightly as shown at $b$ in the diagram.

The sharper cutoff, which may be obtained by shunting the two resistances with series resonant circuits, is had at the expense of the constant input resistance. The series impedance branches can satisfy the design equations at a pair of frequencies only, and as a consequence the input impedance varies with frequency to a certain extent. By proper design, however, this variation may be minimized, and the circuit gives quite satisfactory results.

The actual design is based on three frequencies.

$$
\left.\begin{array}{l}
f_{1}=\text { lower limit of the R-F channel }  \tag{12-48}\\
f_{2}=f_{1}+1 \text { megacycle } \\
f_{3}=f_{1}-1 \text { megacycle }
\end{array}\right\}
$$

The circuit constants are chosen to meet the following conditions:
$\left.\begin{array}{lll}L_{1} \text { and } C_{1} & \left|X_{L 1}\right|=R_{o} \\ & \left|X_{C_{1}}\right|=R_{o}\end{array}\right\} \quad$ at $f_{1}$

It will be noticed that the six equations just stated may be combined to give the design values of the several lumped parameters. Actually we shall see that this step is unnecessary.
It is interesting to observe the behavior of the circuit at the two critical frequencies $f_{2}$ and $f_{3}$. Figure $12-14$ shows the equivalent circuits at these two frequencies. At $f_{3}$, which is in the reject region of the lower sideband, $L_{3}$ and $C_{3}$ are series-resonant and short out the antenna to which no power will be delivered. Notice also that the


Fig. 12-14. Behavior of the Type 1 filter at the aritical froquencies $f_{3}$ and $f_{2}$. (a) At $f_{3}$ the circuit appears as a low-pass filter fereding the dissipating resistor. The antenna is shorted out bev $L_{3}$ and ('s (Fig. 12-13), which are series-resonant. (b) At $f_{2}$ the circuit appears as a high-pass filter ferding the antenna. The dissipating resistor is shorted out by $L_{2}$ and ( ${ }_{2}$ (Fig. 12-13), which are seriesresonamt.
right-hand end of $C_{1}$ will be grounded and the network appears as a low-pass filter feeding the dissipating resistor. Observe that the reactance values are shown for $f_{3}$ only. At $f_{2}$, which lies in the pass band, the dissipating resistor is shorted out and the circuit appears as a high-pass filter feeding the antenna. Notice, then, that a complete rrossover or cutoff occurs between $f_{2}$ and $f_{3}$, a spread of 2 megacyeles. In the final filter the cutoff is made even steeper by the addition of notching filters, which are described in a later section.

## 12-9. Calculation of the Distributed Constants

If any of the circuit inductance or capacitance values are evaluated for a typical $\mathrm{R}-\mathrm{F}$ channel, it will be observed that the magnitudes are in the order of a few microhenries and tens of micromicrofarads. The problem of building a filter with these values of lumped circuit constants, which at the same time can be adjusted accurately and which can handle up to a kilowatt of power, is formidable. As a result the lumped parameters are generally replaced by sections of transmission line of the proper dimensions. A physical structure may be fabricated with less difficulty from the coaxial form of line than the parallel wire type. We next consider the reactance characteristies of such a line. It is well known that the input impedance of a lossless trans-
mission line of either the coaxial or parallel form with length $l$ and characteristic impedance $Z_{0}$ is given by ${ }^{5}$

$$
\begin{equation*}
Z_{\text {in }}=Z_{o}\left(\frac{Z_{R}+j Z_{o} \tan \frac{2 \pi l}{\lambda}}{Z_{o}+j Z_{R} \tan \frac{2 \pi l}{\lambda}}\right) \tag{12-50}
\end{equation*}
$$

where $\quad Z_{R}=$ terminating impedance,

$$
\lambda=\text { wavelength of the applied signal on the line. }
$$

For the coaxial line with air dielectric, $Z_{c}$ is a pure resistance equal to

$$
\begin{equation*}
R_{o}=138 \log \frac{b}{a} \tag{12-51}
\end{equation*}
$$

where $\quad b=$ inner diameter of the outer conductor,

$$
a=\text { outer diameter of the inner conductor. }
$$

If the far end of the line is short-circuited ( $Z_{R}=0$ ), the input impedance becomes

$$
\begin{equation*}
Z_{\text {in }}=+j R_{o} \tan \frac{2 \pi l}{\lambda} \quad \text { Short-circuited Line } \tag{12-52}
\end{equation*}
$$

and if the far end is left open ( $\left.\boldsymbol{Z}_{R} \rightarrow \infty\right), \boldsymbol{Z}_{\text {in }}$ becomes

$$
\begin{equation*}
Z_{\text {in }}=-j R_{o} \cot \frac{2 \pi l}{\lambda} \quad \text { Open-circuited Line } \tag{12-53}
\end{equation*}
$$

Notice that either the open- or short-circuited line behaves as a pure reactance and may be used to replace a lumped reactance, at least at any one particular frequency. Equations (12-52) and (12-53) are plotted in Fig. 12-15.


Fig. 12-15. Reactance curves for the short- and open-circuited hosiless line.

[^140]We must now consider this question: How shall the various lumped parameters be replaced by sections of transmission line? Consider first the capacitance $C_{1}$. From (12-49) $\left|X_{C_{1}}\right|=R_{o}$ at $f_{1}$. Inspection of the curves of Fig. 12-15 shows that the minimum line length which satisfies this condition is $\lambda / 8$ with an open-rircuited line. The di-


Fig. 12-16. Transmission-line equivalents of lumped circuit paramcters. (a) An open-circuited stub of length $\lambda / 8$ acts as a capacitive reactance of magnitude $R_{o}$, the characteristic impedance of the stub. (b) The equivalent capacitance is isolated from ground by extending the outer stub conductor an extra eighth-wavelength and surrounding it by a third conductor. The outer coaxial pair is short-circuited at the far end, is of length $\lambda / 4$, and has an infinite input impedance. (c) Stub equivalent of an ungrounded inductance.
ameters of the conductor must, of course, be chosen to give the correct value of $R_{0}$. Thus, at $f_{1}$, the capacitor ( $i_{1}$ may be replaced by the section of coaxial line illustrated in Fig. 12-16a, and the input impedance of the line hecomes, since $l=l_{1}=\lambda_{1} / 8$

$$
\begin{equation*}
Z_{\mathrm{in}}=-j R_{o} \cot \frac{2 \pi \lambda_{1}}{8 \lambda}=-j R_{o} \cot \frac{\pi}{4} \frac{\lambda_{1}}{\lambda} \tag{12-54}
\end{equation*}
$$

Since the argument contains $\lambda$, the input impedance of the line is a function of the applied frequency. In the lossless R-F line the phase velocity is constant so that

$$
\begin{equation*}
\frac{\lambda_{1}}{\lambda}=\frac{f}{f_{1}} \tag{12-55}
\end{equation*}
$$

and the input impedance becomes

$$
\begin{equation*}
Z_{\mathrm{in}}=-j R_{o} \cot \frac{\pi}{4} \frac{f}{f_{1}} \tag{12-56}
\end{equation*}
$$

If a lumped condenser $C_{1}$ is used, its impedance at $f_{1}$ will be

$$
\begin{equation*}
\frac{1}{\omega_{1} C_{1}}=R_{o} \tag{12-57}
\end{equation*}
$$

and at any frequency

$$
\begin{equation*}
Z_{C 1}=\frac{-j}{\omega C_{1}}=-j \frac{\omega_{1} R_{o}}{\omega}=-j R_{o} \frac{f_{1}}{f} \tag{12-58}
\end{equation*}
$$

Equations (12-56) and (12-58) show that at a single frequency $f=f_{1}$ the line and capacitor have the same impedance, but at all other


Fig. 12-17. Variation of $Z_{\text {in }}$ with frequency for lumped constants and their stub equivalents. Both scales are expanded.
frequencies they differ. Equations (12-56) and (12-58) are plotted in Fig. 12-17. ${ }^{6}$ The maximum error incurred by replacing $C_{1}$ with
${ }^{6}$ Equation (12-56) may be expanded in a Taylor's series about $\pi / 4$.

$$
\begin{aligned}
\cot \frac{\pi}{4} \frac{f}{f_{1}} & =\cot \frac{\pi}{4}-\csc ^{2} \frac{\pi}{4}\left(\frac{f}{f_{1}}-1\right)+\cdots \\
& =1-\frac{2 \pi}{4}\left(\frac{f}{f_{1}}-1\right)+\cdots
\end{aligned}
$$

or, to a first approximation,

$$
Z_{\mathrm{in}}=-j R_{o}\left(2.57-1.57 \frac{f}{f_{1}}\right)
$$

The exact expression is plotted in Fig. 12-17, a fact which may be verified by the curvature in the line. The approximate equation plots as a straight line.
the open-circuited line depends, of course, upon the extreme limits of $f / f_{1}$. Percentagewise these limits are greatest for the lowest transmission channel, No. 2, which extends from 54 to 60 megarycles. Allowing for a full video band of 4 megacycles the double-sideband limits will be 51.25 megacycles at the low end and 59.25 megacycles at the high. With an $f_{1}$ of 54 megacycles the limits of $f / f_{1}$ are 0.95 and 1.096. The total error incurred by use of the transmission line may be seen to be within 10 per cent over this range. For the higher channels, the $f / f_{1}$ limits, and hence the error, will be even less. We see, then, that the line may be used in place of the lumped capacitor.

One additional problem remains in replacing $C_{1}$ by the coaxial stub. The outer conductor of a coaxial cable is normally grounded. Reference to Fig. 12-13b shows, however, that both sides of $C_{1}$ or its equivalent must be above ground. This difficulty is overcome by using a "coax within a coax." Thus, the $\lambda / 8$ open-circuited stub is placed within a larger tubing, which is grounded. The middle conductor is extended to a quarter wavelength and shorted to the outer shell. Then, the impedance, looking into the outer pair of tubes, is infinite as may be verified in Fig. 12-15. It should be noticed that the diameter of the outer shell is not critical for $Z_{\text {in }}=x$ for a quarter wave short-circuited line, regardless of its characteristic impedance. The final form of the line which replaces $C_{1}$ is shown at $b$ in Fig. 12-16.

The inductance $L_{1}$ may also be replaced by a section of line, except that in this case the minimum length at which $\left|Z_{\text {in }}\right|=R_{o}$ is afforded by a short-circuited stub one-eighth of a wavelength long. The variation of the input impedance with frequency is given by ${ }^{\boldsymbol{i}}$

$$
\begin{equation*}
Z_{\mathrm{in}}=+j R_{\iota} \tan \frac{\pi}{4} \frac{f}{f_{1}} \tag{12-59}
\end{equation*}
$$

and the corresponding impedance of $I_{1}$ is

$$
\begin{equation*}
Z_{L 1}=+j R_{o} \frac{f}{h_{1}} \tag{12-60}
\end{equation*}
$$

The curves corresponding to these equations are plotted in Fig. 12-17. The final shorted stub with its outer shell is shown in Fig. 12-16c.

[^141]Continuing the process of replacing the lumped parameters of Fig. $12-13 b$ by their transmission-line equivalents, we next seek the equivalent of the series-resonant circuit comprising $L_{2}$ and $C_{2}$. It may be seen from Fig. 12-15 that a short-circuited line appears as a series resonant circuit whenever its electrical length is an integral multiple of a half wavelength. Since $L_{2}$ and $C_{2}$ must be in resonance at $f_{2}$, we may write that the required electrical length of the equivalent short-circuited line at $f_{2}$ is

$$
\begin{equation*}
l_{2}=n \frac{\lambda_{2}}{2} \tag{12-61}
\end{equation*}
$$

From the requirements set up in (12-49) we see that $L_{2}$ and $C_{2}$ must have an impedance $-j R_{o}$ at the frequency $f_{3}$; hence we may also write

$$
\begin{equation*}
\left.Z_{\mathrm{in}}\right]_{/ s}=j R_{o 2} \tan \frac{2 \pi l_{2}}{\lambda_{3}}=-j R_{o} \tag{12-62}
\end{equation*}
$$

where $R_{o 2}$ is the characteristic impedance of the short-circuited section. The last two equations may be combined and simplified.

$$
R_{o 2} \tan \frac{2 \pi n \lambda_{2}}{2 \lambda_{3}}=R_{o 2} \tan n \pi \frac{f_{3}}{f_{2}}=-R_{o}
$$

Thus the design equation for the section is

$$
\begin{equation*}
R_{o 2} \tan n \pi \frac{f_{3}}{f_{2}}=-R_{o} \tag{12-63}
\end{equation*}
$$

where $f_{2}, f_{3}$, and $R_{o}$ are all known quantities. The difficulty in solving (12-63) is that two unknowns are involved, namely $R_{o 2}$ and the integer $n$ and that the tangent function is periodic; hence a large number of solutions to the equation are possible. Three of these solutions are listed below.

| $n$ | $R_{o 2} / R_{o}$ | $l_{2}$ |
| :---: | :---: | :--- |
| 1 | 8.86 | $\lambda_{2} / 2$ |
| 2 | 4.32 | $\lambda_{2}$ |
| 3 | 2.82 | $3 \lambda_{2} / 2$ |$\}$

If the reactance curves for these three values are plotted against frequency and compared with the corresponding curve for the lumped constants $L_{2}$ and $C_{2}$, it will be found that the shortest line ( $n=1$ ) gives the closest approximation to the lumped case. However, an-
other factor must be considered. From eq. (12-51) we observe that as $R_{o 2}$ increases, the ratio of diameters of the coax outer and inner conductors must increase. In general, then, the larger is the required $R_{o 2}$, the larger will be the tubing from which the filter section must be fabricated. Notice that by changing the value of $n$ we can trade conductor diameter for conductor length and vice versa. In general, it is easier to assemble the filter if the diameters of all the sections are approximately equal. Brown has recommended that the design be based on $n=3 .{ }^{8}$ The same design procedure may be applied to the resonant branch comprising $L_{3}$ and $C_{3}$. A schematic diagram of the complete Type A filter is shown in Fig. 12-18a. 13y cascading three


Fig. 12-18. Basic filter structures. (a) Type A filter. (b) Type 13 filter. (After Brown. (ourtesy of RCA Rerieu.)

[^142]such filters the amplitude response is cubed and a much sharper cutoff is obtained.

## 12-10. Type B, or Notching, Filter

For certain R-F transmission channels, for example, No. 3, the sound carrier of the next lower channel lies only 0.25 megacycles below $f_{1}$, the lower frequency limit of the channel. Where such a situation exists it is desirable to have even greater attenuation than is provided by three cascaded Type A sections at this adjacent sound carrier frequency, say $f_{4}$, in order to reduce the possibility of interference. The additional rejection which is required may be provided by the "notching" filter, shown at $b$ in Jig. 12-18. This filter is of the constant-resistance type and provides an extremely narrow reject band. Consider its operation at the reject frequency which is defined by

$$
\begin{align*}
f_{4} & =\text { reject frequency of the type } \mathrm{B} \text { filter } \\
& =f_{\mathrm{l}}-0.25 \text { megacycles } \tag{12-65}
\end{align*}
$$

and let $\quad f_{5}=f_{l}+2$ megacycles
The calculations which follow are based on channel No. 2; hence

$$
\left.\begin{array}{l}
f_{1}=54 \text { megacycles }  \tag{12-66}\\
f_{4}=53.75 \text { megacycles } \\
f_{6}=56 \text { megacycles }
\end{array}\right\}
$$

For the input impedances at the points marked $a$ in the diagram we have

$$
\begin{equation*}
Z_{a}=+j R_{o} \tan \pi \frac{f}{f_{5}} \tag{12-67}
\end{equation*}
$$

and at $\left.f_{4} \quad Z_{a}\right]_{4}=+j R_{o} \tan \pi \frac{53.75}{56}=-j 0.123 R_{o}$
In order to calculate the input impedance at the points marked $b$ we must first calculate the electrical length of the open-circuited section. Notice that as the frequency of the applied signal is decreased, the wavelength along the line increases, and the number of wavelengths which can fit into a line of fixed physical length decreases; hence the electrical length, $l$, which is the number of wavelengths along the line, is directly proportional to the frequency of the applied signal. Thus,
at $f_{4}$ the electrical length of the short-circuited line to the right of $a$ is

$$
\begin{equation*}
\left.\left.l_{a}\right]_{f_{4}}=l_{a}\right]_{f_{s}} \frac{f_{4}}{f_{3}}=\frac{\lambda}{2} \frac{53.75}{56}=0.96 \frac{\lambda}{2} \tag{12-69}
\end{equation*}
$$

and the length of the open-circuited section is

$$
\begin{equation*}
\left.l_{h^{\prime}}\right]_{4}=\frac{3 \lambda}{4}-\frac{0.96 \lambda}{2}=0.54 \frac{\lambda}{2} \tag{12-70}
\end{equation*}
$$

The impedance looking into $b$ will be

$$
\begin{equation*}
Z_{b}=-j R_{0} \cot 0.54 \pi \frac{f}{f_{4}} \tag{12-71}
\end{equation*}
$$

and at $f_{4}$ this has the value

$$
\begin{equation*}
\left.Z_{b}\right]_{f_{4}}=-j R_{o} \cot (0.54 \pi)=+j 0.13 R_{o} \tag{12-72}
\end{equation*}
$$

Notice that for all practical purposes $Z_{a}$ and $Z_{b}$ are equal in magnitude but of opposite sign; hence their parallel combination forms an antiresonant circuit. $\quad Z_{3}$ is therefore infinite or appears as an open circuit. Looking downward at point 4 we see an open-eirenited section a quarter of a wavelength long which presents a short circuit. Thus the lower inverted $T$ short-circuits the output lead and no power can flow to the antenna. The short circuit at 4 reflects as an open circuit at 6 . All the input power must flow into the upper $T$ section.

In the upper $T, Z_{1}$ consists of the antiresonant circuit shunted by the dissipating resistor and hence has the value of that resistor. If its value is $R_{v}$, the characteristic impedance of the line, the quarter wave section between 6 and 1 acts as a 1 to 1 transformer and the input impedance of the filter is $R_{o}$. Thus at $f_{4}$, the reject frequency, all of the input power is dissipated in the resistor and ideally no power is delivered to the antenna system.

The behavior of the circuit at $f_{5}$, which lies in the pass band, may be checked in a similar manner. It may be shown that at $f_{5} Z_{a}$ and $Z_{3}$ are zero, making $Z_{4}$ infinite. In the upper T, $Z_{a}$ shorts out the dissipating resistor, making $Z_{1}$ zero. The quarter-wave section between 6 and 1 reflects this short circuit as an open circuit at the input; all the power is delivered to the antenna system.

The curves for a composite filter that employs both the Type A and Type B sections designed for' ('hamel 1 are shown in Fig. 12-19.


Fig. 12-19. Performance curves of the Type A and 13 filters. (Courtesy of RCA Reniew.)

## 12-11. The Reactive Vestigial-sideband Filter

At the beginning of the last section it was stated that the constantresistance type of network is desirable for use in the vestigial-sideband filter because it maintains a constant input resistance even in the reject frequency band and provides a separate resistor other than the load to dissipate the power of the rejected signals. More recent work has shown, however, that such conservative design is not necessary. In fact, in a video transmitter rated at 5 -kilowatts peak power, the power in the reject band is of the order of 100 watts $^{9}$ and this small amount of power may be dissipated in the plate circuit of the final stage of the transmitter without any difficulty. Furthermore, if the transmission line between the transmitter and filter is short, say 0.01 microsecond or less, in terms of delay time, the effect of reflecting this energy back to the transmitter is negligible. With these facts established it is apparent that a purely reactive filter of the constant-k or $m$-derived types may be used for vestigial-sideband filtering: the reject band energy is reflected from the filter input to the final transmitter stage, where it is absorbed. The chief advantages of the reactive filter over the constant-resistance type are twofold. First, sharper cutoff may be obtained with fewer filter sections, and second, the resulting coaxial structure is simpler and more economical.

[^143]

Fig. 12-20. The reative vestigial-sidehand filter. (a) The basic m-derived structure. (b) Adjarent series elements may be combined to simplify the structure. (Courtesy of Trle-Tech.)

A typical filter of this type consists of two $m$-derived T high-pass sections, plus two $m$-derived terminating $\pi$ half-sections, which provide the proper impedance match at the input and output terminals. The basic structure is illustrated in Fig. 12-20a. As is usual in cascaded filters adjacent series elements may be combined to give the structure shown at $b$ in the diagram. Since lumped capacitors may be used for the series elements, only four transmission-line elements, one for each resonant shunt arm, are required, and the circuit may be translated into a very simple mechanical structure, as shown in Fig. 12-21.

The two $T$ sections are designed with $m=0.07$ for channels No. 2 through No. 6, and with $m=0.15$ for the upper channels No. 7 through No. 13. The terminating half-sections are designed with an $m$ of 0.3 to provide proper termination at the input and output terminals. The design equations for the network in terms of lumped parameters are shown in the diagram. The shunt arms may be replaced by coaxial stubs as explained in the last few sections.

For one familiar with conventional filter theory an unusual feature of the filter will be immediately apparent: no prototype ( $m=1$ )


Fig. 12-21. The complete m-derived vestigial-sideband filter. The tapered units at the bottom are impedanee-matehing sedtions. Over-all height is approximately 6 feed. (Courtesy of Federal Thecommuniration Latoratories, Ine.)
section is included. Its elimination results in some intersection impedance mismatch but the reflection losses caused by these mismatches are small enough to be neglected in the present case. Furthermore, since the pass band is less than 6 megacycles, the attenuation characteristic of the prototype section would tend to extend the reject region beyond the required limit, and so it is not included in the final design.

The attenuation and delay characteristics of the composite filter are shown in Fig. 12-22. The lack of cutoff in the region of 4 megacycles is corrected by controlling the bandwidth of the video ampli-


Fig. 12-22. Performance curves of the $m$-derived vestigial-sideband filter. (a) Attenuation versus frequency. (b) Measured and specified attenuation characteristics. (c) Time delay versus frequency. (Courtesy of Federal Telecommunication Laboratories, Inc.)
fiers preceding the modulator. Correction of the delay characteristic is provided by an equalizer, which may also be included in the video section of the transmitter.

## 12-12. The Balun ${ }^{10}$

One final detail must be mentioned in connection with the vestigialsideband filters just described. In constructing the filter from coaxial cable the outer conductor is grounded, causing the filter output to be unbalanced with respect to ground. The antenna system, which is fed from the filter, must be balanced to ground; hence some sort of device is needed to convert from one condition to the other. There are several such devices which are commonly referred to as "Bazookas" or "Baluns" (balanced to unbalanced converter). One basic


Fig. 12-23. The Balun, or Bazooka, a coaxial transformer for converting from unbalanced to halanced-to-ground transmission. form of the Bazooka is illustrated in Fig. 12-23. Use is made of the fact that the inner and outer surfaces of the conductors are not at the same potential and that the input impedance of a short-circuited quarter-wave line is infinite. Thus, even though the outer surface is grounded, terminal $b$ is above ground by virtue of the fact that $Z_{\text {in }}$ is infinite. Methods of broadbanding the Balun are discussed in the next chapter.
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## CHAPTER 13

## THE VIDEO TRANSMITTER

We have already set up most of the standards which govern the transmitter portion of the pickup end of the television system. The channels have been defined, the R-A transmission characteristic has been described, and we know that the video and sync information is to amplitude-modulate the radio-frequency carrier. One more important point must be decided before we may consider the video transmitter proper. Since the composite video signal is not symmetrical ahout its average value, we must decide whether the power peaks of the modulated wave shall correspond to the syne signals or to a maximum white picture signal. The former method is called "negative transmission" because an increasing light intensity at the camera tube causes a decreasing output power at the transmitter. The second method, where a white signal gives maximum power out from the transmitter, is known as "positive transmission."

The importance of this standard in receiver design is that the designer must know if an odd or even number of stages should occur between the second detector and the cathode-ray-tube control grid. Since the reproduced image is sensitive to phase, the incorrect number of stages will cause a negative image to be reproduced, i,e., the blacks and whites will be interchanged. Other factors also enter in the choice between positive or negative transmission. We consider some of them in the following section.

## 13-1. Positive or Negative Transmission'

It is interesting to note that in the United States negative transmission has been standardized while in Creat Britain positive transmission is used. Some of the reasons which governed the American choice of having the sync pulses produce maximum radiated power will now be given.

[^145]The envelopes of the modulated wave for both types of transmission are shown in Fig. 13-1. ('onsider what effect a burst of noise received with the television signal will have on the reproduced image with both types of transmission. Assume that the noise occurs in the form of a short pulse during the scanning interval when picture

(a)

(b)

Fig. 13-1. Envelope of the modulated signal for negative and positive transmission. (a) Negative transmission. Maximum power is radiated for the duration of the sync pulses. (b) Positive transmission. Maximum radiated power corresponds to a white picture signal.
information is being transmitted. In either system this pulse will add to the amplitude of the received signal; at $a$ in the diagram the noise will drive the signal toward the blacks, and at $b$ toward the whites. Thus, in negative transmission, IR-F noise shows up as narrow black streaks in the reproduced image. It was the opinion of the standardizing committee that black-appearing noise is less objectionable to the spectator than the white-appearing noise that would be present with the positive type of transmission.
Negative transmission also reduces the peak-power requirements on the transmitter as compared to the other system. This may be verified from the following considerations. In the negative system the transmitter delivers peak power only during the several sync intervals which are narrow and of known duration. On the other hand, the transmitter must be designed to deliver maximum power output whenever a white signal is being transmitted in the positive transmission system. The most severe condition that can occur here is that when several consecutive all-white lines are transmitted. let us calculate the relative power demands on the final transmitter stage under both systems.
('onsider first the negative system of transmission. By referring to Fig. 11-11 we may calculate the total duration of all the horizontal sync, vertical sync, and equalizing pulses over an entire frame interval. Thus, there are,

24 equalizing pulses of duration $0.04 H$ :

$$
\text { total duration }=24(0.04) \mathrm{H}=0.96 \mathrm{H}
$$

12 vertical sync pulses of duration 0.43 H :

$$
\text { total duration }=12(0.43) H=5.16 \mathrm{H}
$$

Over the entire frame $\mathbf{1 8}$ horizontal sync pulses are lost for equalizing and vertical sync; hence there are
$525-18=507$ horizontal sync pulses of duration $0.08 / I$ :

$$
\text { total duration }=507(0.08) \mathrm{H}=40.56 \mathrm{H}
$$

Thus the total sync pulse duration over one frame is $46.68 / I$. Now

$$
\begin{equation*}
H=\frac{1}{f_{l}}=\frac{1}{n f_{p}} \tag{13-1}
\end{equation*}
$$

so that the per cent duration of the syne pulses is
ci, pulse duration $=\frac{46.68 H 10^{2}}{1 / f_{p}}=\frac{(46.68) 10^{2}}{n}=\frac{4668}{525}=8.9 \%$ (13-2)
or approximately 9 per cent of the frame interval is devoted to transmitting the peak signal. Using the approximate figure of 9 per cent we may calculate the contribution of the several pulses to the average power when an all-black signal is being transmitted. The voltage signal is shown at $a$ in Fig. 13-2. Black level is at 0.75 peak voltage, as specified in the standards. At $b$ the corresponding power is shown. Since power is proportional to the square of voltage, black level is shown at $(0.75)^{2}=0.56$ peak amplitude. Then the pulse poweramplitude is $1-0.56=0.44$, and


Fig. 13-2. Voltage and power for an all-black signal in negative tranmission. (a) Voltage signal. (b) Corresponding power.
average power contributed by the pulses

$$
\begin{equation*}
=0.44(0.09)=3.96 \% \tag{13-3}
\end{equation*}
$$

and the average power of the signal is

$$
\begin{equation*}
\text { average power }=0.56+0.0396 \approx 60 \% \tag{13-4}
\end{equation*}
$$

Hence, with negative transmission of an all-black signal, the average power is approximately 60 per cent of the peak power supplied during each pulse. Notice that in negative transmission an all-black picture places the most severe demands on transmitter power.

Next consider the most severe case in positive transmission, i.e., that in which a white line is being sent, whose voltage and power diagrams are shown in Fig. 13-3. Notice that 25 per cent of the fullvoltage amplitude has been reserved for the synchronizing signals.

(a)

(b)

Fig. 13-3. Voltage and power for an all-white signal in positive transmission. (a) Voltage signal. (b) Corresponding power.

In order to calculate the arerage value of the signal shown at $b$ we must calculate the areas resulting from blanking and the several syuchronizing and equalizing pulses. The necessary dimensions may be obtained from Fig. 11-11. Then, following our previous procedure, we have

2 vertical blanking pulses of duration 0.075 V :

$$
\text { total duration }=2(0.075) \frac{(525)}{2} I I=39.4 I I
$$

507 horizontal blanking pulses of duration 0.16 I :

$$
\text { total duration }=507(0.16) \mathrm{H}=81.1 \mathrm{I}
$$

Expressed in terms of the frame interval, $1 / f_{p}$, the total blanking duration is:

$$
\begin{equation*}
\frac{\text { total blanking duration }}{1 / f_{p}}=\frac{120.5 \mathrm{H}}{1 / f_{p}}=\frac{120.5}{525}=22.9 \% \tag{13-5}
\end{equation*}
$$

From Fig. 13-3b the amplitude of the power blanking pulses is $1-0.0625=0.9375$, and their per cent area is
average power of the blanking pulses $=(0.9375)(22.9)=21.5 \%$
We have already calculated the sync and equalizing pulse duration to be 8.9 per rent, and with a power amplitude of $.062 \overline{5}$ they have an average power
average power of the sync and equalizing pulses

$$
\begin{equation*}
=(0.0625)(9) \approx .56 \tag{13-6}
\end{equation*}
$$

The total average power represented by sync, equalizing, and blanking pulses is, therefore, roughly 22 per cent or under the most severe condition of positive transmission the average power supplied by the transmitter is 78 per cent of the peak power.
The two systems may now be compared. We shall assume that the final stage of a visual transmitter operates at constant platecircuit efficiency so that the plate dissipation is proportional to the power output delivered. For a constant plate dissipation the average power output must remain unchanged; hence the peak power which may be delivered with negative transmission is $(0.78) /(0.6)$ times that delivered with positive transmission. The negative transmission system affords a 30 per cent increase in peak power over the positive transmission system for a given final stage.
Another advantage of negative transmission lies in the fact that regardless of picture content the maximum signal level is reached at least once during each line; hence the black level remains fixed and the average value of the picture component is carried along in the modulated wave. This also simplifies the automatic brightness or automatic gain control (A.G.C.) circuits in the video portions of the television receiver.

On the other side of the ledger, we see that the sync pulses of the composite video signal must drive the modulated amplifier into the upper part of its modulation characteristic, which generally tends to exhibit some curvature. If uncompensated, this effect tends to compress the sync pulses in the modulated wave. Satisfactory compensation may be provided by a "sync stretcher," which is described in a subsequent section in the present chapter.

It was felt that the reasons listed above justified the standardization of negative transmission in the United States. In building up the video transmitter we must make sure that the phase of the composite
video signal delivered to the modulated amplifier is such that the synchronizing pulses cause maximum power to be delivered to the antenna system.

## 13-2. Transmitter Block Diagrams

Our various transmission standards may now be summed up in terms of the functions required of the visual transmitter. In broad terms it must perform the following operations:
(1) Generate an R-F carrier of proper frequency, stability, and power.
(2) Accept the composite video signal from the pickup facilities and raise its power level to the value required at the modulated amplifier. Its sense or phase must he such as to produce negative transmission.
(3) Amplitude-modulate the R-F carrier.
(4) Deliver the R-A type vestigial-sideband signal to the antenna system.

At the time of writing three basic approaches are being used to accomplish these functions. For the lack of more suitable notation we shall identify the three types by the name of the manufacturers who make them, i.e., Radio Corporation of America (R.C.A.), (ieneral Electric Company ((i.E.), and Allen B. Du Mont Laboratories, Inc. (Du Mont). The three systems are illustrated in block diagram form in Fig. 13-4.

Inspection of the diagrams shows that the predominant difference in the three types of transmitters lies in the power level at which modulation is performed and in the manner of suppressing the lower sideband to meet the $[2-A$ vestigial-sideband requirement." We shall discuss the three diagrams in ascending order of video-modulating power.

In the G.E. system modulation is performed at low power levels. As may be seen from the diagram the R-F power input to the modulated stage is 1 watt and an 80 -volt peak-to-peak modulating signal is required. The advantage of excellent modulation linearity may be realized at this power level with a plate-modulated stage. The modulated $\mathrm{R}-\mathrm{F}$ wave is fed through five linear off-carrier-tuned R-F
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Fig. 13-4. Block diagrams of three commercial video transmitters. (a) The (ieneral Electrie system. (b) The Du Mont system. (©) The R.('A. system. (Courtesy of Electronics.)
amplifiers, which serve a dual function. They raise the power to the required level and clip the lower sideband to meet the vestigial requirements. This system of sideband filtering has been outlined in the last chapter and illustrated in Fig. 12-12. The low-level modulation system may be summarized in its essentials as follows: Lowlevel plate modulation presents no great problems; no separate vestigial-sideband filter is required; five linear amplifier stages are required. The saving entailed by eliminating the separate sideband filter is offset to some extent in that the linear R-F amplifiers are comparatively difficult to tune. Several adjustments are required in order to maintain linearity between input and output and to maintain the correct filtering characteristics.

In the Du Mont transmitter modulation takes place at an intermediate power level, the required input powers being 60 and 50 watts, respectively, for the R-F and composite video inputs to the modulated stage. At that power level either grid or plate modulation may be used but the particular circuit shown in the figure employs the former.

Since the power level is not excessive, the stage may be designed conservatively to give excellent linearity. Power amplification and clipping of the lower sideband is obtained in two off-carrier-tuned linear R-F stages. No separate vestigial-sideband filter is required. As compared to the (i.E. transmitter, the I)u Mont unit has a slightly more complicated modulation problem but fewer tuning adjustments because of the reduced number of linear amplifiers employed.

The R.( $)$ A. transmitter represents a complete departure from the two other units in the method of vestigial-sideband filtering employed. Since the modulation is accomplished in the ultimate stage of the transmitter, the need for linrar R-F amplifiers is eliminated and the lower sideband is clipped ly a separate sideband filter of the general type described in the last chapter. At the present stage of development high-level modulation requires that grid modulation be used; the reason for this is corered in a subsequent section. The transmitter is easily tuned since no linear R-F amplifiers are required, but the problem of modulation is greater than that of the other two systems and the separate filter unit is required after the modulated stage.

It is not our purpose to weigh the commercial advantages of the three forms of transmitter design. Our emphasis of any one particular design is based solely on presenting some of the chief problems encountered in the television art. Since the high-level-modulation vestigial-sideband filter layout represents the greatest departure from conventional broadcasting technigues, our discussion will be confined primarily to that form of transmitter. It should be stressed that in the work which follows no single commercial transmitter is being discussed; wherever possible our discussion will be in general terms and will indicate only one of many possible variations in design.

## PLATE V. GRID MODULATION

We have stated that the present stage of development places a restriction on the type of high-level modulation which may be used; if modulation takes place in the final stage of the transmitter, that stage must be grid-modulated. Since the problem of modulation is of prime importance in the video transmitter, we next consider the reason behind this statement. We shall briefly review the principles of plate and grid modulation for a background. In the discussion it
is assumed that the modulated stage is balanced, i.e., of the push-pull type, though a single-ended stage may be used just as well.

The basic diagrams of the two circuits are shown in Fig. 13-5. In both circuits, direct coupling must be used between the modulating


Fig. 13-5. Basic circuits for plate and grid modulation. Direct coupling must be used between modulating and modulated amplifiers to preserve the d-c component. (a) Plate modulation. (b) Grid modulation.
and modulated stages in order that the d-c component of the video signal be transmitted. Since transformer coupling cannot be used, the modulating stage must operate in Class $A$, as opposed to linear Class $B$, and hence will have a comparatively low efficiency.

## 13-3. Plate Modulation

The purpose of the modulated stage is to cause the envelope of the R-F carrier to vary in accordance with the modulating signal; hence for plate modulation we seek some derice whose R-F voltage output is
directly proportional to its phate voltage. Such a device is the Class C R-F amplifier. ${ }^{3,4}$ When the push-pull R-F amplifier shown at a in Iتig. 13-5 is biased at approximately twiee the cutoff value, the required linear relationship is obtained and mollulation may be obtained by making the effective plate voltage. $E_{h}{ }^{\prime}$, vary in proportion to the modulating signal. Notice from the diagram that

$$
\begin{align*}
E_{b}^{\prime} & =E_{b b}-\left(I_{1}+i_{b}\right) R_{c} \\
& =\left(E_{b b}-I_{1} R_{c}\right)-i_{b} R_{c} \tag{7}
\end{align*}
$$

where $I_{1}=$ average plate current of the modulated amplifier,
$i_{b}=1$ otal phate current of the moxulating amplifier.
If a single-ended final stage were used, a shunt-plate feed system would be required in order to isolate the coupling resistance $R_{c}$ from the pulsating a-c components of modulated amplifier current. This problem does not arise with a push-pull final. Since $i_{0}$ follows the modulating signal $\epsilon_{s}$, the proper linear relationship between $E_{b}{ }^{\prime}$ and $e_{s}$ is maintained. Notice that in order to obtain 100 per cent modulation, the drop $i_{b} R_{c}$ must equal the d-c plate voltage, which is ( $E_{b b}-I_{1} R_{c}$ ) or, in other words, the output voltage of the modulating stage must be of the same order of magnitude as the d-c plate voltage on the modulated stage. This may not seem particularly serious until we consider the power requirements on the modulating amplifier. Since a $4 . \bar{b}$-megacyele video bandwidth must be preserved, the value of coupling resistance, $R_{c}$, must be chosen with an eye toward the shont capacitance across it and will in general be low. Since power is inversely proportional to resistance, this means that the power requirement on the modulator is large. We may illustrate this with an example. Let the modulated stage enploy a Type 891 water-cooled tube, which has a rated power output of 5 kilowatts with a d-c plate voltage of 8 kilovolts. ${ }^{5}$ Then the modulating stage must furnish 8 kilovolts of modulating voltage across $R_{c}$. Assume a total shunt capacitance of 100 micromicrofarads across the resistor. We can now calculate the value of resistance required in order to maintain a constant load over the 4.5 -megacycle bandwidth. From our

[^147]study of the resistance-coupled amplifier, we know that the impedance of a shunt combination of resistance and capacitance remains substantially constant up to one-tenth of the half-power frequency defined by
\[

$$
\begin{equation*}
f_{2}=\frac{1}{2 \pi R_{r} C} \tag{13-8}
\end{equation*}
$$

\]

Then setting

$$
\begin{equation*}
f=4.5 \text { megareces }=0.1 f_{2} \tag{13-9}
\end{equation*}
$$

we have for the required value of coupling resistance ${ }^{6}$

$$
\begin{equation*}
R_{c}=\frac{1}{2 \pi f_{2} C}=\frac{1}{2 \pi\left(4.5 \times 10^{7}\right) 10^{-10}}=354 \mathrm{ohms} \tag{13-10}
\end{equation*}
$$

The power output required of the modulator during the sync peaks will be

$$
\begin{equation*}
P_{o}=\frac{\left(8 \times 10^{3}\right)^{2}}{3.54 \times 10^{2}}=181 \text { kilowatts } \tag{13-11}
\end{equation*}
$$

In order for the modulating stage operating in Class $A$ to deliver this power a great number of large tubes in parallel and a correspondingly large power supply would be required. Stated in other terms, the modulator would have to deliver a peak current of

$$
\begin{equation*}
i_{b \max }=\frac{8000}{354}=22.6 \text { amperes } \tag{13-12}
\end{equation*}
$$

It is generally believed that a design which makes such excessive demands on the modulating stage is not advisable at the present stage of development, and plate-level modulation of the final stage is not used.

For the sake of completeness we consider the polarity of the modu-lating-stage driving signal, $E_{s}$, refuired to give negative transmission. Since the modulated stage delivers peak power when $E_{b}{ }^{\prime}$ is maximum, the signal voltage developed across $R_{c}$ must have a sync-positive phase. Since a $180^{\circ}$ phase reversal occurs in the stage, $E_{s}$ must be a sync-negative signal.

## 13-4. Grid Modulation

It is well known that an R-F amplifier biased at cutoff exhibits linearity between its output voltage and its grid signal voltage; hence

[^148]such an amplifier may be used as a grid-modulated stage. The basic circuit is shown in Fig. 13-5b. Again d-c coupling must be used between the modulating and modulated stages and the former must be operated in Class $A$. With the arrangement shown the effective bias on the push-pull stage is
\[

$$
\begin{equation*}
E_{c}^{\prime}=E_{c c}-\left(E_{b b m}-i_{b} R_{c}\right) \tag{13-13}
\end{equation*}
$$

\]

and by varying $i_{b}$, the modulator plate current, we can make the effective bias vary in proportion and hence control the amplitude of the output R-F voltage: grid modulation is obtained. In order to provide 100 per cent modulation, the modulating stage must furnish a voltage equal to the cutoff bias of the modulated amplifier which will be $1 / \mu$ times as great as the driving voltage required in plate modulation. Thus in grid modulation the modulating voltage required is of the same order as the bias, rather than the plate voltage. This can result in a large saving in modulating power. For example, the 891 has a rated $\mu$ of 8 . Then the ratio of modulating powers required for grid and plate modulation is $1 / \mu^{2}=1 / 64$.

These facts may be demonstrated by carrying on our previous example. We shall assume the same tube in the modulated stage, i.e., the 891 , and the same coupling resistance of 354 ohms. Since the grid-modulated stage is biased at cutoff, its bias voltage must be

$$
\begin{equation*}
E_{c}=\frac{E_{b}}{\mu}=\frac{8000}{8}=1 \text { kilovolt } \tag{13-14}
\end{equation*}
$$

and the required voltage across $R_{c}$ will have the same value. Thus the peak power required of the modulating amplifier is

$$
\begin{equation*}
P_{\circ}=\frac{\left(10^{3}\right)^{2}}{354}=2.83 \text { kilowatts } \tag{13-15}
\end{equation*}
$$

and the peak modulating current is

$$
\begin{equation*}
i_{b \max }=\frac{1000}{354}=2.83 \text { amperes } \tag{13-16}
\end{equation*}
$$

Comparison of these figures with those calculated for the platemodulated case shows the tremendous saving in modulating power afforded by grid modulation. In the latter case the required driving power may be furnished by two 891's in parallel. It may be shown quite readily that a sync-positive picture signal is required at $\boldsymbol{E}_{s}$, the modulator input, in order to produce negative transmission.

Because of its less severe power demands grid modulation is used in the high-level-modulation vestigial-sideband filter type of transmitter. Further details of the circuit, particularly with reference to the methods of direct-coupling the modulating signal, are covered in a later section.

## THE R-F SECTION

The over-all block diagram of the high-level-modulation vestigialsideband transmitter may be broken down into four sections, each of which performs one of the functions listed earlier in the chapter. Of these we shall first consider the radio-frequency section, which serves to generate a radio-frequency carrier of the proper frequency, stability, and power. The components of the R-F section generally comprise an oscillator, frequency multipliers where necessary, and power amplifiers.

## 13-5. Oscillator

The F.C.C. standards on television transmitters require that the carrier frequency be maintained at its assigned value within a tolerance of $\pm 0.002$ per cent; hence a prime design requirement on the R-F oscillator is frequency stability. The use of crystal control at the carrier frequency is not feasible because crystals generally do not perform satisfactorily at frequencies in excess of 10 megacycles, ${ }^{7}$ a value which is well below the assigned television channels. The operating frequency of a crystal is determined by its physical dimensions, and the crystal size is too small to be practicable when it is ground to operate above the 10 -megacycle limit. To circumvent this difficulty the design of the oscillator may be centered about some form of stable resonant circuit.

We have already seen that sections of transmission line are more convenient than lumped circuit constants at television R-F frequencies; hence we seek the transmission line equivalent of a parallel resonant circuit. Inspection of Fig. 12-15 shows that the requirements may be met by a short-circuited line, one-quarter wavelength long. Figure 13-6 shows the schematic of a typical push-pull oscillator, employing a quarter-wave resonant section in the coaxial form as the grid tank circuit. The coaxial-, rather than parallel-, type line is used as the frequency-determining member because it may

[^149]

Fig. 13-6. Basic cirruit of a push-pull oscillator that uses a shorteireuited quarter-wave eonaial line as the grid tank rirenii.
be built more rigidly and hence is less susceptible to frequency drift. In certain designs the effect of temperature change on the length of the coaxial section is minimized by forming the line out of some metal which has a low coefficient of thermal expansion, such as Invar. Notice that the closed end of the section is not short-circuited directly but through a small capacitor. Fine tuning may then be had by moving the inner conductor axially with a micrometer screw. In order to ensure good frequency stability the resonant section is designed to have an $R_{0}$ of approximately 77 ohms, which value corresponds to a $b / / 1$ ratio of 3.6 . For this ratio the $Q$ of the section is at its maximum value. ${ }^{\text {. }}$

While the coaxial line is desirable from a mechanical viewpoint, it introduces an electrical problem in that the two grids of a push-pull oscillator must be driven $180^{\circ}$ out of phase. Since the outer conductor of the coax is grounded, it may not be connected directly to the grid of $\mathrm{I}_{2}$. This difficulty is overcome by utilizing the fact that a section of line one-half wavelength long serves as a 1 to 1 transformer, which provides a $180^{\circ}$ phase reversal of voltage. Thus in the diagram, since the grid of the lower tube is one-half a wavelength "away" from the grid of the upper tube, the two grids are driven in phase opposition as required.

[^150]A parallel-type line of length $\lambda / 4$ is used as the plate tank circuit. Coarse tuning is obtained by moving the shorting bar located at the far end of the line; fine tuning is accomplished by means of a small variable condenser connected across the line.
A much simpler and more stable oscillator may be designed by utilizing crystal control. We have already seen that it is not practicable to grind a crystal to operate directly at any of the television carrier frectuencies; hence the erystal is chosen to operate at a subharmonic of the carrier frequency, and the crystal frequency is then raised to the required value by moans of frequen $\because$ multipliers. In the interests of efficiency of the multipliers it is desirable that the multiplication per stage be limited to two or, at the most, three. This means that the ratio of carrier to crystal frequency should be a number whose factors are two or three. One convenient ratio is $12=2 \times 3 \times 2$. Thus, for example, a crystal cut for $4.60+2$ megarycles, which is a practicable value, may have its frequency raised to the carrier frequency of 55.25 megacyeles for channel No. 2 by two doublers and one tripler. Since the multipliers raise the power level as well as the frequency, the line-up of crystal oscillator plus frequency multipliers represents a good economic compromise. Its chief advantage is that use is made of the high stability provided by the special temperature-compensated crystal cuts which are now available.

## 13-6. R-F Amplifiers

The amplifiers which follow the R-F oscillator are tuned power amplificrs operating in ('lass ('. Notice that only a single frequency is amplified in any stage and no attention need be paid to broadbanding.

In those stages where frequency multiplication takes place, the plate tank circuit is tuned to the proper harmonic of the applied frequency, i.e., to the second harmonic in a doubler, and to the third harmonic in a tripler. Since the plate current, which flows in the form of nonsinusoidal pulses, is rich in harmonies, the tank circuit can deliver power at the harmonic to which it is tuned. The particular harmonic being selected may be strengthened by proper choice of the grid-bias voltage. ${ }^{9}$

[^151]
## 13-7. Grounded-grid Amplifier ${ }^{10}$

In those stages where power amplification and no frequency muls tiplication is needed, the grounded-grid circuit may be used to an advantage. This circuit differs from the more conventional groundedcathode and grounded-plate (cathode follower) connertions in that its grid is operated at a-c ground potential. The hasid circuit is shown in Fig. 13-7. The grounded-grid circuit offers three distinct advantages in circuit applications: (1) It is casy to neutralize. (2) With the


Fig. 13-7. Basic grounded-grid amplifier cirruit. newer tubes of the ring or disk seal type it is readily adaptable to resonant eireuits of the coaxial line form. (3) It delivers a greater power output from a given tube. We shall consider these features.

As may be seen from the diagram, theoretically no neutralization is required in the grounded-grid connection; since the ground plane extends between the cathode and plate structures in the tube, no feedback between the output and input cirruits can oreur through the plate-to-cathode interelectrode capacitance. This represents an ideal condition, however, for in most cireuits the grid structure will be above ground because of the inductance of the wire running from grid to ground. Where this condition exists, ncutralization may be accomplished by introducing a lumped reactance of the proper magnitude and sign in series with the grid lead. This may now be demonstrated. The actual interelectrode capacitances in a triode are $\Delta$-connected, as shown in l「ig. 13-8a. The purpose of neutralization is to reduce the admittance of the path between the plate and cathode to zero. This may be accomplished by introducing an effective ground plane between $P$ and $K$.

Let the $\Delta$ network of capacitances be replaced by its equivalent $T$ configuration as shown at $b$. Then the circuit will be neutralized if the point $O$ is brought to ground potential, at condition which may be brought about by making the branch $L C_{3}$ series resonant. The value

[^152]

Fig. 13-8. Neutralization of the R-F grounded-grid amplifier. (a) The interelectrode capacitances in a triode are $\Delta$-connected.
 added to make the $L\left(C^{\prime}\right.$, branch series-resonant.
of ('3 may be calculated in terms of the interelertrole capacitances by direct application of the $\pi=\mathrm{T}$ transformation equations, ${ }^{10}$ thus

$$
\begin{equation*}
C_{3}=\frac{C_{p k} C_{p k}+C_{p k} C_{g p}+C_{p k} C_{g p}}{C_{p k}} \tag{13-17}
\end{equation*}
$$

In most cases the reactance of $C_{3}$ will be greater than the reactance of the lead inductance, $L$, at the operating frequency and the series resonant condition is obtained by adding an additional variable neutralizing condenser, $C_{N}$, in series with the grid lead as shown at $c$ in the diagram. $C_{N}$ breaks the d-c grid return to ground which is re-established by introducing $R_{g}$ as shown. The use of shunt-plate feed allows the lower end of the plate tank to be grounded, a distinct advantage where the tank takes the form of a resonant section of coaxial line. It should be noticed that the neutralizing circuit just described is good for narrow-band R-F applications only. In broadband operation, the resonant condition of $L, C_{3}$, and $C_{N}$ cannot be maintained over the entire pass band and oscillation may occur.

The operation of the neutralization circuit just described may also be explained on the basis of filter theory: The network of the actual interelectrode capacitances, $L$, and $C_{N}$ may be drawn as a bridged-T structure. On this basis it may be seen that at null the current through the lower T is advanced by $270^{\circ}$, while that through the bridging capacitor, $C_{p k}$, is adranced by only $90^{\circ}$; hence cancellation occurs and no energy is fed from the plate to the grid.

[^153]We have stated that a tube operating in the grounded-grid connection can deliver a greater power output than it can in the more conventional connections. To demonstrate this we shall first consider that the circuit of Fig. 13-7 is so biased that it is operating in (Class $A$. By this device we may utilize the equivalent plate circuit theorem. The results will then be extenced to include class $C$ operation.

At the operating frequency, the plate tank circuit appears as a pure resistive load, $R_{L}$, and the equivalent plate circuit of the amplifier is that shown in Fig. 13-9. By applying the superposition theorem directly to the circuit we may write


Fig. 13-9. Equivalent plate circuit of the (lass A grounded-grid amplifier.

$$
\begin{equation*}
I_{p}=\frac{E_{s}}{r_{p}+R_{L}}+\frac{\mu E_{s}}{r_{p}+R_{L}} \tag{13-18}
\end{equation*}
$$

and the power output will be

$$
\begin{equation*}
P_{o}=I_{p}^{2} R_{L}=(1+\mu)^{2}\left[\frac{E_{s}^{2}}{\left(r_{p}+R_{L}\right)^{2}} R_{L}\right] \tag{13-19}
\end{equation*}
$$

It will be observed that the bracketed term is precisely the power output of a conventional grounded cathode stage; hence the grounded grid circuit provides a power gain of $(1+\mu)^{2}$ over the conventional circuit in Class $A$ operation.
The mechanism by which this increase in power is delivered is revealed in eq. (13-18). Notice that two components of current are present in the plate circuit. The first, $E_{s} /\left(r_{p}+R_{L}\right)$, may be termed the "conductive" component, and it exists because the driving source $E_{s}$, being in the cathode return, is physically in series with the plate circuit; the driving source delivers power to the output circuit by conduction. The second term, $\mu E_{s} /\left(r_{p}+R_{L}\right)$, may be termed the "transfer" or "amplified" component, which is due to the equivalent generator, $\mu E_{\theta}$, acting in the plate circuit. Notice, then, that the increase in power output is furnished by the driving source rather than by the circuit itself. In effect, the circuit behaves like a series booster. So much for Class $A$ operation.

In Class $C$ operation, where the tube is biased beyond cutoff, the
general opration of the grounded-grid circuit remains the same but the analysis given above no longer applies. Since the driving source is in series with the load, it still delivers power to the output by conduction; but since the plate current is no longer sinusoidal, any equations based on the equivalent plate circuit are invalid. The power equations for Class (' operation may best be derived by comparing the grounded grid circuit to its more conventional counterpart, the grounded-cathode Class $C$ amplifier. We shall assume that in each case operation is to the diode line and that the same tube currents and voltage are present. The assumptions simplify the comparison of the two circuits. As a further simplification, the degenerative voltage developed across $L$ and $C_{N}$ will be neglected. The two circuits and their voltage diagrams are illustrated in Fig. 13-10.


Fig. 1:3-10. ('omparison of grounded-eathode and grounded-grid Class $r$ amplifiers. (a) Grounded cathode. (b) Grounded grid. (After Starmer. (ourtesy of Bromdeant Seles.)

Consider first the grounded-cathode (lass C' amplifier. Since we have assumed operation to the diode line (i.e., the maximum grid voltage is cqual to the minimum plate voltage, each being measured relative to ground), we may write

$$
\begin{align*}
E_{\text {max }}^{\prime} & =E_{\text {min }}^{\prime} \\
& =E_{g}^{\prime}-E_{c} \tag{13-20}
\end{align*}
$$

and the peak voltage across the plate load will be

$$
\begin{equation*}
E_{I}=E_{b}^{\prime}-E_{\min } \tag{13-21}
\end{equation*}
$$

Let

$$
\begin{aligned}
I_{p 1}= & \text { peak value of the fundamental } \\
& \text { component of the plate comrent }
\end{aligned}
$$

'Then the average power output of the stage will be

$$
\begin{equation*}
\Gamma_{o}=\frac{E_{L} I_{p 1}}{2} \tag{13-22}
\end{equation*}
$$

Next consider the grounded-grid stage. We shall use primes to indicate the counterparts of the quantities defined above. Once again the diode line condition is obtained when the maximum grid voltage is equal to the minimum plate voltage measured relative to ground. Since the grid voltage is fixed at $-E_{c}$, the bias voltage, we may express the condition as

$$
\begin{equation*}
E_{\min }^{\prime}=-E_{c}^{\prime} \tag{13-23}
\end{equation*}
$$

and the peak voltage developed across the load is

$$
\begin{equation*}
E_{L}^{\prime}=E_{b}+E_{c} \tag{13-24}
\end{equation*}
$$

From eqs. (13-20) and (13-21)

$$
\begin{equation*}
E_{c}=-E_{b}+\left(E_{L}+E_{g}\right) \tag{13-25}
\end{equation*}
$$

and, substituting into (13-24), we get

$$
\begin{equation*}
E_{L}^{\prime}=E_{L}^{\prime}+E_{o} \tag{13-26}
\end{equation*}
$$

Equation (13-26) may be verified by comparing the voltage diagrams of the two circuits.

We have specified that the same current must flow in both stages; hence we must raise the load resistance in the grounded grid circuit to compensate for the increased load voltage. Thus, to equalize the currents, we set

$$
\begin{equation*}
R_{L}^{\prime}=R_{L} \frac{E_{L}^{\prime}}{E_{L}}=R_{L}\left(\frac{E_{L}+E_{g}}{E_{L}}\right)=R_{L}\left(1+\frac{E_{g}}{E_{L}}\right) \tag{13-27}
\end{equation*}
$$

and the power output delivered by the second circuit will be

$$
\begin{align*}
I_{o}^{\prime} & =\frac{E_{L}{ }^{\prime} I_{p 1}}{2}=\frac{\left(E_{L}+E_{g}\right)}{2} I_{p 1}=\frac{E_{L} I_{p 1}}{2}\left(1+\frac{E_{g}}{E_{L}}\right)  \tag{13-28}\\
& =P_{o}\left(1+\frac{E_{g}}{E_{L}}\right) \tag{13-29}
\end{align*}
$$

This confirms our results for ( lass A operation, namely, that the grounded grid circuit delivers a greater outpat power than the conventional stage does. By extension of the (lass $A$ treatment we know that the additional power is furnished by the driver; hence the driving power is

$$
\begin{equation*}
P_{u}^{\prime}=P_{a}^{\prime}+P_{o} \frac{E_{p}}{E_{L}^{\prime}} \tag{13-30}
\end{equation*}
$$

By definition the power gain of the stage is the ratio of output to driving power. Thus we have for the grounded-grid connection

$$
\begin{equation*}
\text { power gain }=\frac{P_{o}^{\prime}}{P_{\theta}^{\prime}}=\frac{P_{o}\left(1+\frac{E_{g}}{E_{L}^{\prime}}\right)}{P_{\theta}+P_{o} \frac{E_{o}}{E_{L}^{\prime}}} \tag{13,31}
\end{equation*}
$$

The last equation indicates that the power gain may be controlled by varying the ratio $E_{g} / E_{L}$. To illustrate this, let the bias voltage be changed and $E_{g}$ and $E_{L}$ readjusted to maintain operation to the diode line. For example, if $E_{c}$ is raised I' volts, $E_{L}$ and $E_{g}$ must each be increased $I^{\prime}$ volts. Since $E_{L}$ is much larger than $E_{0}$, the pereentage change in $E_{L}$ will be much less than the percentage change in $E_{0}$; hence a change in bias alters the $E_{q} / E_{L}$ ratio and the power gain may be controlled by the bias.

In practice power gains in the order of 5 to 7 may be obtained. It is convenient to utilize the booster concept to operate with a lower power gain and let the driver furnish more of the output power. With a power gain of three, approximately one-quarter of the output is furnished by the driver stage and the tube size may be reducod.

We have stated that the ring seal type of tube is admirably suited to the grounded grid circuit, where resonant coaxial lines are employed as tank circuits. The reason for this may be seen from Figs. 13-11 and 13-12. Excepting the filament connections, the tube exhibits radial symmetry and may be fitted easily into a coaxial chamber. ${ }^{12}$

While the discussion above has referred specifically to triodes, the use of multielement tubes in the television transmitter is becoming more common.

[^154]
lig. 13-11. (ross seetion of a typical ring-seal triode, the 60 62 . (Courtesy of Federal Telephone and Radio Corporation.)


Fig. 13-12. Crose section of a grounded-grid coaxial amplifier employing a ring-seal triode. Notice how the neut ralizing condenser is built into the coaxial structure. (After Frankel, Glauber, and Wallenstein. Courtesy of Proc. IRE.)

## the video section

A second function which must be performed by the risual transmitter is the acceptance of the composite video signal from the pirkup facilities and the raising of its power level to the value required at the modulator. That portion of the transmitter which performs this function may be termed the video section. The block diagram of a typical transmitter video sertion is shown in Fig. 13-13.


Fig. 13-13. Block diagram of the video sertion of a delevision tramsmitter.

## 13-8. Block Diagram

Reading from left to right in the diagram the first unit is the line equalizer. This is a passive network designed to equalize the amplitude and delay characteristics of the coaxial cable, which brings in the composite video signal from the studio facilities. The second unit, the line amplifier and syne stretcher, serves to raise the voltage level of the signal so that it may drive the chain of power amplifiers which follow. In eertain designs the syne portion of the signal is subjected to additional amplification, and hum is removed by a special form of clamping circuit. This is explained in the following paragraphs. In conformance with commercial practice a stand-by line amplifier is provided to decrease the likelihood of shutdown in case of failure. Fither unit may be connected into the video chain by means of patch cords. The five amplifier stages serve to develop the necessary modulating power for the final grid-modulated stage.

Two monitors are provided so that the signal may be checked at any one of a number of points throughout the transmitter. The several test points, labeled $M_{n}$ through $M_{e}$ in the diagram, are isolated by means of cathode followers. Switching means are normally provided so that any of the test points may be checked. Notice that the composite rideo signal is sampled; hence the supersyne may be separated from the picture components and used to drive sweep generators in the monitors. Thus the actual picture program may be viewed. Under certain circumstances a conventional oscilloscope is provided and the composite signal is fed to its vertical deflection plates. Where this type of monitoring is used the line-by-line or field-by-field uave form of the signal may be checked, depending on whether the horizontal saw-tooth sweep is run at line ( 15.55 kiloeycles) or field ( 60 cycles) frequency. Proper use of the monitors greatly reduces the time recquired to locate troubles in the entire transmitting system and aids in maintaining optimum operating conditions. We now consider some of the details of the units which have been mentioned.

## 13-9. Line Amplifier

The clamping circuit in the line amplifier is different from the clampers discussed in earlier chapters. Its chief purpose is to remove low-frequency variations in the incoming signal which are the result of hum and pickup. The basic circuit is shown in Fig. 13-14. ${ }^{13,11}$ It will be seen that the clamping action is controlled by separate keying signals rather than by the clamped signal itself and hence may be called "keyed" or "synchronized" clamping. We may consider the operation of the circuit from two points of view; first, how the clamping diodes $V_{3}$ and $V_{4}$ behave, and second, how their behavior affects the signal appearing at point $A$, which is connected to the grid of $\Gamma_{2}$. A locally generated square pulse or key, which occurs during the duration of the sync "back porch" (see Fig. 11-11) is applied to the grid of $V_{5}$. Since $R_{4}$ and $R_{5}$ in the plate circuit of $T_{5}^{5}$ are equal, two pulses of equal magnitude but opposite sense are applied to the bridge circuit shown. These two pulses appear in series arross the

[^155]

Fig. 13-14. A syouchronized clamping circuit. (Courtesy of Radio Corporation of America.)
diodes which conduct, causing the condensers $C_{1}$ and $C_{2}$ to charge with the polarities indicated in the diagram. During the relatively long interval between successive pulses the condensers discharge slowly through $R_{1}, R_{2}$, and $V_{5}$. During this same interval the diodes are cut off because of the reverse polarity appearing across them. When the next key is applied, the diodes conduct again, re-establishing the charge lost by the condensers between successive pulses.

With this action of the diodes in mind we may now consider their effect on the voltage at point $A$, which is connected to the grid of $V_{2}$, the second picture amplifier. During the duration of the key, the diodes conduct because of the action of the two pulses delivered by $V_{5}$. Since the pulses are of equal magnitude but opposite sense, they cancel between $A$ and ground and hence have no direct effect on the voltage at A. For their duration, however, a conduction path is established between $A$ and the tap between $R_{1}$ and $R_{2}$; hence $A$ is clamped to a fixed voltage for their duration. Notice that the actual value of the clamp level may be adjusted by the position of the tap.

Between successive pulses, when the diodes are cut off by the voltages on $C_{1}$ and $C_{2}$, they appear as an open circuit between $A$ and ground. In other words, hetween pulses the grid return resistor of $V_{2}$
is infinite, providing an infinite time constant of the coupling circuit, which, in turn, effectively gives a flat response down to zerofrequency, even though the coupling condenser, $C_{3}$, may be of the order of 500 $\mu \mu \mathrm{f}$. Thus the clamping circuit provides an excellent low-frequency response.

More important, the clamping circuit stabilizes the composite video signal. Since the grid of $\Gamma_{2}$ is clamped to a fixed voltage once each line interval, the maximum effect that a spurious low-frequency component can cause at the grid is that which occurs during one line interval. This clamping effect is illustrated in Fig. 13-15. The


Fig. 13-15. The effert of hum is reduced by clamping. Since the signal is clamped at a fixed level once each line, the maximum hum that can appear in one line is $\delta$. The seale of the hum voltage is greatly exaggerated to illustrate the effect of clamping.
magnitude of the hum component is greatly exaggerated in the diagram for the purpose of illustrating the action. Notice in the final clamped voltage that the error in each line is equal to the change in hum voltage during that line. This is represented in the diagram by the quantity $\delta$.

It may be seen from the diagram that the height of the various sync pulses after clamping is not constant. This defect may be remedied by applying a sync-negative version of the clamped signal to a biased amplifier stage so that all the pulses are clipped to a common level, indicated at $d$ in the figure. Notice that the sync pulses in the final wave are of smaller relative amplitude than in the wave shown at $c$. In order to preserve the proper sync amplitude, sync stretching may be employed before clamping takes place.

The basic circuit of the sync stretcher and its associated components is shown in Fig. 13-16. $V_{1}$ and $V_{2}^{\prime}$ are the same tubes shown


Fig. 13-1ti. The syene stretcher shown in relation to the clamping eireuit.
in the preceding figure. The sync-positive composite video signal is fed to the biased sync stripper $V_{6}$. With proper adjustment of the bias, the picture components of the signal lie below cutoff and only the sync is amplified and inverted. Simultaneously, the composite video is clamped on the grid of $V_{2}^{\prime}$ in the manner previously described. Having a common plate load, $V_{2}$ and $V_{6}$ serve as a mixer and add the amplified sync pulses to the composite video as indicated; the sync has been stretched. The problem of phase shift is eliminated because both signals go through a single tube and add in a common impedance. The relative height of the sync in the combined signal is adjusted by controlling the clip level on the grid of $\mathrm{V}_{7}$. Thus the problem of insufficient sync height, which was pointed out in connection with F'ig. 13-15d. has been corrected.

It should be realized that the basic circuit shows the principles involved in the line amplifier. In commercial versions of the equipment, additional clamping is employed at the syne stripper input and other critical points in order that even greater stabilization of the signal is obtained. All stages in the unit are compensated out to eight or aven 10 megacycles in order to ensure that a high-quality signal is delivered to the transmitter proper.

## 13-10. The Video Amplifiers

Figure 13-13 shows five stages of video amplification in the video section of the visual transmitter. These serve to develop the necessary modulating power for the final modulated stage. We have already discussed the problem of compensating amplifiers for broadband operation; our remarks here will be confined chiefly to the problem of developing the necessary power or voltage in each stage.

All of the amplifiers in the video section are operated in (llass $A$ to minimize distortion and, hence, in theory require no driving power. Each stage, then, with the exception of the modulator serves to raise the level of the driving voltage for the succeeding tube. Since the voltage levels are high, approarhing 1 kilovolt for the last stage, large tubes of the power variety are necessary. Generally, tuhes of this sort have comparatively low values of $\mu$ and the five stages shown in the diagram are required. Another factor points to the use of power tubes. We shall see that relatively low values of plate load resistance must be used. Then as the voltage level is raised, $E^{2} / R$ increases, requiring a tube of large power-handling ability.

It is desirable to use small tubes of the same type wherever possible because of the low initial cost and the resulting reduction in spare tube stock required. Thus, in the first two stages of F‘ig. 13-13 two or three 807 's are operated in parallel in order that sufficient power may be developed with the comparatively small tubes. We shall now consider the effert of shunt caparitance on output voltage when two tubes are operated in parallel. 'lo simplify the diseussion we shall assume that simple shunt compensation is used. Let $I$ be the output current per tube and $R_{1}$ the load resistance for a single tube operating alone. Its output voltage will be

$$
E_{o}=I R_{1} \quad O_{\mathrm{NE}} \text { Tube } \quad(13-32)
$$

where $R_{1}$ is determined by $C_{s}$, the total shunt capacitance across the plate load.

If, now, two identical tubes are placed in parallel the total shunt capacitance is increased by $C_{o}$, the output capacitance of the second tube. If the bandwidth is to remain unchanged, a new value of $R_{1}$ will be required, namely,

$$
\begin{equation*}
R_{1}^{\prime}=R_{1} \frac{C_{s}}{C_{s}+C_{o}} \text { Two Tubes in Paradlel } \tag{13-33}
\end{equation*}
$$

and the new output voltage will be

$$
\begin{equation*}
E_{o}^{\prime}=2 I R_{1}^{\prime}=2 I R_{1} \frac{C_{s}}{C_{s}+C_{o}}=2 E_{o} \frac{C_{s}}{C_{s}+C_{o}} \tag{13-34}
\end{equation*}
$$

Notice that if $C_{0}$ is the larger part of $C_{s}, C_{s} \approx C_{0}$ and there is no advantage gained in paralleling the tubes; $E_{o}{ }^{\prime} \approx E_{0}$. If, on the other hand, the strays and input capacitance are large in comparison to $C_{o}$, parallel operation is practicable and will give a larger output voltage than may be obtained with a single tube.

Naturally the use of compensation is mandatory. We have seen in Chapter 7 that series-shunt compensation permits a higher value of load resistance and voltage amplification than shunt compensation; hence, series-shunt compensation is to be preferred. It is important to note that the various design equations which were derived for video amplifier compensation must be modified when applied to power amplifiers. In our earlier work which centered on voltage amplifiers, it was assumed that the plate resistance, $r_{p}$, was very large as com-


Fig. 13-17. A typical coupling network for the intermediate power level stages of the video amplifier.
pared to $R_{1}$ and had negligible shunting effect on the plate load. In triode power amplifiers $r_{p}$ may be of the same order as $R_{1}$, in which event $R_{1}$ must be replaced by $R_{1}{ }^{\prime}$, the parallel combination of the two resistances

$$
\begin{equation*}
\frac{1}{R_{1}^{\prime}}=\frac{1}{R_{1}}+\frac{1}{r_{p}} \tag{5}
\end{equation*}
$$

in all of the design equations. A trpical coupling network for use between stages 2 and 3 of Fig. 13-13 is shown in Fig. 13-17.

## 13-11. The Constant-resistance Network

As the power level is raised along the video amplifier chain the power dissipation requirements of the several plate load resistors are also increased. It is unfortunate that shunt capacitance is inevitably associated with resistors and its value increases with the size of the resistor. ${ }^{15}$ The constant-resistance network may be employed to permit the use of smaller resistors of lower power capacity for a given plate load requirement. The two networks shown in Fig. $13-18 b$ and $c$ are alternate forms of a constant-resistance network and are equivalent in their operation. ${ }^{16}$

Consider the rircuit of Fig. 13-18a. We desire that the in-

(a)

(b)

(c)

Fig. 13-18. Constant-resistance networks. put impedance shall be a pure resistance and independent of frequency. What are the requirements on $X_{1}$ and $X_{2}$ to meet this condition'. The input admittance of the network is

$$
\begin{align*}
\boldsymbol{Y} & =\frac{1}{R+j X_{2}}+\frac{1}{R+j X_{2}}=\frac{R-j X_{1}}{R^{2}+X_{1}^{2}}+\frac{R-j \boldsymbol{X}_{2}}{R^{2}+X_{2}^{2}} \\
& =R\left(\frac{1}{R^{2}+X_{1}^{2}}+\frac{1}{R^{2}+X_{2}^{2}}\right)-j\left(\frac{X_{1}}{R^{2}+X_{1}^{2}}+\frac{X_{2}}{R^{2}+X_{2^{2}}^{2}}\right) \tag{1:3-36}
\end{align*}
$$

[^156]If the input admittance is to be real, the imaginary term of (13-36) must be zero; thus,

$$
\begin{equation*}
\frac{X_{1}}{R^{2}+X_{1}^{2}}=-\frac{X_{2}}{R^{2}+X_{2}^{2}} \tag{13-37}
\end{equation*}
$$

Clearing and combining terms, we finally have

$$
\begin{equation*}
R^{2}=-X_{1} X_{2} \tag{13-38}
\end{equation*}
$$

Equation (13-38) may be satisfied if
and

$$
\begin{align*}
& X_{1}=+j \omega L \\
& X_{2}=-\frac{j}{\omega C} \tag{13-39}
\end{align*}
$$

Substituting these values into (13-38) we get for the design condition of the constant-resistance network:

$$
\begin{equation*}
R=\sqrt{\frac{I}{C}} \text { Constant-R Network } \tag{13-40}
\end{equation*}
$$

Substituting (13-38) into (13-36) we get for the input admittance

$$
\begin{align*}
\boldsymbol{Y} & =R\left[\frac{R^{2}+X_{2}{ }^{2}+R^{2}+X_{1}{ }^{2}}{\left(R^{2}+X_{1}{ }^{2}\right)\left(R^{2}+X_{2}^{2}\right)}\right]+j 0 \\
& =\frac{R}{R^{2}}\left[\frac{2 R^{2}+\left(X_{1}{ }^{2}+X_{2}{ }^{2}\right)}{2 R^{2}+\left(X_{1}{ }^{2}+X_{2}{ }^{2}\right)}\right]=\frac{1}{R} \tag{13-41}
\end{align*}
$$

and we see that the impedance of the network is $R$ at all frequencies. It may also be shown that the network behaves like a pure resistance for transients. A similar analysis shows that the same design condition and input impedance obtain for the series form of the network, which is illustrated at $c$ in the figure. Notice that the shunt capacitance across each resistor has been neglected; hence the results are approximate.

We may show quite readily that the network is of the crossover type. At the low frequencies $C$ has a high reactance and most of the power is dissipated in the left-hand resistor. At the high frequencies, $L$ offers a high impedance and most of the power is delivered to $R$ in series with $C$. At the crossover frequency, $f_{c}$, the power is divided equally. Thus at $f_{c}$ the currents in the two branches are equal and

$$
\left|R+j \omega_{c} L\right|=\left|R-\frac{j}{\omega_{c} C}\right|
$$

or

$$
\begin{align*}
\omega_{c} L & =\frac{1}{\omega_{c} C} \\
f_{c} & =\frac{1}{2 \pi \sqrt{L C}} \tag{13-42}
\end{align*}
$$

Notice, then, that if we apply a signal covering a 5 -megacyele bandwidth to the network, the power will be shared by the two resistors. Each resistor may be smaller than a single resistor of the same value of $R$. By this artifice the effects of shont capacitance across the load resistor proper may be reduced.

It is of interest to note that for a typical television signal the power will not divide equally between the two resistors in the network because the distribution of energy is not constant over the entire video band. ${ }^{17}$ In practice, however, the two network resistors are chosen with equal wattage ratings.

In practical design of the constant-resistance network the shunt rapacitance associated with earh resistor is neglected. The design values of $L$ and $(C$ are then pruned to give proper operation. It should be noticed that the series-type network of Fig. 13-18c has a slight advantage in that the shont capacitance associated with the lower resistor is compensated by decreasing $C$ by the value of the shunt capacitance. This technique of "washing out" an undesirable capacitance by making it part of the constant-resistance network will be used again in a later section.

Notice that the network does not compensate for the input and output capacitances of the tubes on either side of the network; hence some form of compensation is still required as indicated in Fig. 13-17.

## 13-12. The D-C Component

We have previously shown in (hapter 7 (see Fig. 7-28) that the grid swing requirements for a video amplifier may be reduced by retaining the d-c component of the signal. This component may be restored at any grid with the help of a d-c insert or clamping circuit. The use of such a cireuit is indicated in the fourth video stage in Fig. 13-13, which stage employs an 801. Once inserted, the d-c component may be retained by clamping in each successive stage or

[^157]by the use of direct coupling of some sort. ('lamping cannot he used in the final grid-modulated amplifier; hence direct coupling is the rule between the modulating and the modulated amplifiers. We shall consider two forms of direct coupling which are applicable in the highpower video stages of the transmitter.
The first system to be described was used in the Columbia Broadcasting System color television transmitter built by the Federal Telephone and Radio Corporation. ${ }^{18}$ The basic circuit of a direct-coupled amplifier is shown in Fig. 13-19a. The coupling between the plate


Fig. 13-19, A directeroupled video interstage network. The d-c plate voltage is bucked out by a power supply isolated from ground. (Courtesy of Federal Telecommunication Laboratories, Inc.)
load and grid of the two tubes is through a well-regulated d-c power supply, which has a terminal voltage of ( $E_{b b}+E_{c c}$ ). With the polarity shown this bucking supply leares the grid with a voltage relative to ground of $-E_{c e}$, the bias.

The basic circuit has an inherent difficulty: the bucking supply must be ungrounded with the result that both of its terminals will have shunt capacitance to ground. This shunt capacitance adds to $C_{s}$ across the plate load and impairs the high-frequency response of the system. To remedy this difficulty the two isolating resistors, $R_{i}$, may be used as shown at $b$ in the diagram. These resistors are chosen to have a resistance much greater than $R_{1}$ so that the plate load is unaffected by their presence, and they isolate the plate and grid from the bucking-supply capacitance. Since no grid current flows, the d-e signal component is unaffected by the resistors. As far as the high

[^158]frequencies are concerned, howerer, a return path is completed through the input capacitance of the second stage and the $I R$ drop in the isolating resistors becomes intolerable. To eliminate this condition a condenser $C_{b}$ is bridged across the d-c network to provide a low-impedance path for the high-frequency components. Thus in the upper frequency ranges the coupling is through $C_{b}$. The $\mathrm{d}-\mathrm{c}$ and low-frequency components, which represent changes in background level, pass through the bucking pack; since no d-c current flows, both terminals of the pack rise and fall by the same amount as the lowfrequency changes in plate potential.

The second system of direct coupling to be described is employed in the IR.C.A. TT-5A transmitter. It differs from the first system in the manner of handling the shunt capacitance which exists between the bucking-supply terminals and ground. We shall develop the circuit step by step, the first of which is shown at $a$ in Fig. 13-20.


Fig. 13-30. The video interstage coupling network used in the R.C..'. TT-5A video transmitter.

Observe that the design concept is to wash out the shunt capacitance on the positive side of the bucking supply by making it part of a constant-resistance network. In order to isolate the grid from the capacitance between the negative terminal of the bucking supply and ground, an isolating inductance, $L_{i}$, is used as shown in Fig. 13-20b. In the actual design $L_{i}$ must lee chosen so that the constant- $R$ network operates properly. Notice that at the higher video frequencies the internal impedance of the bucking supply is practically zero so that $L_{R}$ and $L_{i}$ are in parallel; hence their parallel combination must have the value required by the design equation of the constant- $R$ network, or

$$
\begin{equation*}
\frac{1}{L_{R}}+\frac{1}{L_{i}}=\frac{1}{L} \tag{13-43}
\end{equation*}
$$

Clearly (13-43) may be satisfied by setting

$$
\begin{equation*}
L_{i}=L_{R}=2 L \tag{13-44}
\end{equation*}
$$

We may summarize the operation of the coupling network as follows. For the dec component, $C_{b}$ presents an open circuit so that $L_{i}$ deres not shunt $L_{R}$. $L_{R}$ has zero reartance and shorts out the upper resistance; the entire plate load is fumished by the lower resistance. Coupling of the d-c component is through the bucking supply, both sides of which rise and fall by the same amount ass the change in d-e plate voltage. For the high video frecpuencies $C_{b}$ and the bucking supply have negligible impedance and $L_{R}$ and $L_{i}$ combine in shunt to give $L$; the plate load is the entire constant-resistance network. Coupling of the high-frequency components is through the bucking condenser, $C_{b}$, which prevents them from passing through the high series impedance of $L_{\mu}+L_{i}=4 L$.

The constant-resistance concept has been extended in an extremely ingenious manner in the Tr--5A transmitter; it is used as a filter network for the plate power supply. The development of the filter system is illustrated in Fig. 13-21. The original plate load is shown at $a$. At $b$ the lower resistance is replaced by a second constantresistance network and the terminal impedance of the entire circuit remains unchanged. This procedure may be used again and again until the reguired amount of filtering is obtained for the d-c power supply, which replaces the final resistance in the series as shown at $c$.

It may be seen from the diagram that the plate power supply views the entire network as a condenser input filter, while the video circuit sees a constant impedance, $R$. Since better regulation of the d-c voltage is obtained if a choke input filter is used, it is desirable to modify the notwork slightly. This may be arcomplished by using the parallel form of constant-resistance network shown at $d$ in the figure. Thus if we replace the power supply by the parallel network and move the supply one section to the right, we have the network shown at $e$ and the desired condition is ohtained. The constantresistance network can therefore be used to provide the proper plate load and power supply filtering as well. The hasic diagram of the complete network that may be used to couple the modulating to the modulated stage is illustrated in Fig. 13-21f. In eommercial practice more sections are provided to ensure adequate filtering. The


Fig. 13-21. Development of the R.C'A. interstage coupling network. (a) The basic constant-resistance network. (b) The lower resistor is replaced by a constant-resistance network. (e) One more stage has been added and the finat resistor replaced by the internal resistance of the power supply. (d) The parallel form of the con-stant-R network may be used to provide a choke input for the prower supply. (e) The network shown at (d) is used as a terminal sertion to provide a choke input filter for the plate power supply. (f) The romplete eoupling network. Additional filter sertions may be added for hetter filtering.
initial ripple at the input of the filter is held to a low value by using polyphase rather than single-phase restifiers.

## THE MODULATING SECTION

A third function recquired of the visual transmitter is the modulation of the R-F carrier in such a manner that the output wave is of the negative transmission type. The section of the transmitter which performs this function may he termed the modulating section; it comprises the modulating and modulated amplifiers. Notice that we are borrowing the former from the video section, for the two stages may hest be diseussed as a unit.

A number of features of the modulating section have already been discussed. We have seen that grid modulation must be used in the high-level modulation transmitter and that the necessary modulating power across a low load impedance may be ohtained by operating two or more tubes in parallel. We have also discussed means of providing the direct coupling between the modulating and modulated stages. In the present section we shall investigate certain other factors of concern in the modulating section.

## 13-13. The Modulated Stage

In general, the size of tube reguired for a given output power in the final or modulated stage may be reduced by using two tubes in a push-pull connection. In contrast to the video stages the modulated stage may take advantage of this connection because the modulated output wave is symmetrical about the zero axis. Since linearity is required between the $\mathrm{R}-\mathrm{F}$ output and the video modulating voltages,


Fig. 13-22. A representative modulating section,
the final stage will operate in Class $B$ with the bias adjusted at the cutoff value. The diagram of a representative final stage is shown in Fig. 13-22. Notice that direct coupling is employed and that the instantaneous effective bias on the final amplifier is $-E_{\text {cr2 }}$ (the d-c bias) plus the sync-positive video signal. Juring the R-F peaks grid current flows in the final stage; hence the interstage coupling re-
sistance must be chosen low enough so that the flow of grid current has a minimum effect on that resistance. A typical modulation characteristic for the final stage is illustrated in Fig. 13-23. Notice that the flow of grid current on the modulation peaks introduces nonlinearity. This may be minimized by utilizing less modulating signal so that operation is confined to the left of the vertical line on the diagram. This procedure inevitably lowers the output and the efficiency of the stage. A compromise may be struck by noting that for negative transmission the modulation peaks are produced hy the synchronizing pulses; hence, we may compensate for curvature in the characteristic by stretching the syne amplitude in the video section so that it is too great in the modulating signal. Then it is compressed again to its proper calue by the modulation characteristic. We have already discussed the


Fig. 13-2:3. Modulation characteristic of the grid-modulated Class $B$ stage. syne stretcher, which may be adjusted properly by viewing the wave form of the demodulated output of the final stage. ( reat care must be taken to ensure that the syne in the radiated signal is of the proper amplitude, for the maximum tolerance allowed by the F. ('.C. is $\pm 2.5 \%$.

Notice that some slight compression of the whites will occur because of the curvature in the lower portion of the modulation characteristic. This is not serious, though it will result in a slight unbalance in the contrast of the final reproduced image.

## 13-14. The Plate Load

The design of the plate load impedance of the final stage is extremely important. Assuming that a modulating signal range of 4.5 megacycles is used, the plate load would he required to have a pass band twice as wide, or 9 megacycles, for double-sideband transmission. For television signals a portion of the lower sideband must be suppressed so that it is desirable to off-carrier-tune the tank cireuit. The lower sideband rejection obtained in this manner can case the requirements on the vestigial-sidehand filter. A satisfactory procedure is to design the tank circuit for a half-power bandwidth of (i megacycles. Reference to Fig. 12-8a shows that the limits of this half-power bandwidth should be located as follows.

$$
\begin{align*}
f_{2} & =\text { upper half-power frequency } \\
& =f_{c}+4.5 \text { megacycles } \\
f_{1} & =\text { lower half-power frequency }  \tag{13-45}\\
& =f_{c}-1.5 \text { megacycles }
\end{align*}
$$

Now, even in the lowest channel, No. 2, the fractional half-power bandwidth is roughly 0.1 , or the required $Q$ is 10 ; hence we may assume that the pass characteristic of the tank circuit displays arithmetic symmetry, and the required center, or resonant, frefuency may be taken to be the arithmetic mean of the half-power frequencies.

$$
\begin{align*}
f_{0} & =\text { resonant frequency of the tank circuit } \\
& =\frac{f_{1}+f_{2}}{2}=\frac{f_{c}-1.5+f_{c}+4.5}{2} \\
& =f_{c}+1.5 \text { megacydes } \tag{13-46}
\end{align*}
$$

It follows directly that

$$
f_{1}=f_{0}-3 \text { megacycles }
$$

$$
\begin{equation*}
\text { and } \quad f_{2}=f_{0}+3 \text { megacycles } \tag{13-47}
\end{equation*}
$$

The power output and linearity of the modulation characteristic are dependent upon the load on the modulated tubes. Let $R_{L}$ be the required value of this load for a single tube. For the push-pull connection, the total resistance required from plate to plate is four times; this value and we shall designate this total resistance as $R_{p p}$. Then

$$
\begin{equation*}
R_{L}=\frac{R_{p p}}{4} \tag{13-48}
\end{equation*}
$$

With these data given we can calculate the constants for the plate tank circuit. At resonance, $f_{0}$, it must present a real impedance of magnitude $R_{p p}$, and its half-power bandwidth must be 6 megacycles. The diagram of a lumped-constant resonant tank circuit is shown in Fig. 13-24a. Consider. first, the value of $C$ required. We have seen


Fig. 13-24. Plate tank of the final stage. (a) Iumperd constants. (b) Distributed constants.
that in a tuned amplifier the gain-bandwidth product is inversely proportional to the shunt $C$ present. Thus, for a given half-power bandwidth, the maximum output will be obtained from the amplifier if $C$ is at its minimum possible value. For this reason $C$ should be the output capacity of the tube itself plus whatever stray capacitance is present. In the larger water-cooled tubes the water jacket contributes to the total shunt capacitance and its contribution must be taken into account. In typical commercial transmitters the total shunt capacitance may be held below $10 \mu \mu \mathrm{f}$.

We next calculate the value of $L$ that is necessary to meet the design conditions. By its definition, the circuit $Q$ is


It may be shown that for all the assigned television channels the necessary value of $Q$ is approximately 10 or greater. For example in channel No. 2 we have

By (13-46)

$$
\begin{equation*}
f_{0}=f_{c}+1.5=55.25+1.5=56.75 \text { megacyeles } \tag{13-50}
\end{equation*}
$$

and by (13-49)

$$
\begin{equation*}
Q=\frac{56.75}{6}=9.45 \tag{13-51}
\end{equation*}
$$

In the higher channels $f_{0}>56.75$ megarycles and $\Delta f$ remains constant at 6 megacycles; hence the value of $Q$ for channel No. 2 is a minimum.

With a $Q$ in the vicinity of 10 or more, the condition of antiresonance in the tuned circuit is given by

$$
\begin{equation*}
\omega_{0} L=\frac{1}{\omega_{0} C} \tag{13-52}
\end{equation*}
$$

and the required value of $L$ is

$$
\begin{equation*}
L=\frac{1}{\omega_{0}^{2} C} \tag{13-53}
\end{equation*}
$$

At antiresonance, the impedance of the network must be equal to $R_{p p}$ and we may write

$$
\begin{equation*}
\frac{L}{r C}=R_{p p} \tag{13-54}
\end{equation*}
$$

or the remuited value of resistance in series with $L$, is

$$
\begin{equation*}
r=\frac{L}{R_{p p} C} \tag{13-55}
\end{equation*}
$$

An alternative expression for $r$ may be derived from the definition of $Q$.
or

$$
\begin{align*}
Q & =\frac{\omega_{0} L}{r}=\frac{1}{\omega_{0} C r} \\
r & =\frac{1}{\omega_{0} C Q} \tag{13-.56}
\end{align*}
$$

The value of $r$ given by (13-55) or ( $13-56$ ), may be obtained in two ways. The tuned circuit may be loaded with water-cooled noninductive resistors, or the coupling between the output transmission line and the tank circuit may be adjusted so that the proper value of resistance is reflected from the transmission line. In either case the power loss is the same.

We have seen in ('hapter 12 that in the higher television channels the values of inductance required are so small that they are difficult to obtain with lumped circuit parameters. By way of example we may calculate the value of $L$ required for the tank circuit of a transmitter operating in channel No. 7 . We shall assume that the total shunt capacitance in the circuit is at a maximum, say $10 \mu \mu \mathrm{f}$. By eq. (13-46) the resonant frequency for this channel will be

$$
\begin{equation*}
f_{6}=f_{c}+1.5=175.25+1.5=176.75 \text { megacyeles } \tag{1:3-57}
\end{equation*}
$$

and from $(1: 3-53)$ the value of inductance required is

$$
\begin{equation*}
L=\frac{1}{4 \pi^{2}(1.7675)^{2} \times 10^{16} \times 10^{-11}}=0.814 \times 10^{-7} \text { henry } \tag{1:3-58}
\end{equation*}
$$

This value is too low to be obtained conveniently with an inductance coil and the use of a transmission line as the tank circuit is indicated.

It might be presumed from our previous work that a quarter-wave short-circuited line should be used. Actually this is not a satisfactory solution to the problem because we must reckon with $C$, the total shunt capacitance of the output circuit; we must choose a section of transmission line to replace the value of $L$ calculated in eq. (13-58). In doing this we may draw on the results of the last chapter to an


Fig. 13-25. The final stage of a video transmitter. The par-allob-line plate tank is located cirectly above the tubes, largediameter tuhing is used for the line that fits over the plate commerwous. Cathode leads are shown bolow the sholf. The U-shaped mutent coupling loop is located behind the plate lines. (Courfesy of (olumbia Broadcasting System.)
advantage, for it was demonstrated that a shorted line of length $\lambda / 8$ exhibits an inductive reactance equal to that of a lumped inductance over a limited freguency range. It may be shown from our previous equations that for channel No. $7 f_{2} / f_{0}=1.015$ and $f_{1} / f_{0}=0.983$; hence from Fig. 12-17 we see that a negligible error is introduced by using the line in place of the coil.

With $l$ chosen as $\lambda_{0} / 8$ we next must calculate the $R_{0}$ of the line. Thus, from eq. (12-52),

$$
\begin{align*}
\frac{1}{\omega_{0} C} & =R_{0} \tan \frac{\pi}{4}  \tag{13-59}\\
R_{0} & =\frac{1}{\omega_{0} C}
\end{align*}
$$

where (' is the output capacitance of the final stage.
Since the output circuit of the push-pull amplifier is balanced to ground, it is more comvenient to use the parallel wire rather than the coaxial form of transmission line. For the former, $R_{0}$ is given by ${ }^{19}$

$$
\begin{equation*}
R_{0}=276 \log \frac{b}{a} \tag{13-60}
\end{equation*}
$$

where $b$ is the spacing between centers of the conductors and $a$ the radius of the conductors. The physiral length of the short-circuited transmission line may be calculated quite readily. In general, the phase velocity along the line is roughly 2.5 per cent less than it is in free space; hence we may write
or

$$
\begin{align*}
& r_{p}=(0.975)\left(3 \times 10^{19}\right) \mathrm{cm} / \mathrm{sec}  \tag{13-61}\\
& l=\frac{\lambda_{11}}{8}=\frac{(0.975)\left(3 \times 10^{10}\right)}{8(2.54) 100^{6} f_{\text {onn.c. }}}=\frac{1440}{f_{\text {ntu c. } . \text {. }}} \text { inches } \tag{13-62}
\end{align*}
$$

For channel No. 7 this represents a length of 8.15 inches. Caution should be exercised in using this figure, for it represents the total effective length of the plate line and must include the length of the connecting leads plus the length of the plate leads within the tubes themselves. In the higher chamnels this may bring about considerable difficulty because enough of the plate line must be external to the tubes so that coupling to the transmission line may be effected. This trouble may be overcome hy extending the line length, $l$, to some odd

[^159]multiple of $\lambda_{0} / 8$. That this procedure does not affect the electrical properties of the line may be verified from the short-circuited line reactance curves of Fig. 12-15a.

It may be observed from eq. (13-59) that the required value of transmission line characteristic impedance, $R_{0}$, increases as the resonant frequency. $f_{10}$ is lowered; hence in the lower television channels a large ratio $b / a$ is required for constructing the parallel wire transmission line and it may not be possible to fit the required dimensions to the plate connections. Furthermore, in these lower channels the between-conductor spacing may approach the physical length of the line, thereby rendering the $R_{0}$ equation invalid. Where these conditions exist, an alternate design procedure is necessary. Since the required value of $R_{0}$ may be reduced by changing the line length from the $\lambda / 8$ value, a new and longer value of $l$ may be chosen to lower $R_{0}$ to a practicable value. If this procedure is followerl, care must be taken to ensure that the line presents the proper reactance within a few per cent over the entire pass band. As in the lumped circuit case. the necessary value of $r$ may be reffected in from the transmission line.

## TRANSMISSION LINE AND ANTENNA SECTION

The fourth function required of the television transmitter is that it deliver the vestigial-sideband signal of the R.A. type to the antenna system. Thus, in this last section we shall discuss the various components which perform this function.

## 13-15. The Coupling Loop and Balun

As a first step in delivering the output of the final modulated stage to the antennas we must couple the modulated output to the transmission line system. Mutual inductance coupling is used in order to isolate the transmission line systen from the high d-c voltage on the plates of the final amplifier. A further problem arises in that the final output, which is balanced to ground, must be converted to an unbalaneed signal because the coaxial form of transmission line is used throughout the entire filter and antenna feed system. One form of coupling network and Balun which has been used successfully is shown in Fig. 13-26. The left-hand member of the inverted $U$ is a quarter of a wavelength long at $f_{n}$ and the impedance between $X$ and
ground is infinite. For this reason the extended portion of the coax center conductor may be fastened at $X$ for physical support and still remain ungrounded to a-e. Coupling be-


Fig. 13 26. The Balun pickup loop. An actual loop of this type is shown in Fig. 13-25. tween this extended center conductor and the final stage is provided by placing the entire $U$ close to the plate line of the final stage, the actual distance between them being adjusted so that the proper value of resistance is reflected back into the tank circuit. The single-ended output appears across the coaxial line and is delivered directly to the vestigial-sideband filter.
The sideband filter which is the second major component of the output section has been covered in Chapter 12. We next consider how its output, which is unbalanced to ground, may be converted to the balanced condition required by the antenna system. A simple Balun such as the one shown in Fig. 12-23 may not be used. Current practice employs a variation of the device in order to provide satisfactory operation over the full radiated bandwidth of approximately 6 megacyeles. We shall first consider why the simple Balun falls short in operating over this relatively broad bandwidth. Its equivalent circuit is shown at a in Fig. 13-27. At $f_{0}$ the Balun sleeve has a length of $\lambda_{0} / 4$ and behaves like an antiresonant circuit. It all other frequencies, however, the

(a)

(d)
(c)

Fig, 13-27. Broadbanding the Balum. The two output leads from the Batun may be coasial lines. (a) kquivalent lumper-constant circuit of the Batun shown in Fig. 12-23. (b) Cross section of the broadhand Balun. (r) Equivalent cireuit of (b). (d) Simplified equivalent circuit.
length is not $\lambda / 4$, the impedance from $y$ to ground is no longet infinite, and the condition of balance is upset.

This condition is remedied by the morlified Balun shown in cross section at $b$. Notice that the center coax conductor is extended and anchored to an additional quarter-wave stub and that the outer sleeve has been extended upward to enclose this stub. By this device lines $x$ and $y$ are both connected to ground through equal impedances, and balance is maintained. The stub lengths are each $\lambda_{0} / 4$ and present infinite impedance to ground at $f_{0}$. At other frequencies the imperlance departs from its infinite value but balance is maintained, for both the upper and lower stubs exhibit the same frequency characteristic. ${ }^{20}$

## 13-16. Diplexer

The signal is push-pull at the Balun ontput and ready to feed the antenna system. Before discussing the transmitting antenna, however, it is well to consider the diplexing unit, which is indicated in the block diagram of the over-all television system (Fig. 9-1). Let us digress for a moment to see what need. if any, exists for such a unit.

In our discussion of the transmitting facilities we have directed cur attention wholly to the risual transmitter. In an actual station two transmitters must be used, the visual unit and the aural unit, which transmits the sound program accompanying the television picture. Normally one might expect that earch transmitter feeds its own separate antenna system; such a procedure has been used in several television stations. Another approarh to the problem is possible, however, because the audio carrier lies just above the upper limit of the video sidebands. Thus, if an antenna can be devised which can handle the full 6-megacycle bandwidth allotted to aural and video signals and if a feed system can be devised to prevent interaction between the two transmitters, they both may feed a single antenna system with a large saving in initial installation cost. The second condition is satisfied by the diplexer, which permits both transmitters to feed a single output without interaction.

[^160]Consider the Wheatstone bridge circuit shown in Figure 13-28a. Since the two resistances are equal and the two reactances are equal, the bridge is balanced. Both generators deliver power to the resistors, but they are completely isolated from each other. No voltage appears between $U$ and I' due to $E_{2}$, and $E_{1}$ produces no voltage


Fig. 13-28. Development of the diplexing unit. (a) Wheatstone bridge with two applied voltages. (b) The return path for $E_{2}$ is completed through ground. (c) The lower half of the bridge is replaced by a coaxial $Y$ section. (d) The $Y$ is combined with a Balun to give the emplete rirruit.
between $W$ and $Z$. By using ground as a common return we may draw the circuit as shown at $b$. We have already seen that we may replace a lumped reactance by a section of transmission line; hence we may replace the lower half of the bridge by a coaxial $Y$ shown at $c$.

Now let $E_{1}$ be the output of the aural transmitter, and $E_{2}$ the output of the visual transmitter after it has been converted to a push-pull form by a Balun like that shown in Fig. 1:3-27b. If this unit is combined with the $Y$ section, we have the diplexer in its final form as at $d$. Corresponding points in the diplexer and the basic Wheatstone bridge are labeled similarly to simplify comparison of the two circuits, which are equivalent to each other.

It must be emphasized that the diplexing unit is not essential. Its use does eliminate the need for two separate antenna systems for the
visual and aural programs; it is a standard feature with the RCA TT-5A transmitting equipment.

## TRANSMITTING ANTENNAS

It is beyond the scope of our work to study transmitting antennas in detail. ${ }^{21}$ We shall, however, state a few of the principal factors in their operation and describe a few typical antenna systems. Before proceeding to these factors we must first decide upon the direction of polarization of the radiated signal and the shape of radiation pattern required.

## 13-17. General Requirements

An electromagnetic wave traveling in space has two components, an electric and a magnetic field. If each of these two fields be represented by a vector, the electric field vector and magnetic field vector will be normal to each other and to the direction of propagation. The direction of polarization of the wave is taken to be the direction of the electric field.

A horizontal antenna radiates a wave whose electric field is horizontal; hence we may say that the wave is horizontally polarized. On the other hand a vertical antenna radiates a vertically polarized wave. Thus in deciding the direction of polarization of the radiated signal we are in effect deciding whether a vertical or horizontal antenna shall be used. The National Television System Committee in its report to the Federal Communication ('ommission recommended that horizontal polarization be standardized, for in comparison to vertical polarization it gives a better sigıal to noise ratio, is less susceptible to multipath reflections, and simplifies the design of the receiving antenna. ${ }^{22}$ It is interesting to note that vertical polarization permits a simpler transmitting antenna; the choice of horizontal polarization favors the receiver at the expense of the transmitter.

In reference to the location of the television transmitter the F.C.C. specifies that "the transmitter location should be as near the center of the proposed service area as possible, consistent with the appli-

[^161]cant's (station owner's) ability to find a site with sufficient elevation to provide service throughout the area. Location of the antenna at a point of high elevation is necessary to reduce to a minimum the shadow effect on propagation due to hills and buildings, which may reduce materially the intensity of the station's signals in a particular direction." ${ }^{23}$ In compliance with this directive most transmitters are located near the center of their service areas and, hence, require an antenna that radiates equal power in all directions in the horizontal plane. Such an antenna is described as omnidirectional.

It is convenient to show the directional characteristics of an antenna by means of its radiation pattern, which is a polar plot of relative radiated field strength $v$. direction in the horizontal plane. In choosing a tramsmitting antenna, then, we seek a horizontally polarized antenna system whose radiation or directivity pattern in the horizontal plane is a circle.
Certain other mechanical features are required of the transmitting antenna: it should he sufficiently rigid to withstand wind and ice loads and should be easy to mount at a high elevation.

## 13-18. The Dipole

The basic radiating element of most television transmitting antennas is the horizontal dipole, or half-wavelength-long antenna, fed at the center and placed parallel to the earth. For such a radiating element the field strength $\mathcal{E}$ at any angle $\theta$ measured from the axis of the antenna in the horizontal plane is given by ${ }^{21}$

$$
\begin{equation*}
\mathcal{E}=60 \frac{I}{d}\left[\frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}\right] \text { rolts/meter } \tag{13-63}
\end{equation*}
$$

where $I$ is the current at the antenna midpoint in amperes and $d$ is the distance from the antenna in meters. The field pattern or relative field strength may be plotted directly from the bracketed factor in eq. (13-63). The results are shown in Fig. 13-29. This "figure eight" radiation pattern indicates that the simple dipole alone falls short in meeting the omnidirectional requirement on the television antenna.

[^162]

Fig. 13-29. Relative field strength of a dipole in the horizontal plane.

$$
\varepsilon_{\max }=\frac{60 /}{d} \text { volt } / \text { meter }
$$

## 13-19. Crossed Dipoles

If, now, two dipoles be placed normal to each other and fed in time quadrature (i.e., the two are driven $90^{\circ}$ out of phase), each dipole will exhibit a figureeight field, but the resultant field will have the shape shown in Fig. 13-30. This resultant characteristic is derived on the following basis. In any direction $\theta$ the fields from the two antennas are in time quadrature; hence the resultant field is

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{\varepsilon_{l^{2}}+\varepsilon_{g^{2}}^{2}} \tag{13-64}
\end{equation*}
$$

Inspection of the diagram shows


Fig. 13-30. Radiation pattern of a pair of erossed dipoles fed in time quadrature.
that the crosed dipoles produce a field which closely approximates the ideal circular pattern, and such a combination may be assumed satisfactory for elevision work insofar as the horizontal directivity is concerned

I'nder certain circumstances the configuration of the supporting structure is such that the pair of crossed dipoles cannot be used. As a case in point, consider the tower of the ('hrysler Building in New lork (ity, which at one time housed the transmitting farilities of W('BS-TV'. As may be seen from lig. 1:3-31 the tower proper is


Fig, 1:3-31. Tramsmitting allomas located on the tower of the (Ohysker building in New York City. The antema cireled in white is an experimental one used for color tramsmission in the vicinity of 500 megacereses. At the top of the picture are four dipoles for transmission of the aural program. On the next lower level are the video antemas of the folded dipole type. (Courtesy of Cobmbiat Browdrasting System.)
topperd by a long aluminum spire. Were the crossed dipoles to be used, they would have to be mounted on the spire itself. Installation costs render such an installation impracticable and certainly the appearance of the building would not be enhanced by the protruding antenna elements and their associated transmission lines. To overcome these difficulties an antemna array consisting of four dipoles, one on each of the four tower sides, has been used. ${ }^{25}$ With these four elements fed in phase the field paltern has eight lohes, as shown in Fig. 13-32, and offers a satisfactory compromise. The particular pattern shown in the figure is for an carly prewar installation in which diplexing was not used. The several antennas which may be seen on the tower are identified in the caption of Fig. 13-31.

It should be noticed that in the ('hrysler Tower installation


Fig. 13-32. Radiation pattern of four dipoles arranged in a square and fed in phase. The rear lohe of each dipole is reflected in the forward direction by the tower on which the antenmas are mounted. each dipole is backed by the surface of the tower so that the energy radiated in the back lobe of the ligure eight is reflected in the forward direction and eq. (13-63) no longer obtains. It is interesting to note that along the diagonals through the tower the fields from adjacent dipoles overlap, causing the field to be a maximum.

## 13-20. Vertical Directivity

We have observed that the use of more than one dipole in the horizontal plane modifies the radiation pattern in that plane. In a similar manner, the stacking of dipoles one above the other modifies the radiation pattern in the vertical plane. To illustrate this principle we consider the radiation pattern of the dipole in the plane perpendicular to the dipole axis. Since rotational symmetry prevails

[^163]in the plane, the radiation pattern is a circle. Notice, then, that a vertical dipole would be an ideal radiating element because of its omnidirectional characteristic in the horizontal plane. We have already seen, however, that it would produce a vertically polarized wave, which is deemed less desirable for the television system as a whole.
With the dipole plared parallel to the earth, its circular vertical pattern represents a waste of radiated energy because all the energy radiated above the horizon is lost as far as receiving sets are concerned. It is desirable, therefore, to modify the vertical radiation pattern so that more energy is concentrated toward the horizon. This may be aceomplished by stacking two dipoles one above the other and feeding them in phase. For this simple array of two dipoles, spared a half-wavelength apart and driven by two equal in-phase currents the field in any direction $\phi$ is given by
\[

$$
\begin{equation*}
\mathcal{E}_{r}=2 \varepsilon \cdot \cos \left(\frac{\pi}{2} \cos \phi\right) \tag{13-65}
\end{equation*}
$$

\]

Evaluation of (13-65) shows that the resultant pattern is doublelobed, as shown in Fig. 13-33, and that the maximum field is in the horizontal direction ( $\phi=90^{\circ}$ ).


Fig. 13-33. Two dipoles are stacked vertically and fed in phase to increase the radiated energ. in the direction of the horizon. Notice also that in this direction the resultant field is twice that produced by a single dipole acting alone. The reguired inrrease in directivity has been obtained.

It is instructive to reason out the shape of the double-lobed pattern on a physical basis. Since the pattern is symmetrical about the vertical and horizontal axes, we need consider only the lower right-hand quadrant, defined by $0 \leq \phi \leq 90^{\circ}$. (Consider a point $P$ ) far removed from the antenna and in the direction $\phi=90^{\circ}$. The two antennas are excited in phase and are the same distance away from $P$; hence the fields from both dipoles are in phase at $P$ and add algebraically to give $\varepsilon_{r}=\varepsilon+\varepsilon=2 \varepsilon$,

Next consider a point $P$ below the array at $\phi=0^{\circ}$. Since the wave from the upper antenna travels one half-wavelength farther
than the wave from the lower antenna in reaching $P$, the two waves arrive in phase opposition and give $\varepsilon_{r}=\varepsilon-\varepsilon=0$. At all other angles in the first quadrant the wave from the upper antenna travels an additional distance $(\lambda / 2)$ cos $\phi$ and the two waves arrive at $P$ with a phase difference $\beta$, given by

$$
\begin{equation*}
\beta=\pi \cos \phi \tag{1:3-66}
\end{equation*}
$$

and the two fields may be combined by the law of eosines.

$$
\begin{aligned}
\mathcal{E}_{r} & =\sqrt{\varepsilon^{n}+\varepsilon_{1}^{n}+2 \varepsilon^{2} \cos (\pi \cos \phi)} \\
& =\sqrt{2} \varepsilon \sqrt{1+\cos (\pi \cos \phi)} \\
& =2 \varepsilon \cos \left(\frac{\pi}{2} \cos \phi\right)
\end{aligned}
$$

and we have denved eq. (13-65).

## 13-21. The Turnstile Antenna

The method just described for increasing rertical directivity by stacking radiating elements above each other may also be applied to the crossed dipoles to give a turnstile antenna. ${ }^{25}$ Such an array provides essentially an omnidirectional horizontal pattern with good vertical directivity. The latter may be increased even further be stacking more than two bays of crossed pairs. A three-bay turnstile antenna and its feeder system is shown in basic form in Fig. 13-34.

The feeder system shown in the diagram is of particular interest because all the dipoles in a vertical stack (i.e., $1 a, 2 a, 3 a$ or $1 b, 2 b, 3 b$ ) must he fed in phase, but the two stacks must be fed in quadrature. These phasing conditions are met by proper adjustment of the feed lines. Since an electromagnetic wave travels with a finite phase velocity, it suffers a shift in phase which is proportional to the electrical distance traveled, a distance of one wavelength corresponding to a shift of $360^{\circ}$. Thus a line of length $\lambda / 4$ may be used to delay a signal by $90^{\circ}$. We utilize this fact in the turnstile. By making the main feeder to stack $b \lambda / 4$ longer than the stack a feeder, the former stark is driven $90^{\circ}$ lagging with respect to stack $a$, and the required quadrature condition is obtained.

[^164]

Fig. 13-34. The turnstile antenna. (a) Configuration. (b) Feeder system.

Now consider the phase relationships that exist vertically in a given stack. Dipole $2 a$ is $\lambda / 2$ farther away from the driving source than dipole $3 a$; hence it would normally be driven $180^{\circ}$ out of phase from 3a. This condition is eliminated by transposing the interbay feeders as shown in the diagrams. The phase reversal, resulting from transposition, adds to the $180^{\circ}$ shift caused by added line length, and the net shift is zero. Thus the in-phase relationship is maintained in each vertical stack.

## 13-22. Broadbanding

In discussing the radiation patterns of the antenna systems mentioned in the last few sections we have carefully aroided one of the principal problems present in the television system, that of bandwidth. It is well and good to specify the dimensions of an antenna array in terms of some wavelength, $\lambda$, but when the radiated signal covers a frequency band of roughly 6 megacycles, just what $\lambda$ should be used and what is the performance of the system at wavelengths other than the one which is the basis for the design? To answer this, we must consider the effect of frequency on two factors: the radiation pattern and the impedance match between the transmission line and antenna array. As a starting point we may assume that the array dimensions are specified in terms of $\lambda_{0}$, the arithmetic mean of the wave bandwidth to be transmitted. At other frequencies in that band, the electrical dimensions of the array change and the directivity
of the radiated pattern will also change. In television transmission, however, the percentage bandwidth, $\Delta f / f_{0}$, is 0.1 or less, and these effects are generally considered to be of small importance.

On the other hand, the variation of the antenna impedance with frequency is of great concern. It is well known ${ }^{27}$ that if energy is supplied to an improperly terminated transmission line, only part of the energy will be absorbed in the termination and the rest will be reflected back to the driving source. If a similar mismatech occurs at the source, some of the energy will be reflected again and will appear at some later time at the terminating end as a "ghost" or reflected image. This condition is serious in television work because the ghost shows up as a weak image, displaced to the right of the main image on the receiver's fluorescent screen.

When reflections occur on a transmission line, the incident and reflected waves add to give "standing waves" of current and voltage. The ratio of a voltage maximum to a voltage minimum along the line is known as the voltage standing-wave ratio

$$
\begin{equation*}
\rho=\left|\frac{E_{\max }^{\prime}}{E_{\text {min }}}\right| \tag{13-67}
\end{equation*}
$$

and is a measure of the impedance mismatch at the terminal end of the line. When the line is terminated in its characteristic impedance, the voltage is constant along the line

$$
\left|E_{\text {mix }}\right|=\left|E_{\text {min }}\right| \quad \text { and } \quad \rho=1
$$

As a practical matter, it has been found that $\rho$ should be 1.1 or less through the whole television transmitter-to-antenna system. This condition requires that the antenna driving-point impedance remain constant within close tolerances throughout the entire 6-megarycle band. In general, two methods may be used to broadband the antenna impedance: the antenna may be designed to have a low $Q$, or compensating networks may be used. We shall consider these in order.

As the diameter of a radiating element is increased, the element's $Q$ decreases; hence one general principle of broadbanding an antenna is to use a conductor of large diameter. An extension of this principle has resulted in broadband dipoles consisting of two cones apex to

[^165]apex, two ellipsoids end to end, and other similar configurations. An example of a large-diameter, broadband dipole is shown in Fig. 13-35. A difficulty encountered with wide-band antennas of this


Fig. :3-3n. A large-diameter broadband dipote formerly used by W('BS-TV'. (Courtesy of Columbia Broadeasting System.)
type is that they must be mounted rigidly to withstand wind and ice loading.

The seconcl hroadbanding principle involves the use of a corrertive


Fig. 13-36. broadtanding a dipole with a compensating circuit. The admit tance. $Y_{s}$, of the dipole is shunted by a complementary admittance, $\Gamma_{p}$. network shtinted across the in-

[^166]approximately equivalent to a series resonant circuit. Let it be shunted by a parallel resonant circuit as shown in the diagram. Since the admittance functions of the two circuits are approximately complementary, they may be added to give a resultant admittance $Y=Y_{p}+Y_{s}$, which is approximately constant within a limited band range. (ienerally the compensating shunt network takes the form of a transmission line stub.

## 13-23. The Super Turnstile ${ }^{29}$

The super turnstile or batwing antenna has been widely used in the installation of postwar television transmitting stations and is a good example of the broadbanding technique. ('onsider the development of the radiating elements of this array as shown in Fig. 13-37. At $a$


Fig. 13-37. Development of the batwing radiating element of the superturnstile antema. (a) Dipole with compensating stub) supports. (b) The dipole is expanded into a sheet and the vertical eolges are notched to provide a better current distribution. (r) The sheet is replaced by a number of horizontal bars to reduce wind resistance.
we have a dipole and two shunt broadbanding stubs. Made of tubing, these stubs serve also as supporting elements for the dipole proper. Since the horizontal bar of each stub is located at a voltage node, these points may be grounded, thereby providing a rigid support. In order to provide additional broadbanding, we lower the $Q$ of the dipole by expanding it into a vertical, conducting sheet, as shown at $b$ in the diagram.

If now the vertical edges be notched as indicated by the dotted lines at $b$, the current distribution in the sheet is modified so that maximum current flows along the top and bottom edges and a minimum current flows across the center of the sheet. With this current distribution the radiating sheet is approximately equivalent to two

[^167]broadband dipoles stacked vertically at a distance of $\lambda_{0} / 2$, as illustrated in lig. 13-33. The notched sheet equivalent of the dipole pair is quite satisfactory from an electrical standpoint, but mechanically it represents a poor design because the large sheet has considerable wind resistance. This last difficulty is overcome by using the compromise design shown in Fig. 13-37c where the sheet is replaced by a number of horizontal condurting bars. The number of these bars required to maintain the proper electrical characteristics has been determined experimentally to be seven. The resulting batwing exhibits excellent broadband characteristics and commercial design has centered on three batwing sizes, one to cover each of the following frequency bands: 54-66, 66-88, and 174-216 megacycles.

The batwing elements may, of course, lee crossed in pairs and starked vertieally in a turnstile pattern to form a super turnstile antenna. A trpical unit of this type before creetion is shown in Fig. 13-38. The particular antenna shown employs six bays stacked


Fig. 13-3s. A six-bay superturnstile antenna before ereetion. (C'ourtesy of Amerioan Broadleasting ('ompany.)
vertically and provides a power gain of 6.4 as rompared to a simple dipole located at the midpoint of the super turnstile array, i.e., 6.t kilowatts fed to the dipole would produce the same field as 1 kilowatt fed to the actual array.

## 13-24. Testing

It is beyond the scope of our work to consider the several techniques used in checking transmitter performance. A description of
these techniques is available in the literature. ${ }^{30,31,32,33}$ We shall, however, consider one test which is quite representative, namely, that of the standing-wave ratio on the transmission lines which interconnect the transmitter, filter, and antenna system.

The standing-wave ratio, $\rho$, has been defined in eq. (13-67) and may be determined by measuring the voltage maximum and minimum along the transmission line. This may be done by the familiar slotted-line technique, ${ }^{34}$ which requires that a section of the line, at least $\lambda_{0} / 4$ in length, have its outer conductor slotted to allow the introduction of a probe into the coaxial line field as shown in Fig. 13-39a. Since the voltmeter reading is proportional to the voltage across the coaxial line at the point where the probe is inserted, $\mid E_{\max }$ and $\left|E_{\text {min }}\right|$ may be determined by sliding the probe along the slot


Fig. 13-39. Detcrmination of voltage standing-wave ration an at coaxial line. (a) The slotted line may be used for measuring $p$. (b) A directional coupher may also be used to determine $\rho$. (c) Equisalent bridge of the directional coupler. (Courtesy of Pror. /RES.)

[^168]and noting the corresponding voltmeter readings. When these two voltages are known, $\rho$ may he calculated from their ratio.

Notice that the presence of the slot which must accommodate the movable probe in the outer coaxial conductor precludes the use of a pressurized coaxial line. Since it is desirable to maintain dry air or nitrogen under pressure in the line to reduce the danger of arc-over, we seek an alternative technique, which utilizes a fixed probe. If such a scheme is possible, the probe may be fixed in position with an insulating, pressure-tight collar and gasket, but some technique other than that of measuring $\left|E_{\max }\right|$ and $\left|E_{\min }\right|$ must be found in order that the standing-wave ratio may be determined.

Since the voltage maxima and minima along the transmission line are the direct result of the incident and reflected waves, it should be possible to measure the power in each of these components separately and then to determine $\rho$ from these measurements. What is required, then, is a device which will measure the flow of energy in one direction along the line. Several forms of directional coupler have been devised which meet this requirement. One type, developed by Morrison and Younker is illustrated in Fig. 13-39b. 35.35.37 The small slot in the outer conductor of the coaxial line behaves like a lumped inductance in series with the outer conductor and the probe is capacitively coupled to the center conductor. The whole measuring circuit may therefore be redrawn as a Maxwell hridge, as shown at $c$ in the diagram. Consider the operation of the circuit when the transmission line is properly terminated in its characteristic impedance, $R_{0}$. $C$ may be adjusted by varying the probe-to-center conductor spacing until

$$
R R_{v}=\frac{I}{C}
$$

which specifies the balanced condition of the bridge. When this condition obtains, no current flows through the meter, which will read zero. In other words, when the bridge satisfies (13-68), energy flowing from left to right along the transmission line produces no reading on the meter.

[^169]If, on the other hand, the generator and load are interchanged, the bridge will no longer be balanced and the meter reading depends upon the flow of energy from right to left along the transmission line. Thus the bridge circuit is sensitive to the direction of energy flow in the line. If the line is improperly terminated and reflections occur, the meter reading will depend upon the energy in the reflected wave only.

It may be shown quite readily that the incident wave energy will be measured if $R$ and the meter are interchanged. Thus if a switching arrangement in the bridge is provided, the power in the incident and reflected waves, $P_{i}$ and $I_{r}$, respectively, may be measured and the corresponding standing-wave ratio will be

$$
\begin{equation*}
\rho=\frac{1+\sqrt{\frac{P_{r}}{P_{i}}}}{1-\sqrt{\frac{P_{r}}{P_{i}}}} \tag{13-69}
\end{equation*}
$$

## CHAPTER 14

## RECEIVERS

Although we have placed emphasis on the video portions of the television pickup and transmission facilities, it must be remembered that a complete television program consists of two separate groups of signals, one for the aural and one for the visual programs. As we have seen, each of these programs is radiated on a separate modulated carrier, the two carriers being separated by 4.5 megacyoles, and in designing a television receiver we must devise a single unit which can accept both signal groups, separate them, and convert each into its appropriate medium of sight or sound. Two receiver design trends have developed during the postwar years, which result in receivers that, for the lack of more precise terms, we may designate as "conventional" and "intercarrier." In the early part of the chapter we shall consider the former type; the intercarrier receiver is discussed at the end of the chapter.

It will be realized that a large number of manufacturers are active in the field ${ }^{1}$ and it is not practicable to consider the many variations which are used in receiver design. We shall, therefore, confine our study to general principles and illustrate them with circuits used in representative commercial receiver models.

## THE CONVENTIONAL RECEIVER

The first type of receiver to be considered is the conventional type whose functional diagram is shown in Fig. 9-1. As described in ('hapter 9, it is a special form of superheterodyne receiver which comprises a common front end or R-F and converter section which selects the visual and aural programs from a single transmitting station, amplifies, and converts them to the intermediate or I-F frequency band; and two separate I-F and low-frequency systems

[^170]which amplify, detect, and convert each program to its proper medium.

## 14-1. General Discussion

It is well to consider some of the general aspects of receiver design before proceeding to a consideration of the circuit details. For example, we have observed that the R-A system of transmission, which is standard in the United States, requires that the receiver attenuate the incoming signal's lower vestigial sideband in a certain mamner, as shown in Fig. 12-8b. We must decide in whirh section of the receiver this attenuation may most conveniently take place.

Clearly the R-A characteristic must be located at some point ahead of the second video detector because it must operate on a modulated, as contrasted to a detected, signal. It follows at oner that the required filtering will take place in the $\mathrm{l}-\mathrm{F}$ section, the video $\mathrm{I}-\mathrm{F}$ section, or in both of them. Consider these possibilities. The I-F system always works over the same frequency band, regardless of the incoming signal frequency. Thus a single filter, placed in the I-F chain, may be tuned once to serve for all channels. (on the other hand, if the filter is placed in the R-F chain, it will have to be retuned each time the set is switched from one channel to another. It is at once apparent that the simpler system will result when the filtering action takes place in the I-F chain alone. We shall discuss means of providing a pass characteristic which has odd symmetry about the 50 per cent response I-F visual carrier frequency point for a range of $\pm 0.75$ megacycle in a later section.

A second point which must be considered in sets which employ a small cathode-ray tube is the maximum video bandwidth for which the set must be designed. The need for this consideration arises because the smaller tubes, operating with low second anode voltages, tend to have a scanning beam whose diameter is disproportionately large. As an example of this, consider a 5 -in. tube whose beam diameter is $1 / 75 \mathrm{in}$. For a standard 4 to 3 aspect ratio, the height. of the reproduced image will be 3 in . and the maximum number of elements which can be reproduced along a vertical line in the picture will be roughly the height divided by the beam diameter, or $3 \times 75$ $=225$ elements. In order that the horizontal resolution be equal to the vertical resolution, this means that a bandwidth of roughly 3 megarycles is required. We shall see in ('hapter 15 that the gain-
bandwidth product of an amplifier is a constant for a given tube type; hence, if the amplifiers are designed for the full 4.5 -megacyele bandwidth, more stages will be reguired for a given gain. For the 5 -in. receiver under consideration this would represent an uneconomical design. Modern television tubes of 10 in , or larger sizes are capable of reproducing the full video signal, and sets which incorporate them should be designed for a 4.5 -megacycle bandwidth. In the work which follows we shall use this last figure.

With these two factors considered we may draw a functional diagram of the conventional receiver as shown in Frig. 14-1. The in-


Fig, 14-1. Functional diagram of the ementional tolevision receiver.
coming visual and aural programs are selected, amplified in the R-F stage, and combined with the local oscillator output in the converter to give the I-F risual and aural programs. Notice that the local oscillator operates at a frequeney higher than the incoming carriers. This fact shows up in the diagram because the two carriers interchange positions: at the input the audio carrier is higher than the video carrier, whereas in the I-F systems the video carrier has the higher frequency. The reason for this carrier frequency change-over is discussed in a subseruent section.

The two I-F carriers are separated by suitably tuned I-F circuits and the remaining portions of the receiver handle the visual and aural programs in two independent channels. The functional diagram shows the breakdown of the composite signals into their component parts. We next consider the several sections of the receiver, which are illustrated in the block diagram of Fig. 9-1.

It is interesting to note that the complexity and performanee of the input stage of the television receiver has been increasing. In the prewar sets, the R-F stage generally took the form of a multiple-tuned passive network, which served to provide selectivity and the proper
impedance termination for the antenna lead-in line. Since the war the industry has become more aware of the problems of noise, local oscillator radiation and interference, and the trend has been toward front ends incorporating a vacuum tube R-F stage. We first consider the problem of noise at the input of the television receiver, for it is at this point that the maximum signal-to-noise ratio of the entire receiver system is established.

## 14-2. Available Power and Noise Figure ${ }^{2.3}$

In order to establish the importance of the first receiver stage in setting the signal-to-noise ratio, we shall consider some basic concepts of noise and noise generators. First we consider a voltage source, which by Thevenin's theorem may be replaced, as far as the load is concerned, by a constant voltage $E$, equal to the open-circuit voltage of the generator, in series with an impedance $Z_{g}$, and equal to the internal impedance of the generator. The conventional representadion of the generator is illustrated in Fig. 14-2a. If, now, a variable


Fig. 14-2. Alternative representations of a generator. (a) Constan voltage (Thevenin's equivalent). (b) Constant current (Norton's equivalent).
impedance, $Z_{L}$, is connected to the generator, the current $I$ flowing in the circuit will be maximum when $Z_{L}$ is the conjugate of $\boldsymbol{Z}_{g}$, i.e., when

$$
\begin{equation*}
R_{L}=R_{g} \quad \text { and } \quad \lambda_{L}=-\lambda_{g} \tag{14-1}
\end{equation*}
$$

When this condition is satisfied, the net reactance in the circuit is zero, and the maximum current which flows will be

$$
\begin{equation*}
I_{\max }=\frac{E_{\theta}}{2 R_{g}} \tag{14-2}
\end{equation*}
$$

[^171]and the power delivered to the load will be
\[

$$
\begin{equation*}
W=I^{2}{ }_{\max } R_{L}=\frac{E^{2}}{4 R_{o}} \tag{14-3}
\end{equation*}
$$

\]

The last three equations are simply a statement of the maximum power transfer theorem, and it follows that $W^{\prime}$ is the maximum or "available" power of the generator. Since the available power is related to $E$, the generator may also be described in terms of $W$, its available power, and $Z_{\theta}$, its internal impedance. Of course, this concept may be applied to the generator whether it is a source of signal or of noise.
Still another form of equivalent circuit for a generator may be had by application of Norton's theorem. In this case the generator is represented by its internal impedance, $Z_{a}$, shunted by a constantcurrent generator which produces a current, $I$, equal to the shortcircuit current. The corresponding equivalent circuit is shown at $b$ in Fig. 14-2. Again we have by the maximum power transfer theorem that the maximum or available power of the generator will be

$$
\begin{equation*}
W^{\cdot}=\frac{l^{2}}{4 r_{i}} \tag{14-4}
\end{equation*}
$$

where $G_{g}$ is the conductive component of the internal admittance. We see, then, that either generator of Fig. 14-2 may be specified in terms of its available power and its internal impedance (or admittance).

Having defined the available power of a generator, we next consider the "available power gain" of a four-terminal network, which may he either active or passive.


Fig, 14-3, A ferleratom is commered to a Cont-terminal network. In Fig. 14-3 such a network is driven by a generator of internal admittance $\boldsymbol{Y}_{A}$ and of available power $\mathfrak{W}_{A}$. By an extension of our previous work we may replace the entire network to the left of the dotted line by an equivalent gencrator of available power $W_{B}$ and equivalent internal admittance $\boldsymbol{Y}_{B}$, Notice that $W_{B}$ will be the power dissipated in the load only when $\boldsymbol{Y}_{L .}\left(=1 / \boldsymbol{Z}_{L}\right)$ is the complex conjugate of $\boldsymbol{Y}_{B}$. It should be noted that $\boldsymbol{Y}_{B}$ may or may not be dependent upon $\boldsymbol{Y}_{A}$,
depending upon the nature of the four-terminal network. This fact will he illustrated shortly.

The ratio of $W_{B}$ to $W_{A}$, the available powers, respectively, of networks $B$ and $A$, is defined as the available power gain, $\Gamma_{B}$, of the network $B$ :

$$
\begin{equation*}
\Gamma_{B}=\frac{W_{B}}{W_{A}}=\text { available power gain of network } B \tag{14-5}
\end{equation*}
$$

In the general case both networks of lig. 14-3 will contain resistance and hence will be sources of Johnson or thermal agitation noise. Furthermore, if they contain vacuum tubes, they will produce additional noise resulting from shot, flicker, and partition effects, which have been described in ('hapter $6 .{ }^{4}$ In that chapter we observed that, in each case. tube noise may be replaced by an equivalent resistance plared at the input of a noiseless amplifier. The value of this resistance is chosen so that its Johnson noise, when amplified by the ideal amplifier, will be equal to the output noise of the actual amplifier. Thus all noise sources may be reduced to an equivalent Johnson noise. which by eq. (6-26) has a mean squared voltage of

$$
\overline{e_{j}{ }^{2}}=+k T R \Delta f
$$

where $R$ is the equivalent noise resistance which remains constant in the noise band $\pm f$. From our definition of arablable power we see that the available noise power of the equivalent resistance $R$ is

$$
\begin{equation*}
N=\frac{\overline{e_{i}^{\prime \prime}}}{4 k^{2}}=k T \Delta f \tag{1+6}
\end{equation*}
$$

It is interesting to note that $N$ is independent of the value of $R$.
For the sake of completeness we define $\Delta f$, the noise bandwidth of a network. The curve of I of a network is plotted against frecurency in Fig. 14-4. Then, by definition.
$\Gamma_{\text {max }} \Delta f=$ area under $\Gamma$ curve
or $\Delta f=\frac{1}{\Gamma_{\max }} \int_{0}^{\infty} \Gamma d f(14-8)$


Fig. 14-4, Determination of the moise bandwidth. $\pm f$.

[^172]We have already observed in ('hapter 6 that $\Delta f$ may generally be taken to be the half-power bandwidth of the network. Where one or two single-tuned circuits occur in the network, $\Delta f$ is 1.57 or 1.22 times the half-power value, respectively.

We now consider the concept of the noise figure $F_{B}$ of network $B$. For the circuit of Fig. 14-3 let
$\left.\begin{array}{rl}S_{A}= & \text { available signal power of network } A, \\ X_{A}= & \text { available noise power of network } A, \\ S_{B}= & \text { available signal power at the output terminals } \\ & \text { of network } B, \\ N_{B}= & \begin{array}{l}\text { available noise power at the output terminals } \\ \\ \text { of network } B .\end{array}\end{array}\right\}$
Then, by definition,

$$
\begin{align*}
F_{B} & =\text { noise figure of network } B \\
& =\frac{S_{A} / N_{A}}{S_{B} / N_{B}}=\frac{S_{A}}{S_{B}} \frac{N_{B}}{N_{A}} \tag{14-10}
\end{align*}
$$

Since network $B$ contains no signal source, $S_{B} / S_{A}$ is precisely the available power gain of the network. and eq. (14-10) may be written

$$
\begin{equation*}
F_{B}=\frac{V_{B}}{\Gamma_{B} N_{A}} \tag{14-11}
\end{equation*}
$$

Since network $B$ is itself a source of noise, $N_{B} / N_{A}$ is not equal to $\Gamma_{B}$ but rather

$$
\begin{equation*}
N_{B}=\lambda_{1} \Gamma_{B}+k T د f \tag{14-12}
\end{equation*}
$$

i.e., $V_{B}$ consists of an amplified component $N_{A} \Gamma_{B}$, developed in network $A$, plus the component $k T \Delta f$, which is developed in $B$. We can, however, without changing $\lambda_{B}$ replace $B$ by a noiseless equivalent network, say $B^{\prime}$, of available power gain $\Gamma_{B}$, to which is applied an available input noise power $N_{B}{ }^{\prime}$, given by

$$
\begin{equation*}
N_{B}^{\prime}=\frac{N_{B}}{\Gamma_{B}} \tag{14-13}
\end{equation*}
$$

On this basis the noise figure becomes

$$
\begin{equation*}
F_{B}=\frac{N_{B}^{\prime}}{N_{A}}=\frac{N_{B^{\prime}}}{k T \Delta!} \tag{14-14}
\end{equation*}
$$

Notice that if $B$ is a noiseless network, the serond term in (14-12) becomes zero, and the total arailable noise reforred to the input becomes simply $N_{A}=k T \Delta f$. If $B$ is a noise source, the total available noise referred to the input terminals is $V_{B}^{\prime}$ of e(1. (14-13). Therefore (14-14) may be interpreted in the following manner. The noise figure $F_{B}$ is the ratio of the equivalent input noise power of the actual network $B$ to that of the equivalent noiseless network $B^{\prime}$.

C'onsideration of the work just presented indicates that $N_{B}$ ' also consists of two components, the input from the signal source $A$ and the noise generated in $B$, referred to the input terminals of $B$. The former is known to be $k T \Delta f$, so the second component may be evaluated by judicions factoring. Thus, from (14-14),

$$
\begin{equation*}
N_{B}^{\prime}=F_{B} k T \Delta f=\left(F_{k}-1\right) k T \Delta f+k T \Delta f \tag{14-15}
\end{equation*}
$$

where $\left(F_{B}-1\right) k T \Delta f=$ the available noise power generated in $B$, refered to the input terminals of $B(14-16)$
It should be observed that the whole concept in use here is that we replace the artual network by its noiseless equivalent and increase the available input power by sum an amount that the actual available noise at the output remains unchanged. This concept may be extended to the case where two or more stages are cascaded. Thus let the output of network $B$ feed the input of a four-temminal network $C$, which has a noise figure $F_{c}$. 'Then, by analogy to our previous work, we may refer the noise gencrated in $C$ to the input terminals of $C$ as $V_{r^{\prime}}=\left(F_{C}-1\right) k T \Delta_{f}=$ available noise power generated in $C$, referred to the input terminals of $C$
and this, in turn. is reflected back to the input terminals of $B$ as

$$
\begin{equation*}
\frac{N_{r^{\prime}}}{\Gamma_{B}}=\frac{\left(F_{c}-1\right) k \cdot \partial f}{\Gamma_{B}} \tag{14-18}
\end{equation*}
$$

'Thus, the two-stage network may be replaced by two noiseless stages, $B^{\prime}$ and $C^{\prime}$, fed by an available noise power

$$
N_{B}^{\prime}+\frac{N_{C} I^{\prime}}{\Gamma_{B}}=F_{B} k T \Delta f+\frac{\left(F_{C}-1\right) k^{\prime} T \Delta f}{\Gamma_{B}}
$$

and. by (14-14), the noise factor of the cascaded pair is

$$
\begin{equation*}
F_{B \cdot}=F_{F}+\frac{(F}{\Gamma_{Z}^{\prime}}-\frac{1}{\prime} \tag{14-19}
\end{equation*}
$$

The last equation is of extreme importance in the design of the front end or R-F section of a telerision receiver, for note the following: if the first stage has a large value of available power gain, $\Gamma_{B}$, the noise figure of the circuit is essentially equal to that of the first stage alone, and the noise contribution of the following stages may be neglected. If, on the other hand, $\Gamma_{B}$ is low, the over-all noise factor is affected by the remaining amplifier stages. We may, therefore, set down a first requirement on the input stage of the receiver: it shall have as high an available power gain as feasible, and hence will generally be an active circuit employing a vacuum tube instead of being a passive circuit.

A second requirement on the input stage follows immediately. If $\Gamma_{B}$ is high, $F_{B}$ is the noise figure of the entire amplifier; hence the input stage should be designed to be as noise-free as possible. We have already seen that because of the partition effect, pentodes gencrate more noise than similar triodes. We have ako seen that high values of $g_{m}$ reduce tube noise; hence we expect the input stage of the television receiver to employ a high- $y_{m}$ triode.

In general, a triode may be used in three comections which are named for the tube element that is grounded, i.e., grounded cathode. grounded grid, or grounded plate (cathode follower). We next investigate the noise figure and available power gain for these three types of connection, which are illustrated in Fig. 14-5. Notice that


Fig. 14-5. The triode may be connected in three ways. (a) (irounded-cathode amplificr. (b) (irounded-plate circuit (rathode follower). (e) (irounded-grid amplifier.
admittances are used instead of impedances in order to simplify the algebraic work which follows. (onsider first the more conventional grounded-eathode stage. The generator cireuit at the left of the dotted line is the receiving antenna. Then. reading directly from the diagram, we have for the grid voltage on the tube

$$
\begin{equation*}
E_{g}=\frac{I_{A}}{\boldsymbol{Y}_{A}+\boldsymbol{Y}_{i}} \tag{i+-20}
\end{equation*}
$$

and, by the equivalent plate circuit theorem, the plate circuit of the tube proper may be replaced by an admittance $g_{p}=1 / r_{p}$ in parallel with a generator which produces a constant current

$$
\begin{equation*}
g_{m} \boldsymbol{E}_{\eta}=\eta_{m} \frac{\boldsymbol{I}_{A}}{\boldsymbol{Y}_{1}+\boldsymbol{Y}_{i}} \tag{14-21}
\end{equation*}
$$

Now the amplifier stage of Fig. 14-5a may be identified with the four-terminal network, $B$, shown in Fig. 14-3. Thus, in order to calculate $\mathbb{S}_{B}$, the available signal power at the output terminals, we terminate the output in a variable load $Y_{L^{\prime}}$, which we vary until maximum power is delivered by the network. The maximum power condition will obtain when $Y_{L}{ }^{\prime}$ is the complex conjugate of the net internal impedance $g_{p}+Y_{L}$. Luder this comdition, the total susceptance is zero and
where

$$
\begin{equation*}
G_{L}^{\prime}=\varphi_{p}+i_{L} \tag{1+22}
\end{equation*}
$$

and $\quad i_{L}=$ conductive component of $\boldsymbol{Y}_{L}$.
The output voltage will be

$$
\begin{equation*}
E_{o}=-\frac{g_{m} E_{p}}{g_{p}+{i_{L}}_{L_{L}}+{\left(i_{L_{L}^{\prime}}^{\prime}\right.}^{\prime}} \tag{1+-2:3}
\end{equation*}
$$

and, substituting from ( $14-21$ ) and ( $14-22$ ), we have

$$
\begin{equation*}
E_{o}=-\frac{g_{m} I_{A}}{\left(Y_{A}+Y_{i}\right) 2\left(\eta_{p}+\left(r_{L}\right)\right.} \tag{14-24}
\end{equation*}
$$

and the available signal power will be

$$
\begin{align*}
\kappa_{B} & =E_{o}^{2}{ }^{2} G_{L_{L}}^{\prime}=\frac{g_{m}^{2} I_{A}^{2}\left(g_{p}+\left(r_{L}\right)\right.}{4 Y_{A}-\left.1 Y_{i}\right|^{2}\left(g_{p}+\left(r_{L}\right)^{2}\right.} \\
& =\frac{!_{m}^{2} I_{A}^{2}}{4 Y_{A}+Y_{i}\left(g_{p}+i_{L_{L}}\right)}
\end{align*}
$$

By (14-14) the available signal power of the antenna is

$$
\begin{equation*}
S_{A}=\frac{I_{A}{ }^{2}}{4 G_{A}} \tag{14-26}
\end{equation*}
$$

hence, by ( $14-5$ ), the available power gain of the grounded-cathode stage becomes

$$
\Gamma_{b}=\frac{\boldsymbol{S}_{B}}{S_{A}}=\frac{g_{m}^{2} G_{A}}{\boldsymbol{Y}_{1}+\left.\boldsymbol{Y}_{i}\right|^{2}\left(g_{p}+G_{L}\right)} \quad \begin{align*}
& \text { (irounded-CATHode }  \tag{14-27}\\
& \boldsymbol{S}_{\text {tagk }}
\end{align*}
$$

We next consider the noise figure of the same stage. Two sources of noise are present in the stage itself, the shot effect in the plate current ${ }^{*}$ and thermal noise in $G_{L}$. We consider these in order. From eq. (6-24) the mean squared current in the plate circuit resulting from the shot ceffert is

$$
\overline{i_{s}^{2}}=2 \varepsilon i \Delta f I
$$

and substituting for 2 عil from -(6-31) we have

$$
\begin{equation*}
\overline{i_{s}^{2}}=\int_{m}{ }^{2} R, 4 k T \Delta f \tag{14-28}
\end{equation*}
$$

where $R_{t}$ is the equivalent noise resistance of the tube. Since the internal condurtance of the circuit is ( $g_{p}+\left(G_{L}\right)$, we have by (1t-4) that the available shot noise at the output terminals of the amplifier is

$$
\begin{equation*}
N_{s}=\frac{\overline{i_{s}{ }^{2}}}{4\left(g_{p}+G_{L}\right)}=\frac{g_{m}{ }^{2} R_{k} k T \Delta f}{\left(g_{p}+G_{L}\right)} \tag{14-29}
\end{equation*}
$$

This noise may be referred to the input terminals of the amplifier by application of (14-13), thus

$$
N_{s}^{\prime}=\frac{N_{B}}{\Gamma_{B}}
$$

and, substituting for $\Gamma_{B}$ from (14-27), we finally have

$$
N_{s}^{\prime}=\frac{\left|Y_{A}+Y_{i}\right|^{2}}{G_{A}} R_{t} k T \Delta f \quad \text { Shot Effect } \quad(14-30)
$$

The noise due to the Johnson effect in $G_{L}$ may be handled in a similar

[^173]manner. Thus the mean squared Johnson noise current in the plate circuit is ${ }^{6}$
\[

$$
\begin{equation*}
\overline{i_{j}^{2}}=4 k T G_{L} \Delta f \tag{14-31}
\end{equation*}
$$

\]

and the available Johnson noise power at the output terminals of the amplifier will be

$$
\begin{equation*}
X_{j}=\frac{\overrightarrow{i_{j}^{2}}}{4\left(g_{p}+\left(i_{L}\right)\right.}=\frac{\left.k_{T} T\right\lrcorner f G_{L}}{\left(g_{p}+G_{L}\right)} \tag{14-32}
\end{equation*}
$$

This quantity may also be referred to the input terminats by the use of (14-13); hence the available Johnson noise at the input of the amplifier is

The two remaining noise sources, which contribute to the total noise at the amplifier input, are the antenna itself and the conductive component of $Y_{i}$. The available power caused by the former is by (14-6)

$$
\begin{equation*}
V_{A}=k T \lambda_{f} \underset{\substack{\text { Johrson } \\ \text { in } G_{A}}}{\substack{\text { Corse } \\(14-34)}} \tag{14-34}
\end{equation*}
$$

The mean squared Johnson noise current due to ( $i_{i}$ will be

$$
\begin{equation*}
\overline{i_{j}^{2}}=4 k T \Delta f C_{i} \tag{14-35}
\end{equation*}
$$

and, as may be seen from Fig. 14-5a, this curent generator may be moved to the left of the dotted line to berome part of the signal source, and hence will have an available power

Then the total available noise power at the input of the amplifier

[^174]then (6-26) becomes
$$
i^{2}=\frac{r^{2}}{R_{G}{ }^{2}}=\frac{\mathfrak{t k} \cdot T R_{g} \Delta f}{R_{q}^{2}}=\mathfrak{H k T} G_{g} \Delta f
$$
network $B$ will be the sum of all the arailahle input powers calculated, or
\[

$$
\begin{equation*}
N_{B}^{\prime}=N_{i}+N_{i}+N_{j}^{\prime}+N_{n}^{\prime} \tag{14-37}
\end{equation*}
$$

\]

Bre ef ( $1+-14$ ) the unise figure of the amplifier is:

$$
F_{B}^{\prime}=\frac{N_{B}^{\prime}}{N_{A}}
$$

which reduces to

$$
\begin{equation*}
F_{B}=1+\frac{\left(\boldsymbol{i}_{i}\right.}{G_{A}}+\frac{\boldsymbol{Y}_{A 1}+\left.\boldsymbol{Y}_{i}\right|^{2}}{\boldsymbol{G}_{A}}\left(\frac{\boldsymbol{i}_{L}}{g_{m}^{2}}+R_{i}\right) \underset{\text { Cathode }}{\text { (inounded- }} \tag{14-38}
\end{equation*}
$$

stage
$F_{B}$ and $\Gamma_{B}$ for the grounded-phate and grounded-grid connertions of the triocle may be calculated in a similar manner. The results are given below.

$$
\begin{align*}
& \mathrm{I}_{B}=\frac{!_{m^{2}\left(\eta_{A}\right.}}{\sqrt{\boldsymbol{Y}_{A}+\boldsymbol{Y}_{i} \|^{2}\left(g_{m}+!_{p}+G_{L}\right)}} \\
& \left.F_{B}=1+\frac{i_{i}}{i_{i_{A}}}+\frac{\boldsymbol{Y}_{A}+Y_{i}}{\boldsymbol{i}_{A}}\left(\frac{\boldsymbol{i}_{l}}{I_{m_{2}^{2}}^{2}}+R_{i}\right) \quad\right\}  \tag{1+40}\\
& \text { Cathone } \\
& \text { Follower (14-39) } \\
& \text { Stage: }
\end{align*}
$$

$$
\begin{align*}
& \approx \frac{i_{A}}{G_{L}} \text { for }\left|r_{1}\right| \gg!_{r,} \quad \text { (irounded-cimid }  \tag{14-41a}\\
& \mathrm{g}_{m}+\mathrm{g}_{n} \gg \mathrm{i}_{\mathrm{i}_{1}}+\mathrm{G}_{\mathrm{i}_{i}}
\end{align*}
$$

Note: The third term in (14-42) is based on the approximation of equation (14-41a).

Since we have the expressions for available power gain and noise figure for the three triode comections, we are in a position to compare their relative merits as an input stage. Comparison of the several equations which are listed above shows that for identical values of dircuit parameters all three connections yield essentially the same salue of noise figure. Thus. no particular advantage is offered by any one of the three on that seore. In regard to available power gain, a different situation exists. The conventional grounded-cathode stage vields the greatest value of $\Gamma_{B}$, with the cathoole follower and
grounded-grid stages following in that order. Therefore, as far as localizing noise in the first stage is concerned, the conventional stage is superior.

Other problems arise that do not appear in the analysis which has been given, namely, neutralization and broadband effects. Invariably with the conventional triode stage some form of neutralization is required in order to prevent oscillation caused by feedback through the grid-plate capacitance. In this respect, the two other stages are superior. Satisfactory means for neutralizing the grounded-cathode stage have been developed, however, as will be seen in the next section. Furthermore, the trend has been toward the use of pentodes to eliminate the need for neutralization.

The second factor causes quite a problem. In all broadband systems, such as in television where the pass band must cover a full 6 -megacycle band, the tuned circuits must be loaded to provide the necessary low value of $Q$. Under this condition the value of $\Gamma_{B}$ is low and the design of the second stage for low noise is of utmost importance. Thus, triodes are also used rather than pentodes in the second stage. A brief consideration of the fact that each stage may be connected any one of three ways, i.e., grounded-cathode, cathode follower, or grounded-grid, shows that there are nine possible ways in which two triode stages may be connected in cascade. Among others, Wallman and his associates have investigated these nine possibilities and have recommended a "cascode," consisting of a grounded-cathode triode followed by a grounded-grid triode, as that combination which yields the lowest noise figure and at the same time provides the high voltage gain and stability which may be obtained with a pentode. The use of the cascode amplifier has not been adopted for television receivers. The general practice has been to utilize a single pentode R-F stage, which feeds directly into the converter tube that operates in the grounded-cathode connection.

It is interesting to note from an historical point of view that during the war considerable attention was devoted to the grounded-grid stage as the input for radar receivers, which in some cases are quite similar to television receivers. The voltage amplification of the three triode connections expressed in terms of admittances are listed below:

[^175]Grounded Cathode

$$
\begin{equation*}
A=\frac{-!_{m}}{g_{p}+Y_{L}} \tag{14-43}
\end{equation*}
$$

$$
\begin{equation*}
A=\frac{g_{m}}{g_{m}+g_{p}+Y_{L}} \tag{14-44}
\end{equation*}
$$

Grounded Grid

$$
\begin{equation*}
A=-\frac{\left(g_{m}+g_{p}\right)}{g_{p}+Y_{L}} \tag{14-45}
\end{equation*}
$$

Inspection of these expressions shows that of the three the groundedgrid connection yields the greatest voltage amplification. This is quite consistent with our results for the grounded-grid stage in Chapter 13, where we observed that the driving source itself contributes a component to the plate current. Couple this advantage of high gain with that of no neutralization and it is easy to see why the grounded-grid stage seemed to be excellent for a receiver input stage. A special tube, the $6 \mathrm{~J} 4,\left(g_{m}=12,000 \mu \mathrm{mhos}\right)$ was designed especially for use in the grounded-grid input. Cognizance of the low available power gain which the circuit provides caused it to be abandoned in later designs in favor of other connections that provide a lower noise figure.

## 14-3. Minimum Noise Figure of an Ideal Receiver

We may define an ideal receiver as one in which no noise sources are present. From this definition and our previous work we may calculate the theoretical minimum noise limit of a receiver. We consider the antenna of radiation conductance $G_{A}$, connected to a lossless transmission line of characteristic admittance


Fig. 14-6. Antenna termination with the ideal or noiseless receiver.

$$
\begin{equation*}
G_{o}=\frac{1}{R_{o}}=G_{A} \tag{14-46}
\end{equation*}
$$

The line is properly terminated by setting $G_{i}=G_{A}=G_{o}$. Since the line is lossless, it contributes no noise and the system behaves as if the antenna were connected directly to the input terminals of the receiver. From our previous work the available noise power from the antenna is

$$
N_{A}=k T \Delta f
$$

The terminating admittance $G_{i}$ also has an available noise

$$
\begin{equation*}
N_{i}=k T \Delta f \tag{14-47}
\end{equation*}
$$

Thus, the total noise at the receiver input is $N_{A}+N_{i}=2 k T \Delta f$ and the noise figure for the noiseless receiver is

$$
\begin{equation*}
F=\frac{N_{A}+N_{i}}{N_{A}}=2=3 \text { decibels } \tag{14-48}
\end{equation*}
$$

The value of 3 decibels represents the minimum value which can ever be obtained with the lead-in line properly terminated. In practical receivers the noise factor may rise to as much as 20 or 30 decibels higher than this theoretical limit.
We have here the basis of one of the most important concepts of radio transmission. For satisfactory reception of the transmitted signal, the antema must deliver to the receiver a signal which exceeds the receiver noise by a factor equal to the permissible signal-to-noise ratio. For signals below this value, the signal is lost in the noise and is of no value. Notice that at a fixed distance from the transmitter the actual signal-to-noise ratio may be improved by (1) raising the transmitter power or (2) lowering the noise figure of the receiver. Raising the transmitter power has the advantage of overriding noise generated in the receiver and outside noise as well, but the cost is high. In the alssence of outside noise a 5 -decibel improvement in the receiver noise figure has the same effect on signal-to-noise ratio as a 3 to 1 increase in power at the transmitter and the unit cost is low. The need for low-noise design in the receiver is selfevident. ${ }^{\text {s }}$

We next consider the several component stages of the television receiver.

## 14-4. R-F Stage ${ }^{9}$

Until early 1947 the chief problem in regard to the R-F stage which confronted television receiver manufacturers seemed to be whether or not the stage should be included. Several sets of this period appeared in which the antenna fed directly into the converter stage, which is poor practice for several reasons. First, the transconductance of a converter is invariably low so the noise figure of the receiver tends to be poor. Second, image rejection is very poor. Third, with no unilateral isolation provided between the local oscillator and

[^176]antenna, the set radiates a signal at local oscillator frequency which (an cause considerable interference in other receivers in the vicinity. ${ }^{11}$ Fortunately, the large majority of present-day receivers do provide an R-F stage employing a vacuum tube, and these effects have been reduced considerably.

A large number of commercial television receivers employ a singleended, rather than a push-pull, input stage. This brings about certain design difficulties because most receiving antennas work into a balanced-to-ground transmission line. Thus. some form of bal-anced-to-unbalanced transforming cireuit is regured. The problem is further complicated berause a reasonably good impedance match must oreur at the junction of the antema lead-in and the receiver input terminals in order to minimize reflections resulting from an impedance mismateh. A number of solutions to the problem hate been evolved and may be seen in the varions cirenit diagrams in this chapter. One word of caution must be mentioned. In those stages where the cathode operates above ground, the use of $12-1^{\circ}$ chokes in the heater leads of the input tubes is imperative in order that the cathode not be grounded through the cathode-to-heater capacitance. Comparisons of the balanced and unbalanced input stages are arailable in the literature. ${ }^{11}$

The problem of tuning the television recoiver warrants special attention because of the extremely wide range of frequencies which is involved. An inspection of the twelve television channels listed in section $9-2$ shows that the range of frequencies to be covered extends from 54 to 216 megacyeles with two large gaps. one from 72 to 76 megacyeles between chamels No. 4 and No. 5. and the second from 88 to 174 megareycles between channels No. 6 and No. 7. Clearly, the problem of tuning over the entire 12 chamels with a single, tuned antiresonant circuit is out of the question and special methods have been devised to overcome this difficulty. The large majority of manufacturers use separate tuned circuits, one for each channel, which may be selected by means of a rotary switch, push buttons, or some form of rotating turret mechanism.

It is interesting to note what forms of tuned circuits are used in each

[^177]of the switch positions. Basically, of course, some form of $L$-C circuit is used, which may be tuned for the proper channel by presetting either $L$ or $C$. We shall see in Chapter 15 , however, that the gainbandwidth product of an amplifier which emplovs a tuned load is inversely proportional to the total shunt caparitance in the tuned circuit; hence in rommon practice no lumped caparitance is used, and (" is held to a minimum by utilizing only the circuit strays. The resonant frequency is determined by the value of inductance, and fine tuning is accomplished by moving a tuning slug in the inductance coil. In less expensive sets no tuning slug is provided and fine ioming is areomplished by squerging together or separating the turns in the inductor. A circuit which employs the lumped-L stray-C form of resonant circuit is illustrated in Fig. 14-7.


Fig, 14-7. Circuit diagram of a receiver front end that employs lumped inductance and stray capacitance for the tuned circuits. The blank switch contacts may be connected to components tuned for the commercial frequency molulation band. (Courtesy of General Elertric Company.)

An alternate form of tuned circuit uses a resonant artificial transmission line in place of the lumped $-L$ stray- $C$ combination. We have already seen that a quarter-wase short-circuited transmission line behares like an antiresonant circuit. The difficulty in using such a line in a television receiver is that it would be of excessive length, but this may be overcome by using an artificial line consisting of lumped $L$ and stray ('. This form of tuning system has been used


Fig. 14-8. The front end of an R.C.A. receiver. Tuning is provided hy artificial lines, which are mounted on the switch wafers S-1 through S-5. Fine tuning of the local oscillator is accomplished by varying C1. (Courtesy of Radio Corporation of America.)
by R.C.A. in their receivers and is illustrated in Fig. 14-8. As may be seen from the diagram, the various sections of line consist of inductance of one or two turns and, in some cases of a short link, of less than one turn, ${ }^{12}$ each section being soldered between adjacent contacts on the rotary station-selector switch. Selection of the proper length of line is obtained by rotating the shorting bar (shown between contacts 2) to the proper position.

In the earlier R.C.A. 630 TS receiver, a push-pull front end was used. The input portion of this unit is shown in Fig. 14-9. The


Fig. 14-9. The balanced input of an R.(.A. 6.30Ts receiver.
presence of the push-pull stage allowed neutralization to be accomplished quite readily by means of cross-connecting the plates and grids of the tube. The neutralizing condensers were chosen to be approximately equal to the nominal grid-plate capacitance, which for the 6 J 6 is $1.6 \mu \mu \mathrm{f}$.

Another advantage occurs from the push-pull connection. The antenna lead-in of the balanced type may be connected directly to the input. Two $270-\mu \mu \mathrm{f}$ condensers, which were located between the lead-in and grids, serve to isolate the bias (from the contrast control) from the ground. The input circuit is virtually untuned, which is rather poor from the point of noise, but the over-all design holds the noise power to roughly 12 to 14 decibels above the thermal limit. ${ }^{13}$ Some small degree of selectivity is provided by $T_{\mathrm{l}}$, which tends to short out the lower frequency signals. The advantage

[^178]of the untuned input is that the antenna lead-in is terminated in its characteristic impedance. To this end $R_{1}$ and $R_{2}$ add up to 300 ohms, the nominal characteristic impedance of a popular form lead-in line. ${ }^{14}$ With the receiver end of the lead-in properly terminated, a mismateh of 5 to 1 at the antenna may be tolerated. We shall see in Chapter 16 that this tolerance of antenna match is extremely helpful. In tho later R.C.A. models, such as the 9T240, whose front end is shown in l'ig. 14-8, the push-pull connection feeding triodes has been abandoned in the R-F and converter stages for the less expensive single-ended connection which feeds pentodes of the 6AG5 type. Notice that additional selectivity has been provided since both the grid and plate circuits of the R-F stage ineorporate artificial lines for tuning. The input also has provisions for a balanced 300 -ohm or an unbalanced 72 -ohm antenna lead-in.

In those receivers that employ fixed-tuned circuits which are changed channclwise by some form of switch mechanism, no fine tuning control is used in the R-l' stage proper. On the contrary, the fine control is provided by a small variable capacitor, shunted across the oseillator tank circuit where a high gain-bandwidth product is not required. The criterion for adjusting the fine tuning control on the local oscillator is discussed in a later section. It should be stated that channel-to-channel tuning for both the local oscillator and the mixer input is handled in the same fashion as in the R-F stage.

We have stated that the large majority of television set manufacturers use the fixed-tuned-circuit switch-mechanism system of tuning. Three notable exceptions are Du Nont, Belmont, and (ieneral Instrument Corporation, each of which utilizes some form of continuous tuning. One of the chief adrantages afforded by these methods is that the need for switch contacts, which can cause poorcontact trouble, is held to a minimum. The basic Inductuner, which is the tuming unit in the In Nont equipment, is shown in Fig. 14-10. The unit at a comprises three variable inductances, one each for the R-F, oscillator, and mixer sections. Hach inductance comprises 10 turns of wire on the insulated shaft. Contact to the coil is made by a metal finger, which is free to move on a trolley along the axis of the coil. Thus, as the tuning shaft is rotated, the coil rotates, causing the finger to move progressively along the entire coil length. By this
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Fig, 14-10. Two forms of the Inductuner, (a) Three-section helical type, (1) Four-section spiral type, (Courtesy of P, $R$. Mathory and (o., Fhe.)
means the inductance tapped off by the finger is male continuonsly variable from roughly 0.02 to 1.0 mirrohemy. The complete assembly, as used in television receivers, may be continuously tumed from 44 to 216 megacyeles and so covers one amateur, two acronati(ala, and the conmereial frefuency-modulation (88- to 108-megacerle) bands as well as the regular telerision chamels. Details of the circuit design and operation are avalable in the literature. ${ }^{15}$ In contrast to the method mentioned previously, fine tuning is applied to all three sertions of the variable inductance by means of a mechanical vernier

[^180]control which operates on the main tuning shaft. Push-button station selection may be provided by an electric drive on the shaft. The complete Du Mont front end is shown in Fig. 14-23.

The unit shown at $b$ in Fig. 14-10 represents a later design of the Inductuner in which the helical coils are replaced by flat spirals. The new design provides considerable saving in space and has certain advantages from the electrical standpoint. The required inductance range is covered in 6 rather than 10 turns, and the frequency $v$. turns characteristic is more linear.

The Belmont tuning unit also employs a variable inductance for station selection, but permeability tuning is used. Tuning is accomplished by moving tuning slugs into or out of two inductance coils. This motion is effected by means of a threaded tuning shaft and a rack to which the slugs are affixed. As the shaft is rotated, the rack is driven back and forth. It is impossible to obtain the required 4 to 1 inductance ratio with permeability tuning; hence the two sets of coils are provided, one each for channels No. 2 through No. 6, and for channels No. 7 through No. 13. Switching from one set to the other is handled automatically by a switch which is keved to the tuning shaft. Again no separate fine tuning control is provided for the local oscillator.

A third continuously tunable R-F unit is that produced by the General Instrument Corporation. It represents a complete departure from the other two units which have been described in that it uses capacitance as the variable tuning element. Notice that the use of lumperd capacitance in the tuned circuit contradicts the principle of maintaining the gain-bandwidth product by utilizing only stray capacitance. The unit was designed with this fact in mind and means are provided so that essentially constant bandwidth is maintained when the tuning capacitance is varied. This compensation is provided by link coupling between the R-F and mixer stages. ${ }^{16}$

Since it is not feasible to build a variable condenser which can tune over the required 4 to 1 frequency ratio, a band-switching scheme, similar to that of the Belmont unit, is employed, the switchover occurring between channels No. 6 and No. 7. ${ }^{17}$. Is may be seen in Fig. 14-11a the condensers for both ranges are mounted on a common
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Fig. 14-11. Two forms of continuously tunable front ends that use capacitance as the variable element. (a) Push-pull circuits are used throughout. The tuning combensers may be readily identified. (b) A single-ended unit. Notice the simplifieation of the circuit. (Courtesy of Coneral Instrument Corporation.)
tuning shaft, the plates of one set being displaced $180^{\circ}$ from the plates of the other. Thus, the entire television band of 12 channels is covered by a single rotation of the shaft. Station selection is simplified by a detent mechanism, which drops into properly located shots: on a disk tied to the tuming shaft. These slots are relatively wide to give rough tuning. Fine tuning within the width of the slot. that is, over one channel, is afforded by a vernior drive which is geared to the main shaft. An untuned input circuit is used, a fact which may be verified by inspection of the figure: only three tuning sections are present, one earh for the R-F output. the bocal oscillator, and the mixer input. A singhe-ended version of the rapacity-tuned $R-l$ unit, is shown in Fig. 14-11b.

By and large our discussion this far has been concerned with the merhanical features of tuning the R-F stage. We consider next the electrical chamateristics of the stage. Since most tuners employ an untuned input circuit, the R-F selectivity is provided by the load between the R-F and mixer tubes. In general terms, the circuits for each chamel are designed so that the ernter of the selectivity characteristic hies on the arithmetie mean of the R-F chamed. This may be identified as the $f_{10}$ used in Chapters 12 and 13 . The bandwidth is adjusted so that the half-power points of the response curve coincide approximately with the upper and lower timits of the R-F channel.

The coupling between the R-F and mixer stages may be used to a goocl advantage in controlling the shape of the selectivity characteristic. From our previous work we know that the response chararteristic should be flat and the phase shift linear in the pasis hand if distortion is to be minimized. Furthermore, the sides of the amplitude response (urre should be steep (good skirt selectivity) outside the pass band in order that the selectivity be good. None of thess conditions is met by a single-tuned circuit. Since tuned circuits are used both as the R-F' plate load and the mixer input, the adrantages of double-tuned circuits may be utilized. By adjusting the coupling between the two tuned cireuits to be nearly the eritical value, all three factors of response, phase shift, and skirt solectivity are improved. Most constant delay time occurs when the artual coupling is slightly less than critical. ${ }^{18}$ The actual value of coupling used in any design

[^182]is a compromise between these three factors. Maximum gain occurs at the center frequency when the coupling is critical.

The choice of tube used in the IR-F stage has considerable bearing on the operation. In several of the previous sections wo have noted that available power gain and voltage amplification increase, and the equivalent tube noise resistance derreases, as the $g_{m}$ of the tube is raised. It has also been pointed out that the gain-bandwidth product of the amplifiers varies inversely as the tube's capacitance, the tube figure of merit being $g_{m} / 2 \pi C$. Thus we desire a tube with low input rapacitance and a high transconductance. It is a fact that the cold input capacitance of a triode is inversely proportional to the grid-torathode sparing, while $g_{m}$ is roughly inversely proportional to this spacing squared; hence by moving the grid closer to the cathote we find that $\varphi_{m}$ increases faster than the input caparitance and power gain; amplification and figure of merit all increase. Thus special tubes for this type of service have been developed, which have small grid-eathode spacing. Some typical examples of these special tubes are listed below:

| Tube | $C^{\text {gk }}$ ( $\left.\mu \mu \mathrm{f}\right)$ | $!\eta_{n}$ ( $\mu$ mhos) |
| :---: | :---: | :---: |
| B. 4 | 4 | 12.000 |
| 6.Jti | 1.6 | 5.300 |
| 6 C 4 | 1.6 | 2,200 |

( ireater control of plate current by the grid voltage may also be had by reducing the spacing between adjacent turns on the grid structure. Thus a close-wound grid will also raise the tube figure of merit. ${ }^{19}$

## 14-5. The Frequency Mixer

It was shown in the discussion on available power gain that the triode R-F stage has a relatively low available power gain; hence the noise generated in the second stage of the television receiver makes

[^183]a significant contribution to the noise figure of the whole receiver. Thus, in considering the frequency mixer, which is the second stage, we seek a circuit that has a low noise figure. In general, frequency conversion in a superheterodyne receiver may be accomplished with a single multigrid converter tube, which serves as both local oscillator and mixer, or by means of two separate tubes, operating independently as oscillator and mixer. While the former system finds almost universal use in broadeast-band receivers, it provides poor results in television work, first because the partition noise caused by the several grids is high, and second because the converter tube fails to provide the high degree of frequency stability required in television work. Still another problem may arise when a particularly strong signal is developed by the oscillator section of the converter tube. Spacecharge coupling to the signal grid may cause current to flow in that grid and the input circuit will be loaded by the resulting increase in input admittance. For these reasons, television-receiver design employs the alternate scheme of separate oscillator and mixer.

The separate mixer may take on cither of two forms, single input or double input. In the former, both the signal and local oscillator output are applied to a single grid of a triode or pentode, while in the latter the two voltages are applied to separate grids in a multigrid mixer tube such as the $6 \mathrm{~L} \bar{\pi}$. Clearly the latter method must be ruled out because of the multigrid partition noise. We are left with the single-input mixer and we prefer the triode to the pentode because of its lower equivalent noise resistance. In this connection it is interesting to note that the majority of prewar receivers employed a pentode, the 6AC.7. The reason for this choice was that during that period the 6AC7 provided the highest value


Fig. 14-12. Typical curve showing the variation of transconductance with grid voltage in a triode. of transconductance $\left({ }_{2} / m=9000 \quad \mu\right.$ mhos $)$ available. We shall see presently that this is an advantage from the standpoint of conversion gain as well as of noise. The recent development of high- $g_{m}$ triodes has eliminated the need for this choice of a pentode as the mixer; however, pentodes still enjoy wide use because they minimize neutralization problems.

We next consider the operation of the single-input mixer circuit. A typical curve of $g_{m}$ v. $e_{c}$ is shown in Fig. 14-12. If both
the signal and oscillator voltages are so small that operation is confined to the straight-line portion of the curve, the following linear analysis obtains. We assume that the sinusoidal oscillator voltage causes the effective bias voltage to vary in the same manner, thus

$$
\begin{equation*}
E_{c}^{\prime}=-E_{c c}+E_{o} \cos \omega_{o} t \tag{14-49}
\end{equation*}
$$

where

$$
\begin{aligned}
E_{\mathrm{cc}} & =\text { magnitude of the d-e bias voltage } \\
E_{o} & =\text { peak ossillator voltage } \\
\omega_{o} & =\text { angular frequency of the oseillator. }
\end{aligned}
$$

Then, since the transconductance is related linearly to the bias voltage, we may write

$$
\begin{equation*}
!_{m}=g_{m o}+k E_{o} \cos \omega_{o} t \tag{1+-50}
\end{equation*}
$$

where $g_{m o}$ is the transconductance at the quiescent point. When a signal voltage

$$
\begin{equation*}
\epsilon_{8}=I_{8} \cos \omega_{s} t \tag{5}
\end{equation*}
$$

is applied to the grid, the alternating component of plate current will be

$$
\begin{equation*}
i_{p}=g_{m} E_{s} \cos \omega_{s} t \tag{14-52}
\end{equation*}
$$

and, substituting for $g_{m}$, we obtain

$$
\begin{align*}
i_{p} & =\left(g_{m o}+k E_{0} \cos \omega_{o} t\right) E_{s} \cos \omega_{s} t  \tag{14-53}\\
& =g_{m o}+\frac{k}{2} E_{o} E_{s} \cos \left(\omega_{o}+\omega_{s}\right) t+\frac{k}{2} E_{o} E_{s} \cos \left(\omega_{o}-\omega_{s}\right) t
\end{align*}
$$

The last term in ( $14-53$ ) contains the difference between the oscillator and signal frequencies and is taken as the I-F or intermediate frequency. This I-F' term is separated from the two other terms by the use of a tuned plate load, which has a resonant frequency equal to $f_{o}-f_{8}$.

Our previous work has shown that the modulated television signal contains a multiplicity of sideband components, each of a different frequency; hence we may interpret $E_{s}$ and $\omega_{s}$ in the equation as each sideband component. It follows, then, that the entire R - F signal is reproduced at the output of the mixer, but each frequency has been lowered by an amount equal to the local osciliator frequency.

Inspection of the I-F term in eq. (14-53) shows that the amplitude of each I-F component is directly proportional to $E_{s}$, the amplitude
of the corresponding R - $\mathrm{l}^{\circ}$ component: therefore the relative amplitudes of the sevoral $\mathrm{R}-\mathrm{F}$ components are preserved in the I-F signal. We also note that the I-F amplitude is proportional to $E_{o}$ and to $k$. Thus, in the interests of voltage gain, we want the oscillator voltage as large as the limits of linearity between $g_{m}$ and $E_{c}^{\prime}$ allow. The factor $k$ is simply the slope of the $g_{m}-e_{c}$ curve, and for a linear mixer we desire a tube which exhibits a steep $g_{m} v . e_{c}$ characteristic.

As a practical matter, $E_{o}$ is generally large enough so that the variation in $g_{m}$ is not restricted to the linear portion of the curve and eq. ( $14-53$ ) is no longer valid. Where this condition exists a point-by-point graphical analysis is required. Figure 14-1:3 shows two of


Fig. 14-13. Types of eopupling between the local nsillator and miser. (a) Caparitive coupling. (b) Inductive coupling.
the common methods of coupling the local oscillator to the mixer input. By the application of Thevenin's theorem to the circuit at the left of $R_{0}$ it may be shown that in either case a fraction of the signal and oscillator voltages appear in series across $R_{g}$. Letting the primes indicate that fraction of the corresponding quantity, we may write

$$
\begin{equation*}
e_{\phi}=e_{s}^{\prime}+\varphi_{o}^{\prime} \tag{14-54}
\end{equation*}
$$

If the two sinusoidal voltages $e_{s}^{\prime}$ and $e_{o^{\prime}}{ }^{\prime}$ are added point by point, it will be observed that the cmelope of their sum, esg, varies at the
difference frequency $\left(f_{o}-f_{z}\right)$. This fact may be demonstrated as follows: The difference freguency, $\left(\omega_{o}-\omega_{s}\right)$, is a small percentage of $\omega_{o}$; hence we may write
or

$$
\begin{align*}
\omega_{n}-\omega_{s} & =\delta \\
\omega_{s} & =\omega_{\iota}-\delta \tag{1+-55}
\end{align*}
$$

Then, from (14-.54).
where

$$
\begin{align*}
t_{y} & =E_{s} \cos \left(\omega_{o}-\delta\right) t+E_{o} \cos \omega_{o} t \\
& =E_{o}\left[m \cos \left(\omega_{o}-\delta\right) t+\cos \omega_{o} t\right] \\
m & =\frac{E_{s}}{E_{o}} \tag{14-56}
\end{align*}
$$

This equation may be simplified by expanding the first term within the brackets, thus,

$$
\begin{align*}
e_{g} & =E_{o}\left[m\left(\cos \omega_{o} t \cos \delta t+\sin \omega_{o} t \sin \delta t\right)+\cos \omega_{o} t\right] \\
& =E_{o}\left[(1+m \cos \delta t) \cos \omega_{o} t+(m \sin \delta t) \sin \omega_{o} t\right] \tag{14-57}
\end{align*}
$$

Our experience in Chapter 12 shows that this expression may be reduced to the general form

$$
e_{g}=V \cos \left(\omega_{o} t-\theta\right)
$$

where $l$ is the envelope of the combined voltages. 'Thus,

$$
\begin{align*}
V & =E_{o} \sqrt{(1+m \cos \delta t)^{2}+(m \sin \delta t)^{2}} \\
& =E_{o} \sqrt{1+2 m \cos \delta t+m^{2} \cos ^{2} \delta t+m^{2} \sin ^{2} \delta t}  \tag{14-58}\\
& =E_{o} \sqrt{1+2 m \cos \delta t+m^{2}}
\end{align*}
$$

which verifies the statement that the envelope variation occurs at the difference fretuency, ${ }^{20} \delta=\left(\omega_{o}-\omega_{s}\right)$.

It must be emphatically stated that this change in amplitude of $e_{a}$ at the beat frequency does not mean that the beat frequency is present

[^184]on the grid of the mixer. Even though the envelope may be observed with an oscilloseope, the beat note cannot be detected by a linear device. In order to produce the difference or I-F frequency term, we must apply $e_{a}$ to a nonlinear device. To this end, the mixer may be operated as a plate circuit detector, whose output is proportional to the envelope of $e_{g}$. Terman ${ }^{21}$ has shown that the I-F voltage developed across the mixer plate load is
\[

$$
\begin{equation*}
E_{\text {I.F. }}=y_{c} E_{s} Z_{L} \tag{14-59}
\end{equation*}
$$

\]

provided that $Z_{L}$, the plate load impedance, is small compared to the effective plate resistance of the mixer tube operating as a detector. The term $g_{c}$ is the conversion transconductance, defined by

$$
\begin{equation*}
y_{\mathrm{c}}=\frac{\partial\left(i_{b}\right)_{\mathrm{IF},}}{\partial\left(e_{c}\right)_{\mathrm{LRF} \mathrm{~F}}} \tag{14-60}
\end{equation*}
$$

and in ordinary tubes is roughly one-fourth to one-third of the transconductance $\xi_{m}$. It follows that a high- $g_{m}$ tube should be used as the mixer.

The mixer, which is used in the R.C.A. 630TS unit, represents an interesting departure from usual design. The push-pull feature of the R-F stage is carried over into both the mixer and oscillator sections. The signal and oscillator voltages are link-coupled into the mixer grid circuit and hence both appear in a push-pull fashion on the two mixer grids, i.e., on the mixer.
and

$$
\begin{align*}
& e_{01}=e_{s}+e_{o} \\
& e_{o \underline{2}}=-\left(e_{s}+e_{o}\right) \tag{14-61}
\end{align*}
$$

Since the resultant wave is symmetrical ahout the zero-roltage axis, the plate currents in the two sections of the 6.J6 mixer are in phase and the two plates may be strapped together. This connection gives an important advantage in that any incoming signal of the I-F frequency that arrives at the mixer grids in push-pull fashion. i.e., so that $c_{01}=-e_{0^{2}}$ at J-F frequerey, will cause plate currents in phase-opposition that will cancel in the output circuit.

We may illustrate this analytically, and to simplify the work we shall assume that both sections of the mixer are identical and operating on the "square law" portion of their $i_{L}-e_{c}$ characteristics.

[^185]Thus,
and

$$
\begin{align*}
& i_{b 1}=a e_{g 1}+b e_{g 1}{ }^{2}  \tag{14-62}\\
& i_{b 2}=a e_{g 2}+b e_{g 2^{2}}{ }^{2}
\end{align*}
$$

We first consider the output when the incoming signals are push-pull. Substituting for $e_{g 1}$ and $e_{g 2}$ in terms of the signal and oscillator voltages, we have:

$$
\begin{align*}
i_{b 1}= & a\left(E_{s} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right)+b\left(E_{x} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right)^{2} \\
= & a\left(E_{s} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right) \\
& \quad+b\left(E_{s}^{2} \cos ^{2} \omega_{s} t+2 E_{s} E_{o} \cos \omega_{s} t \cos \omega_{o} t+E_{o}{ }^{2} \cos ^{2} \omega_{o} t\right) \\
= & a\left(E_{s} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right)+b\left(E_{8}{ }^{2} \cos ^{2} \omega_{s} t+E_{o}{ }^{2} \cos ^{2} \omega_{o} t\right) \\
& \quad+b E_{s} E_{o} \cos \left(\omega_{s}+\omega_{o}\right) t+\underbrace{b E_{s} E_{o} \cos \left(\omega_{o}-\omega_{s}\right) t}_{\text {I-F term }} \tag{14-63}
\end{align*}
$$

In a sinilar manner we calculate $i_{b 2}$ to be

$$
\begin{align*}
i_{i, 2}= & a\left(-E_{s} \cos \omega_{s} t-E_{o} \cos \omega_{o} t\right)+b\left(-E_{s} \cos \omega_{s} t-E_{o} \cos \omega_{o} t\right)^{2} \\
= & -a\left(E_{s} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right)+b\left(E_{s}{ }^{2} \cos ^{2} \omega_{s} t+E_{o}{ }^{2} \cos ^{2} \omega_{o} t\right) \\
& +b E_{s} E_{o} \cos \left(\omega_{s}+\omega_{o}\right) t+\underbrace{b E_{s} E_{o} \cos \left(\omega_{o}-\omega_{s}\right) t}_{\text {I-F term }} \tag{14-64}
\end{align*}
$$

Since the I-F components in both plate currents are of the same sign, they add in the output. Notice also that the $\omega_{s}$ terms will cancel in the output because they are of opposite sign; hence direct feedthrough of an incoming signal of I-F frequency is prevented.

The converter is unable to cancel out signals of the I-F frequency which arrive at the two grids in phase, for, in this case,

$$
\begin{equation*}
e_{s 2}=e_{s 1} \tag{14-65}
\end{equation*}
$$

and

$$
\begin{align*}
i_{b 1} & =a e_{\theta 1}+b e_{g 1}{ }^{2} \\
& =a\left(E_{s} \cos \omega_{s} t+E_{o} \cos \omega_{o} t\right)+b e_{\theta 1}^{2} \tag{14-66}
\end{align*}
$$

and

$$
\begin{align*}
i_{b 2} & =a e_{b 2}+b e_{\theta}^{2} \\
& =a\left(E_{s} \cos \omega_{s} t-E_{o} \cos \omega_{o} t\right)+b e_{g 2}{ }^{2} \tag{14-67}
\end{align*}
$$

Since the two terms in $\omega_{s}$ are of the same sign, they will add in the output, and the desired cancellation is not obtained. To prevent feed-through of this type of signal on the mixer grids, which may be the result of feedback from the mixer plate circuit or of direct pickup
of the incoming signal by the grid circuit, a series resonant trap is provided between the far end of the mixer grid line and ground. This series circuit is tuned to the I-F' freguency and so eliminates the possibility of I-F frefuency signals appearing in phase on the mixer grids.

## 14-6. The Local Oscillator

In the superheterodyne receiver the beat note of intermediate frequency is produced by mixing the R-F signal with the output of a local oscillator, operating at the proper frequency. In the present section we shall consider three of the principal factors which are of concern in the design of the lowal oscillator secetion of the receiver: (1) stability, (2) frequency of the oscillator relative to the input signal, and (3) type of oscillator to be used. We shall consider these in order.

It is an interesting fact that the stability limits on the local oscillator frequency are determined by the audio, rather than the video, portion of the complete television program. This may be seen from the following example: Recall that the television transmission standards permit a total swing of $\pm 25$ kilocycles in the frequency-modulated sound carricr and a bandwidth of approximately 4.5 megacyeles for the video signal. Now consider that a local oscillator, operating at 100 megarycles (this figure is chosen arbitrarily to simplify the calculations) drifts 0.03 per cent. Since the input signal frequency remains constant, the corrosponding change in the I-1' frequency will be

$$
\begin{equation*}
0.0003(100)=30 \text { kilocycles } \tag{14-68}
\end{equation*}
$$

Clearly a change of 30 kilocycles in 4.5 megacycles will produce but little effect on the video signal. (on the other hand, the 30 kilocycles drift in the audio caurier exceeds the change in frequency caused by 100 per cent modulation of the audio carrier and so will cause an intolerable degree of distortion in the demodulated audio signal. Thus, the stability of the oscillator must be such that the frequencymodulated sound signal remains on the linear portion of the discriminator characteristic. To this end the discriminator is normally designed to be much wider than 50 kilocycles, as might be expected from the transmission standards, 300 kilocycles being a typical value.

We have already observed that most commercial receivers in-
corporate a fine tuning control, which may be used to compensate for local oscillator drift. On the basis of the example in the last paragraph we see at once that the local oscillator should nlways be adjusted to give optimum sound rather than optimum picture reproluction.

The example also illustrates the basis for automatic frecueney control of the television receiver local oscillator. It may be shown that the frequency-modulation discriminator is semsitive to drift of the center or carrier frequency and delivers a d-c error voltage, whose magnitude and polarity are proportional to that drift. Hence an automatic freguency control system may be set up. comprising a reartance tube shonted arross the local oscillator tank, the reactancetube bias being determined by the error voltage detploped by the somed diseriminator. The operation of the cirenit is identical to that of the automatic frequency control circuit described in ("hapter 11. Notice that excellent control is obtained for the picture becanse the error voltage is derived from the sound channel, which is more vulnerable to oscillator drift than is the broadband picture chamel. The validity of the last statement presumes that the sound and picture I-F systems are in proper alignment.

The choice of the oscillator frequencey relative to the frequency of the incoming signal is based on three principal factors; image interference, oscillator tuning range, and video I-F amplifier design considerations. For the first two factors it is desirable to have the oscillator frequency higher than that of the signal. Where doubletuned I-F amplifiers are used, the same condition is desirable berause the gain-bandwidth product increases as the center frequency is raised. ${ }^{22}$ (On the other hand, the problems of local oscillator stability become more difficult at higher frequencies but the consensus is that this point is outweighed by the other advantages, and the choice of the high local oscillator frequency is almost universal. The actual value of oscillator frequency for any channel is based on the value of intermediate frequency used in the particular receiver. Three common sets of I-F' frequencies are listed below.

|  | Vismal $I-F$ Carriar | Aural $I-F$ Carrier |
| :--- | :--- | :--- |
| $A$ | 25.75 megarycles | 21.25 megaryeles |
| $B$ | 26.40 | 21.90 |
| $C$ | 37.30 | 32.80 |

[^186]Since all the R-F signal frequencies are lowered by the same amount in the heterodyning or mixing process, the 4.5-megacycle separation between the two carriers is preserved in the I.F., a fact which may be observed in the list of commonly used frequencies just given. It may also be observed that an inversion has been brought about because the oscillator operates at a higher frecuency than the R.F., thus the visual I-F carrier is higher than the aural I-F carrier. In the postwar period there has been a definite trend toward higher values of I.F., or to a greater separation between oscillator and signal frequencies, and it is probable that the unassigned channel No. 1. which extends from 44 to 50 megaryeles, will be used for the television I-I band. This trend is the result of the comparatively large amount of image interference which is ohtained with 25 - to 30 -megaryele I.F.'s.

The third factor which we consider in reference to the local oscillator has to do with the type of circuit to be used. It is immediately apparent that the cireuit should require a minimum number of tuned circuits in order to reduce the number of circuits which must be switched as the receiver is tuned from channel to chamnel; hence the tuned-plate tuned-grid circuit is not used. Of the remaining common stable circuits, namely, the Ultraudion, Colpitts, or Hartley, the first is the most widely used. The reason for this may be seen from the following considerations. The three basic circuits are shown in Fig. 14-14, and in each case the tie points between the tuned circuit and the remainder of the circuit are represented by $x$ 's. .As the receiver is switched from channel to channel, the oscillator tank must be changed; hence the number of switeh contacts per channel is equal to the number of tie points. It may be seen that the Ultraudion circuit permits the simplest construction, for it requires only two, rather than three, switching points, and so is commonly used in receivers which do not employ continuous tuning.

The Iltraudion is redrawn in Fig. 14-14d in order to demonstrate that it is a modified form of the Colpitts circuit. Notice that the tank circuit condensers of the circuit at $b$ are replared by the interelectrode capacitances $C_{g k}$ and $C_{p k}$. The condenser $C$ is usually the fine tuning control.

In the R.C.A. 6SO TS R-F unit the artificial line form of tank circuit is carried over into the oscillator section, which is also operated in push-pull. The circuit operates as a push-pull tuned-plate oscillator, with feedback provided to the grids through external condensers.


Fig. 14-14. Common forms of oscillator circuits. (a) Hartley. (b) Colpitts. (c) Cltraudion. (d) Clt raudion redrawn as a Colpitts oscillator.

The three sections of the receiver which have been discussed are normally built and considered as a single unit, termed the "front end" of the receiver. In this front portion of the receiver the two programs, aural and visual, are handled as a single signal. In the I-F system they are separated and thereafter handled independently. In our work, the discussion will be confined primarily to the visual channel. The aural I-F discriminator and audio sections follow conventional frequency-modulation practice. We next consider the I-F portion of the receiver.

## 14-7. I-F System

The first problem to be considered in the intermediate frequency system is the separation of the aural and visual programs. In the discussion which follows we shall assume the risual and aural carriers to be 25.75 and 21.25 megarycles, respectively. Several forms of separation circuit may be used. Three representative types are shown in Fig. 14-15. In the first two, shown at $a$ and $b$, separation is based on the resonance rise of voltage across an antiresonant circuit. Thus, in the circuit at $a$ the plate current of the mixer, which consists


Fig. 14-15. Typical forms of I-F separation. (a) Series. (b) Cathode. (e) Separation by absorption.
of the several cross-modulation components, including the aural and visual I-F signals that encompass a 6 -megacycle bandwidth, flows through a load consisting of two antiresonant circuits in series. Since the upper circuit is tuned to 21.25 megarycles, the aural components of the plate current produce an appreciable signal across the circuit, which signal is coupled off to the remainder of the aural system. Since $Q$ of the tuned circuit is high, the response is narrow and all but the highest visual I-F components are virtually absent. Those visual components which are passed by the resonant filter system may be removed by traps introduced farther along in the aural channel.

The same sort of explanation, with one exception, holds for the lower tuned circuit, which is tuned to the visual I-F carrier of 25.75 megacycles. Since the visual signals cover some 5.25 megacycles, the tuned circuit is broadbanded with a shunt resistor, and the aural signals are rejected to only a small degrec. This condition is remedied by using several high- $Q$ rejection traps, tuned to 21.25 megacyrles in the remainder of the risual I-F system.

It is often believed that the presence of the frequency-modulated signals in the visual system will have no effect on the reproduced pieture because the cathode-ray tube is sensitive to amplitude rather
than frequency changes on its control grid. The fallary in this belief is that the frequencr-modulated signals suffer slope detection at the risual second detector and, in their demodulated form, can rause considerable interference in the final image; hence, care is taken to prevent any of the $\mathrm{F}-\mathrm{M}$ signals from reaching the video second detector.

The second representative form of separation circuit, shown at $b$ in Figure 14-15, is similar to that just described except that the aural tuned cireuit is placed in the cathoule return of the miser. The third cireuit, shown at $c$, is used in the R. (.A. receivers and operates in a slighty different manner: the secondary cireuit of the transformer $T$ serves both as the aural takeoff and as an aural trap for the visual system. The primary inductance of $T$ is adjusted by means of a tuning slug so that it forms a broadband antiresonant circuit with the stray capacitance at $f_{0}$, the mean of the visual band. The secondary circuit is tuned to 21.25 megacyrles and hence removes the aural components by absorption; these are then tapped off from the secondary winding of $T$ and delivered to the aural I-F channel. The remaining visual components, which appear across the primary of $T$, are coupled to the grid of the first visual I-F amplifier. The system just described does not eliminate the need for additional trapping at 21.25 megacycles in the visual system. One of the principal advantages afforded by the system is that only stray capacitance is needed to tune the primary circuit; we have alrearly seen that the gain-bandwidth product of the amplifier is limited by the total shunt caparitance across the plate load; thus by holding (' to its minimum possible value, we maximize the gain-bandwidth product.

We consider next the amplitude response of the visual I-I amplifier and the circuits of those amplifiers. We have previously stated that the I-F amplifiers must filter the lower sideband of the received signal in a particular manner so that the proper input is delivered to the second detector. In this rommertion we must take note of the fact that in the mixing proress a frequency inversion has taken place so that the position of the two sidebands in the R-I: signal is reversed in the I-F signal; hence the critical portion of the attenuation characteristic lies on the upper I-I' sideband. Thus the required pass chararteristic is that shown in Fig. 14-16. The over-all response of the I-I system is made to approach this characteristic by the use of tuned amplifiers and traps.

The majority of commercial television receivers employ one of three types of I-F amplifier circuits: double-tuned, band-pass filter, or stagger-tuned types. As a


Fig. 14-16. The I-F response required for IR-A transmission. Frequeney inversion has occurred because the local oscillator frequency is higher than that of the incoming R.F.
practical matter, it is generally most convenient to design the interstage coupling networks so that they provide a symmetrical pass characteristic about the mean of the visual band and then to modify the symmetrical characteristic by means of trap circuits so that it conforms to the ideal curve of Fig. 14-16. Additional trapping is also provided in order to suppress possible interference from the two channels on either side of that chammel to which the receiver is tuned. This will be illustrated in the following paragraphs.

An I-F amplifier that employs double-tuned circuits in the interstage coupling networks is illustrated in Fig. 14-17. Consider the network between the first and second I-F amplifiers. The primary and secondary windings of $T_{2}$ are each shunted by the stray and interelectrode capacitances to ground and hence form two parallel resonant circuits which are coupled by mutuat inductance. The two windings on $T_{2}$ are spaced in manufacture so that the two cirenits are


Fig. 14-17, I-F amplifier with double-tuned interstage coupling network.
overcoupled and, in the absence of loading, would yield a doublehumped response curve. This curve may be flattened out by making $R_{2}$, the grid return resistor, sufficiently low to provide the required amount of shunt loading. The coupling between the several stages of the I-F amplifier is identical to that described.

In order to determine the required over-all pass characteristic of the amplifier without trapping it is well that we fix our attention on a particular R-F channel and observe what happens to the frequency relationships in the mixing process. Let the receiver be tuned to channel No. 8 which extends from 180 to 186 megacycles. The envelope of the transmitted signal is illustrated in Fig. 14-18a along


Fig. 14-18. The R-F and I-F characteristies for chanel No. 8 .
with portions of the two adjacent channels, No. 7 and No. 9. When these several signals pass through the mixer stage, the previously described frequency inversion takes place and the frequencies for the three channels in the I-F region are shown at $b$ in the figure. The final R-A characteristic which must be obtained is indicated by the solid line. Since this curve is flat-topped from approximately 21.5 to 25.25 megacycles. the I-F coupling networks are designed to give a flat response over that same frequency range.

It will be recognized that the percentage handwidth of the I-F system is large and that the effective $Q$ of the system is low; hence the narrow-band approximations usually applied to broadeast-band tuned amplifiers are invalid and the networks must be designed on the exact basis that recognizes that their response displays geometric symmetry. ${ }^{23}$ Thus the center frequency of the coupling networks, or the freguency to which they are tuned, will be

$$
\begin{align*}
f_{m} & =\text { geometric mean of the pats band } \\
& =\sqrt{(21.5)}(2 \overline{2} \cdot 2 \overline{2})=23.4 \text { megacyeles } \tag{14-69}
\end{align*}
$$

With $f_{m}$ and the width of the flat top sperefiferl, sufficient data are arailable to permit design of the double-tuned circuits. The resulting pass characteristic is indicated by the dashed line at $b$ in lig. 14-18.

It will be observed at once that the pass band inclules the aural carrier of adjacent channel No. 7 . the visual carrier of adjacent channel No. 9, and the associated aural carrier of channel No. 8. These are eliminated by traps which may be of the form represented by $L_{2}$ and $C_{2}$ in Fig. 14-17. In the orer-all amplifier, then, at least three such traps must be provided, which are tuned, respectively, to 19.75 megacycles (adjarent visual carrier), 21.25 megacycles (associated aural carrier), and 27.25 megacyeles (adjacent visual carrier). The linear portion of the final pass characteristic in the region of the visual carrier is obtained by means of the trap $L_{1}$ and $c_{1}$ of Fig. 14-17. Thus the symmetrical pass characteristic of the basic amplifier is literally distorted into the proper shape by means of the trap circuits.

Although the double-tuned form of coupling circuit, which is illustrated in Fig. 14-17, is used quite frequently in modern receiver design, it has one drawhack from the manufacturing standpoint: since the coupling between the two coils is by mutual inductance, considerable care must be exercised during manufacture to ensure the proper spacing between the two coils. This difficulty may be overcome by using some other form of coupling. Larsen and Merrill ${ }^{24}$ have deseribed an amplifier of this type which employs capacitive coupling and is structurally quite simple.

[^187]In the two other common forms of I-F amplifiers which employ band pass filter coupling or stagger tuning, the design philosophy is similar to that just described. The basic nass characteristic is designed to be symmetrical, and trapping is used to distort it into the appropriate shape. Since the use of stagger tuning is comparatively new, it is covered at some length in the next chapter. In essence the method employs two or more stages, each of which has a properly loaded single-tuned circuit. The wide flat-topped pass characteristic, which is not characteristic of single-tuned circuits, is obtained by tuning the successive stages to different frequencies. ${ }^{25}$ The advantages of the stagger-tuned amplifier are noteworthy. The interstage coupling networks are simplified because one, rather than two, tuned circuits is used. The coupling circuit coils are cheaper because fewer windings are required. High gains may be obtained with goocl stability; since successive stages are tuned to different frequencies, the likelihood of oscillation is minimized. The amplifier is easy to adjust; only a single tuning adjustment is required for each stage.
Any of a number of trap circuits may be used to provide attenuation at the several carrier frefuencies that must be rejected. It is convenient to name the traps by either their location in the circuit or by their mode of operation. Thus in Fig. 14-19a the trap is in series with the connection between plate and grid of the adjacent amplifier stages and so is termed a series trap. Its manner of operation is quite simple and analogous to that in the series compensated video amplifier. At the reject frequency the trap presents a high impedance and the grid voltage developed across $R$ is negligible. At virtually all other frequencies the trap impedance is small and, essentially, the full a-c plate voltage is delivered to the grid. In other words, the trap and grid return resistor behave like a frequency-sensitive voltagedividing network.

In Fig. 14-19b the trap circuit shunts the interstage coupling network and so is called a shunt trap. At the reject freguency the trap is in resonance and shorts the grid to ground. A second form of shunt trap is shown at $c$. At first glance the trap appears as a parallel resonant circuit, which would not provide a low shunt path to ground.

[^188]

Fiy. 14-19. Common forms of trap circuits. (a) Scries. (b) Shunt. (r) Shunt. (d) Degenerative. (e) Degenerative-absorption.

Actually, however, the condenser $C_{c}$, which couples the trap to the grid lead, enters into the operation of the circuit, which may most conveniently be analyzed by means of reactance diagrams as shown in Fig. 14-20. ${ }^{26}$ These curves show that the combination is seriesresonant at some frequency $f_{2}$ and antiresonant at $f_{1}$. By proper choice of the components $f_{1}$ and $f_{2}$ may be made quite close and form an excellent combination for providing a sharp attenuation of the associated aural carrier with minimum effect on the visual pass band (cf. Fig. 14-18b). The values of the three circuit components may be calculated on the following basis: For the previously specified

[^189]values of I-F frequencies, there should be zero attenuation at 21.5 megacycles; thus we set
\[

$$
\begin{equation*}
f_{1}=21.5 \text { megacycles } \tag{14-70}
\end{equation*}
$$

\]

and, since the associated aural carrier is to be rejected,

$$
f_{2}=21.25 \text { megacycles } \quad(14-71)
$$

Then at $f_{1}, L$ and $C$ must be antiresonant or

$$
\begin{aligned}
& \omega_{1} L=\frac{1}{\omega_{1} C} \\
& \omega_{1}^{2}=\frac{1}{L C}
\end{aligned}
$$



Fig. 14-20. Reactance curves for the trap circuit of Fig. 14-19(c).

At $f_{2}$ the entire combination must be in series resonance, thus

$$
\begin{equation*}
-\frac{1}{\omega_{2} C_{c}}=\frac{\omega_{2} I}{\omega_{2}^{2} I C-1} \tag{14-73}
\end{equation*}
$$

and, substituting for $L C$ from (14-72),

$$
-\frac{1}{\omega_{2} C_{c}}=\frac{\omega_{2} L}{\left(\frac{\omega_{2}}{\omega_{1}}\right)^{2}-1}
$$

whence

$$
\begin{equation*}
L=\frac{1-\left(\frac{\omega_{2}}{\omega_{1}}\right)^{2}}{\omega_{2}{ }^{2} C^{\prime}{ }_{c}} \tag{14-74}
\end{equation*}
$$

('c is usually taken to be roughly $5 \mu \mu \mathrm{f}$ and $L$ and $C$ may be evaluated from eqs. (14-74) and (14-72), respectively. The advantage of the (ircuit over the simple resonant circuit type of Fig. $14-19 h$ is that the rise in the impedance at $f_{1}$ provides a much steeper characteristic in the vicinity of rejection, and a smaller portion of the visual band is rejected along with the aural signals.

In the circuit of Fig. $14-19 d$ the trap takes the form of an antiresonant circuit placed in the cathode return of the I-I amplifier stage. At the antiresonant frecuency the trap presents a high impedance to the flow of plate current. Thus a large degenerative voltage is developed between the cathode and ground, which lowers
the amplifier gain at that frequency, thereby providing the required action. A variation of the degenerative trap circuit is shown at $e$ in the diagram, where the actual trap is coupled by mutual inductance to $L_{1}$, in the cathode return. Direct application of coupled-circuit theory to the network shows that the impedance of the network as viewed from the terminals of $L_{1}$ is

$$
\begin{equation*}
Z=j \omega L_{1}-\frac{(j \omega M)^{2}}{Z_{22}}=j \omega L_{1}+\frac{\left(\omega_{1} M\right)^{2}}{Z_{22}} \tag{14-75}
\end{equation*}
$$

where $Z_{22}$ is the loop impedance of the $L_{2} \mathrm{C}_{2}$ circuit; hence $Z$ will be maximum at the series resonant frequency of the trap circuit when $Z_{22}$ will the a mininum. Thus degeneration occurs at the trap frequency, just as it did for the circuit of Fig. 14-19 d .

The absorption type of trap, where a resonant circuit is coupled into the conductive cireuit by means of mutual inductance, need not be restricted to use in the cathode return of the amplifier. In fact, the absorption-type trap has been mentioned in connection with lig. 14-17, where the coupling is to the secondary side of the interstage transformer. Several variations of this circuit may be seen in the diagrams of the complete receivers (Fig. 14-21 to 14-24). It is stressed once again that other forms of trap circuits, such as the bridged $T$ network, may be used; we have mentioned only a few representative forms to indicate some of the methods in common use.

The last feature to be mentioned in regard to the I-F amplifier system is the method of gain control used. If the amplifier tubes are of the remote cutoff type, their gain may be controlled by means of their hias voltage. Thus in some commercial receivers the grid return of one or more of the I-F stages is connected to a d-c source under control by a potentiometer. The effect of such a control on the reproduced picture is to increase the spread of the reproduced picture along the gray scale and so is known as the contrast control. A similar effect may be obtained by varying the bias on the input stage of the receiver.

## 14-8. The Video System

The remaining portion of the visual channel of the television receiver comprises the second detector, video amplifier stages, elamping or d-c restorer circuit, and the picture tube proper. The detector is a diode type of linear detertor designed with a compensated load im-
pedance in order to ensure a full response over the entire video band.
The video amplifiers and restorer circuit ${ }^{27}$ have been discussed in previous chapters and though many variations are employed in commercial models, they will not be discussed here. Several typical video systems are shown in the accompanying diagrams. In each case the several components may be identified quite readily. The operation of the manual brightness control, which sets the background level in the reproduced image, has been described in Chapter 7 .

## 14-9. The Deflection Circuits

Whereas the basic forms of deflection circuits have been studied in our previous work, we shall consider some of the details which are found in typical commercial receivers. Frequent reference will be made to the four diagrams of ligs. 14-21 to 14-24. All four of the receivers employ magnetic deflection and a flyback power supply except the $7-\mathrm{in}$. model of lig. 14-21, which utilizes an electrostatic deflection picture tube Type 7 EP 4 . In this set the composite video signal, consisting of picture and supersync components, is amplified as a unit in a single stage that employs a 6AG7. Since the tube has no fixed bias, clamping occurs on its grid; the d-e component is retained by direct-coupling the plate to the picture tube grid. The polarity of the output voltage is sync-negative; hence the supersync signals drive the picture tube beyond cutoff and so do not affect the final picture.

A portion of the output voltage is tapped off the video amplifier plate load and fed to the syne amplifier stage, which amplifies and inverts the composite video signal. The sync-positive signal is clamped hy the right-hand half of the video detector diode and delivered to the syne separator from which two outputs are derived. The plate feeds a two-section integrating network, whose output, in turn, synehronizes the rertical oscillator. The second output, which is developed across the cathode return, is fed through a $150 \mu \mu \mathrm{f}$ differentiating condenser to the cathode of the horizontal oscillator.

In both horizontal and vertical deflection systems the impulse oseillator is a modified form of multivibrator in which the coupling from the right- to the left-hand section of the tube is accomplished through a common cathode resistor. Use of this cathode-coupled

[^190]

Fig. 14-21. 1 -inch electrostatic-deflection television receiver. Provision for receiving only three channels is shown. (Courtesy of 'Trusvision, Inc.)




Fig. 14-22. A 12-inch magnetic-deflection receiver. The front end is not shown. (Courtesy of Transvision, Inc.)
multivibrator circuit eliminates the need for an additional discharge tube; the charging condenser, which develops the saw-tooth sweep voltage, is connected directly from the right-hand plate of the tube to ground ( $0.1 \mu \mathrm{f}$ and $500 \mu \mu \mathrm{f}$, respectively, for the vertical and horizontal sweeps). Push-pull deflection is provided by plate-coupled paraphase amplifiers in both sections. It may be observed that d-c centering or positioning voltages are fed to one horizontal and one vertical deflection plate in the 7 EP4.
The use of a flyback power supply is not feasible because electrostatic deflection is used. The high voltage is supplied from a $60-$ cycle high-voltage transformer and a 2 X 2 rectifier. A separate $2.5-$ volt insulated winding is provided for the 2X2 filament, which is at high voltage with respect to ground. The negative lead of the high voltage system is connected to $B+$ of the low-voltage power supply.

The 12 -inch magnetic deflection set shown in Fig. 14-22 has a slightly different deflection system from that just described. Notice first that the output of the 6 AG 7 video amplifier is capacitancecoupled to the picture tube grid and so a d-c insert is required at that grid. The necessary action is furnished by the right-hand section of the video detector 6AL5, which is labeled X -10 in the diagram. One advantage gained here is that the sync components of the composite video signal are separated in the same tube because it serves as a rectifier with only the sync components appearing across the 22 kilohm resistor from pin 7 of X-10 to ground. X-8 and X-9 serve to amplify the sync signals and to square them up by clipping. The fourth section operates as a cathode follower so that the proper polarity is maintained in the outputs feeding the two sweep channels. The remainder of the sweep channel comprises units which have already been described at some length. The differentiated or integrated sync wave is used to synchronize a blocking oscillator, which, in turn, controls the discharge tube of the sweep-generating circuit. Notice that in both horizontal and vertical channels the sweep voltage is generated across a resistor and condenser in series in order that the developed voltage be trapezoidal. The high voltage for the picture tube is obtained from a flyback supply on the horizontal-sweep output tube. Notice also that the 6BG6-G plate returns to $B+$ through the damper and yoke system, thereby indicating that reaction scanning is used. ${ }^{2 x}$

[^191]In the I) Mont reepiver shown in Fig. 14-23 separation of the syne from the picture components is handled in a manner similar to that described in the preceding paragraph: The diode, $\backslash 204 B$, serves as the d-c restorer for the Teletron ${ }^{23}$ and as a diode syne separator. Two stages of sync clipping are afforded by tubes V212-d and V213. Notice that the signal is inverted in the first clipper stage; hence both the top and bottom of the sync pulses are clipped. The reason for this double clipping is seen from the following considerations. The magnitude of the complete composite rideo signal is under adjustment of the contrast control, R232, which feeds bias voltage to the control grids of the first two video I-F amplifiers. This control is normally adjusted to give proper contrast in the reproduced image. As the I-F gain is varied, the syne signal amplitute varies. The double clipping keeps the magnitude of the sync output from V213 constant over a large range of those variations and so provides more stable control of the deflection circuits, particularly in the horizontal system which will be described.

The vertical-sweep system is quite conventional. The clipped syne pulses are fed through a buffer or isolating amplifier to a two-stage integrating network, whose output is inductively coupled to the vertical blocking oscillator. V216B serves as both blocking oscillator and discharge tube for the sweep-generating circuit, ('257 and R279. The bias on the vertical deflection amplifier is controlled by R281. This resistor controls the operating point and hence the curvature of the tube's transfer characteristic, which is used to compensate for curvature due to the output circuit. Thus I 281 adjusts the linearity of the vertical sweep and is labeled the vertical-linearity control.

The horizontal-sweep channel represents a departure from the othe: circuits which have been described. Bursts of R-F noise, either man-made or natural, which are picked up by the receiving antenna, add to the composite video signal and are amplified along with it. If these noise pulses are of sufficient amplitude to lie in the blacker-than-black region, they pass on to the synchronizing circuits. Since they are spaced in a random manner, they appear as false sync signals and on differentiation may upset the horizontal sweep. Pulses of this type have little effect upon the vertical system because they are usually quite narrow and contribute a negligible amount to the output of the integrating system. To overeome the suseeptibility of the

[^192]horizontal-sweep system to these false sync pulses, a number of methods of stiffening the horizontal-sweep oscillator have been derised. The circuit shown in Fig. 14-23 is representative of one method which is used. A sine-wave horizontal oscillator, V215, is under control of the reactance tube V 220 . V214 serves in a discriminator circuit, which compares the oseillator and syne frequencies. Any difference between the two shows up as a d-c error voltage across the plate load resistors, R263 and R264; this voltage is fed to the grid of the reactance tube. Coarse control of the oscillator frequency is provided by the tuning slug in the secondary of Z204, which is also the oscillator tank inductance. Fine control is provided by the feedback loop, consisting of the discriminator and the reactance tube. The detailed operation of the control circuit may be made clearer with the aid of Fig. 14-24, which shows a similar unit that was used


tUBE


(b)



(c)


(d)

Fig. 14-2t. I eptail of an automatic frequeney eontrol for the horizontal sweep system. The circuit is similar to that used in Fig. 14-23. (Courtesy of RCA Revien.)
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in the R.C.A. 630TS chassis. The circuit shown differs principally from that in the Du Mont receiver in that the discriminator tube is reversed with respect to the sine-wave and sync-signal inputs. It may be seen from Fig. 14-24 that a sine wave is coupled inductively to the plates of the discriminator from the tank circuit of the Hartley oscillator; hence the sine wave appars in phase opposition on the diseriminator plates. On the other hand, the sync voltage is fed conductively to the center tap on the transformer primary and so appears in the same phase on the discriminator plates. With the local oscillator running at proper frequency and phase relative to the syne pulses, the voltages on the two diseriminator plates will be those illustrated at $b$ in the figure. The in-phase sync pulses gate on the two diodes, which conduct equal currents. These currents produce zero voltage across the cathode load resistor and no error voltage is delivered to the reactance tube.

If the oscillator drifts so that it lags the sync pulses, the discriminator plate roltages will have the form shown at $c$. It is clear that the upper diode has a greater applied voltage during the conduction interval than the lower diode; hence the upper plate current will exceed the lower and the net voltage developed across the load will cause pin 1 to be positive with respect to pin 5 . This positive error voltage causes the reactance tube to compensate for the oscillator drift. The wave forms at $d$ show the conditions which exist when the oscillator voltage leads the syne pulses. It should be noticed that a phasing control is provided on Z204 in Fig. 14-23. The purpose of this control is to allow proper aljustment of the phase of the sine wave fed to the discriminator so that when the oscillator is operating at the correct frequency, the horizontal retrace will occur during the horizontal blanking interval. If the control is out of adjustment, the entire picture is shifted to the left of the CRT tube and a black vertical blanking bar is visible.

Since, as we have seen, the comparison network is sensitive to phase differences in the two compared waves and delivers a d-e voltage proportional to the conduction time of the discriminator, a high degree of noise immunization is provided. Any random noise pulses arriving with the syne may cause the diodes to conduct but they have no instantaneous effect on the sweep, and their effect is averaged out in the d-e voltage delivered to the reactance tube. ${ }^{30}$

[^193]One of the chief disadvantages of the horizontal-sweep control circuit just described is that the control operates on a sine-wave oseillator rather than on the horizontal-sweep oseillator itself. To overcome this difficulty means must be provided so that the sinewave oscillator controls the frequency of the trapezoidal generator. This is aceomplished quite simply in the In Aont reeriser of Fig. 14-23, even though a number of additional circuit components are reguired. The grid signal on the sine-wave oscillator is large chough to drive the plate to saturation so that the output wave is flat-topped, as shown in the diagram. This wave, after being differentiated, produces a positive-going pulse of sufficient amplitude to trigger off the trapezoidal generator, V21213. The remainder of the horizontalscanning system is similar to those which have been described previously; reaction scanning and a flyback power supply are utilized.

Figure 14-25 shows the diagram of an R.C.A. 9T240, 10 -in. magnetic deflection receiver. One of the principal features in which the set differs from those already described is the frequency-control circuit on the horizontal-sweep system. Instead of using the discriminator-sine-wave-oscillator combination just deseribed, the set employs a single control tube and blocking oscillator, V111, whose output feeds the horizontal output tube directly with a considerable saving in the number of components reguired. The right-hand half of V111 serves as a sine-wave-stabilized blocking oscillator, which, when cut off, allows the required saw-tooth roltage to build up on ('161.

The frequency of the blocking oseillator is controlled by the d-c voltage developed between pin 3 of the control tube and ground; this voltage provides the bias for the blocking oscillator. The magnitude of the d-e voltage depends upon the relative phase of three voltages delivered to the grid of the control tube: (1) the syne voltage. which is delivered through C140, (2) the saw-tooth sweep voltage, delivered from (:161 through R180, and (3) the integrated flyback voltage delivered through ('166. The relative phase of the three components determines the length of time the control tube conducts and hence the d-c voltage on ( 1555 . Once again the control of frequency is determined by a d-c voltage and the effect of random noise pulses on the sweep circuit is averaged out. ${ }^{31}$

[^194]A number of other systems of automatic control of the horizontalsweep frequency have been developed and it may be expected that even simpler systems will be devised to reduce the number of required components without sacrifice in performance. ${ }^{32}$ It must be realized, however, that the discriminator or other phase comparator is not essential in providing protection from noise in the horizontal-sweep system. Schlesinger has described a system that employs a high-() oscillator circuit, which provides excellent noise immunity. ${ }^{33}$

## 14-10. Automatic Gain Control

Automatic gain control ( $\mathrm{A}(\mathrm{rC}$ ) is the television receiver's counterpart of automatic volume control ( AJC ) found in the usual broarlcast radio receiver. The operation and function of the latter are well known. A d-c voltage which is proportional to the average carrier amplitude of the incoming $\mathrm{R}-\mathrm{F}$ signal is derived from a detector and is used to automatically control the gain of amplifiers employing tubes of the remote cutoff type. A decrease in average carrier amplitude. resulting from, say, farling, reduces the magnitude of the control voltage and so raises the amplifier gain to compensate for the loss in the R-F signal. Thus the circuit compensates for changes in signal level and provides an output voltage of constant amplitude.

Basirally the AT( : circuit may be carried over into television work with one important exception. The concept of "average carrier amplitude" of an R-F wave modulated by the composite video signal is really without meaning because, as we have seen, the average carrier amplitude depends upon the background level of the picture component of the modulating signal and so depends upon the modulating signal. In short, the average carrier level is not a reference which may be used to measure the strength of the R-F signal. The obrious solution to this difficulty is to choose the peak, rather than the average, value of the modulated wave as the reference. This is accomplished by using a peak detector as the source of the $\mathrm{AC}($ : control voltage, which will then be proportional to the peak sync level in the k -I wave.

[^195]The basic circuit of a simple A( F ( circuit is shown in I'ig. 14-26. Separate diodes are provided for A(9): and video detection, both being fed by the final I-F amplifier stage. The A(ir' detector develops a der voltage proportional to the peak catrier amplitude and that voltage, in turn, is used to control the bias on the several I-F amplifiers and the input stage of the recoiver.


Fig. 14-26. Banic d. (i.C' circuit. 'The A. i. ('. voltage is develoned by a peak detector.

The hasic circuit which has just been described is quite susceptible to noise and so is seldom used in modern receivers. We have already observed that high-amplitude R-F noise impulses extend into the blacker-than-black regions of the detected signal and hence are in a position to upset the AG(? system. Notice that the detector load condenser (' can charge faster than it can discharge because during charge it is in series with the low detector impedance, while it must discharge through $R$, which is high in comparison. Thus the effect of any AciC voltage produced by a noise pulse is extended over a relatively long time interval. The situation may be improsed, but not corrected, by feeding the modulated signal through a limiter before it reaches the $A\left({ }^{\prime}()\right.$ detector. The limiter then will clip the noise peaks to the level of the sync signals.
One's inmediate reaction is to improve the noise immunity of the circuit by lowering the time constant $R\left(C\right.$ of the $A\left({ }^{\prime}('\right.$ detector load. This is not feasible, however, because the syne pulses themselves oceupy only a small percentage of a line interval and the $R-C$ cireuit must integrate the eontrol voltage over that interval. What is needed is an Afr: circuit which is immone to noise and still fastacting to the point that the recuired control of gain is maintainerl.

In regard to the last point a large problem is presented by low-flying aircraft in the vicinity of the receiving antema. Inder certain circumstances the antenna may receive two signals, one direct from the transmitter and the second refleeted from the airplane. As the latter moves in flight, the two signals go through a rapid evele of reinforeing and canceling, which causes an extremely objectionable flicker or fluctuation of brightness in the reproduced image. To remove this effect an AGC network must be able to respond to signal variations at a very high rate.

Wendt and schroeder ${ }^{34}$ have described a number of fast-acting circuits which provide a high degree of noise immunity. One of the newer fast-acting circuits described in the reference is illustrated in simplified form in Fig. 14-27. The sync-negative video signal, which feeds the Kinescope grid, also drives $V_{1}$, whose grid circuit acts as a


Fig. 14-27. A fast-acting A.(i.C. circuit that also clamps the video sigmal. l'eaking roils are not shown. (Courtesy of RC. 1 Rerime.)
d-c restorer. $Y_{1}$ will normally be nonconducting. (iating of the tube is accomplished through the transformer $\mathrm{T}_{1}$, which feeds a negative pulse from the horizontal output transformer to the cathode return of $V_{1}$. The pulse amplitude is of sufficient magnitude to cause $V_{1}$ to conduct. During the conduction interval the output of $V_{1}$ will depend upon the magnitude of the composite video signal. When the video signal is small, the pulse through $T_{1}$ produces a large plate current; when the video signal is large, the grid voltage on $V_{1}$ bucks

[^196]the pulse and a smaller plate current flows. Verectifies the amplified pulses and the grid voltage has magnitude and polarity determined by the video signal amplitude. $V_{3}$ is a d-c amplifier which inverts the signal and delivers the corresponding $\mathrm{A}(\mathrm{iC}$ voltage to the controlled amplifiers.

The circuit provides immunity to noise impulses in two ways. First, the AG(: detector. $V_{2}$, is driven only during the gated intervals which occur at the end of each sweep. Thus intersync noise pulses are completely eliminated from the gain-control system. Any noise riding on top of a syne pulse reduces the output of $\mathrm{V}_{1}$. Second, this reduced output caused by the coineident noise pulse will not be great enough to cause conduction in $\mathrm{V}_{2}$, and no change in the $\mathrm{A}(\mathrm{iC}$ voltage will be produced.

Notice that the $\mathrm{A}\left(\mathrm{iC}\right.$ output from $\mathrm{V}_{3}$ is completely isolated from $B+$ by returning the plate, through the load resistor, to ground. The d-c plate voltage for the tube is obtained by returning its cathode to 100 volts below ground.

## 14-11. Summary

The discussion up to this point in the chapter has covered some general considerations of television receivers and certain of the special features which are incorporated in typical commercial models of the conventional two-channel I-F type. Details of the sweep generators, sync separators, and video amplifiers that have been covered in previous chapters have not been repeated. We next consider the second general type of receiver, the intercarrier form, which uses a single I-F channel for both the visual and aural signals.

## THE INTERCARRIER RECEIVER ${ }^{35,36}$

An inherent difficulty present in the conventional television receiver is that it actually consists of two separate receivers, visual and aural, with only a single tuning control on the local oscillator associated with the common mixer circuit. If, for any reason, either of the two independent I-F systems dififts out of alignment, it is impossible to tune the receiver for both optimum picture and optimum sound.

[^197]Since the sound system is narrow-hand and more susceptible to mistuning than the wide-band video channol, the oscillator is adjusted to give the best sound reproduction-a strange procedure, indeed, in a system whose prime function is the reproduction of a picture. In the summer of 1946 R. 13. Dome of the (ieneral Electric C'ompany proposed a receiver system to the R.M.A. Subcommittee on V.H.F. Television Systems, which utilizes a common I-F channel for both audio and video signals. This system, which eliminates misalignment problems and results in a much simplified receiver, has been termed the Dome, intercarrier, or carrier-difference system of television reception. In contrast to other proposals for eliminating misalignment problems which employed some form of multiplexing or time-sharing between the sight and sound on a common carrier, the Dome proposal can operate under existing transmission standards, although certain slight modifications would be desirable to guarantee optimum performance. These modifications which would not affect existing receivers of the conventional type are discussed later in the chapter.

## 14-12. Principle of Operation

In order to understand the principle of operation of the intercarrier television receiver, let us examine some of the significant terms in the output of a nonlinear mixer. In general, three groups of input signals are applied to the mixer. These may be represented in the following manner: First, the amplitude-modulated visual carrier consists of a carrier plus several sidetand frequencies. In order to reduce the number of terms in the equations we shall consider only one pair of sideband components corresponding to a modulating frequency $\omega_{1}$. Thus, for the visual signal we write

$$
\begin{equation*}
e_{v}=E_{1} \cos \omega_{r} t+E_{2} \cos \left(\omega_{v}+\omega_{1}\right) t+E_{3} \cos \left(\omega_{v}-\omega_{1}\right) t \tag{14-76}
\end{equation*}
$$

Second, the frequency-modulated aural wave of carrier frequency $\omega_{a}$ may be represented by the carrier and a single pair of sidebands

$$
\varphi_{a}=E_{4} \cos \omega_{a} t+E_{5} \cos \left(\omega_{a}+\omega_{2}\right) t+E_{6} \cos \left(\omega_{a}-\omega_{2}\right) t \quad(14-77)
$$

Third, the oscillator signal is

$$
\begin{equation*}
e_{o}=E_{o} \cos \omega_{o} t \tag{14-78}
\end{equation*}
$$

We have previously seen that these signals effectively combine in series at the mixer input ; hence for the signal voltage on the mixer
grid we may write

$$
\begin{equation*}
e_{a}=e_{r}+e_{a}+e_{a} \tag{14-79}
\end{equation*}
$$

With the mixer operating in a nonlinear fashion, the plate current will be

$$
\begin{equation*}
i_{p}=a e_{g}+b e_{11}{ }^{2}+c e_{g}{ }^{3}+\cdots \tag{14-80}
\end{equation*}
$$

where $a, b$, and $c$ are constant terms which depend upon the mixer transfer characteristic. The several signal components that appear at the mixer output may be determined by substituting (14-79) into ( $14-80$ ) and by expanding each term by means of trigonometric identities. Previous experience with expansions of this type shows that, among others, a number of heterodyne terms will be present whose frequencies are the sum or difference of the several component frequencies. For example, the oscillator beating against the visual signal components produces the terms
and

$$
\left.\begin{array}{l}
E_{1} L_{o} \cos \left(\omega_{c}-\omega_{v}\right) t  \tag{14-81}\\
E_{2} E_{o} \cos \left[\left(\omega_{i}-\omega_{v}\right)-\omega_{1}\right] t \\
E_{3} E_{0} \cos \left[\left(\omega_{v}-\omega_{v}\right)+\omega_{1}\right] t
\end{array}\right\}
$$

It should be clear that

$$
\begin{align*}
\omega_{o}-\omega_{v} & =\omega_{i}  \tag{14-82}\\
& =\text { visual I-F carrier frequency }
\end{align*}
$$

Hence, these terms may be rewritten as

$$
\left.\begin{array}{l}
E_{1} L_{o} \cos \omega_{i} t  \tag{14-83}\\
E_{2} E_{o} \cos \left(\omega_{i}-\omega_{1}\right) t \\
E_{3} E_{o} \cos \left(\omega_{i}+\omega_{1}\right) t
\end{array}\right\}
$$

In a similar manner the visual carrier beats with the aural components and yields

$$
\left.\begin{array}{l}
E_{4} L_{1} \cos \left(\omega_{n}-\omega_{v}\right) t  \tag{14-84}\\
E_{5} E_{1} \cos \left[\left(\omega_{a t}-\omega_{v}\right)-\omega_{2}\right] t \\
E_{6} E_{1} \cos \left[\left(\omega_{a}-\omega_{v}\right)+\omega_{2}\right] t
\end{array}\right\}
$$

('ross-modulation between ( $14-83 a$ ) and ( $14-84$ ) gives still another frecpleney group

$$
\begin{align*}
& E_{1}{ }^{2} E_{4} E_{0} \cos \left[\omega_{i}-\left(\omega_{a}-\omega_{v}\right) t\right] \\
& E_{1}^{2} E_{5}^{\prime} E_{o} \cos \left[\omega_{i}-\left(\omega_{a}-\omega_{v}\right)+\omega_{2}\right] t  \tag{14-85}\\
& E_{1}{ }^{2} E_{6} E_{0} \cos \left[\omega_{i}-\left(\omega_{a}-\omega_{v}\right)-\omega_{2}\right] t
\end{align*}
$$

The several components of (14-83) and (14-85) are in the general ricinity of $\omega_{i}$ and so are passed by the visual I-F system. If, now, the amplitudes of (14-8;) are attenuated such that they are of the same strenyth as the visual I-F sidebrnds, they will appear to the second detector as additional sidebands associated with the visual I-F carrier. This concept is the basis for intercarrier reception. In the detecting process the sidebands are effectively "stripped off" the carrier and the signals present in the demodulated output will be

$$
\begin{equation*}
f_{1} \quad f_{a}-f_{v}-f_{2} \quad f_{a}-f_{v} \quad f_{a}-f_{v}+f_{2} \tag{14-86}
\end{equation*}
$$

Let us examine these frequencies with care. The first is simply the video signal proper. The third, $f_{a}-f_{v}$, is the difference between the two transmitter carrier frequencies, which by current standards must be 4.5 megacycles. Let us call this carrier-difference frequency the aural I.F. Then the second and fourth terms of (14-86) are the lower and upper sidebands, respectively, of the modulated aural I-F signal, which signal occupies a band of frefuencies lying just above the upper limit of the video band. This aural I.F., centered on 4.5 megacycles, may then be removed from the video channel by a trap circuit, deterted, and amplified in the usual manner.

This entire process may be summarized in the following manner: In the mixing process the aural signal is reproduced in a group of sidebands centered on $\left[f_{i}-\left(f_{a}-f_{v}\right)\right]$, which is the visual I-F carrier minus the difference between the aural and visual $\mathrm{R}-\mathrm{F}$ carriers. If these signals are attenuated sufficiently, the visual I-F carrier will view them as more of its own sidebands. In the detection process the visual I-F carrier is demodulated; the output is the video signals plus a frequenc $y$-modulated anral carrier of 4.5 megacycles, which may be separated from the video by a trap circuit.

## 14-13. The Intercarrier Circuit

The block diagram of an intercarrier or carrier-difference receiver is shown in Jig. 14-28. One advantage of the carrier-difference system is immediately apparent: the number of stages in the receiver is reduced hecause no separate sound I-F channel, as such, is required.


Fig. 14-28, Block diagram of the intercarrier receiver. Sweep circuits are not shown. Both visual and aural signals are amplified in a common I-F system. Separation of the two signals oceurs after detection.

Notice, too, that the two programs are kept together through the video amplifier so that the latter contributes to the gain of the over-all aural system.

The stability afforded by the intercarrier system is even more important. The aural I-F frequency of 4.5 megacycles is almost completely independent of local oscillator drift, being determined solely by the R-F carriers at the transmitter which are subject to constant control. In tuning the receiver, one adjusts for optimum picture, and the sound reproduction is unaffected. We have shown in an earlier section that the video system is broad and fairly immune to small amounts of local oscillator drift. In the conventional receiver the stability requirements are set by the aural system. In the intercarrier receiver the aural I.F. is independent of local oscillator drift and a fair amount of drift may be tolerated. This fact is illustrated in commercial intercarrier receivers, which invariably have no provision for fine tuning of the local oscillator.

The price that must be paid for the advantages just listed is that further restrictions are required on the pass characteristics of the I-F amplifiers, which must provide the required attenuation of the aural components in the I.F. Let us consider these restrictions. The attenuation of the aural components may be accomplished by providing a low-amplitude pass characteristic in the range of I-F frequencies occupied by these aural components, which are centered on the frequency $\left[f_{i}-\left(f_{a}-f_{v}\right)\right]$. In writing the frequency in the form that was used in (14-85), we obscure the fart that this is precisely the
aural I-F frequency of the consentional receiver, a fart which may be verified by substituting for $f_{i}$ from eq. (14-82). 'Thus,

$$
\begin{align*}
f_{i}-\left(f_{a}-f_{v}\right) & =\left(f_{o}-f_{v}\right)-\left(f_{a}-f_{v}\right) \\
& =f_{o}-f_{a}  \tag{6}\\
& =\text { conventional aural I.F. }
\end{align*}
$$

Therefore the pass characteristic must have a "shelf" centered on 21.25 megacycles and extending roughly 25 kilocycles or more in each direction. In his report to the R.M.A. Dome recommended that the shelf height should correspond to the minimum level expected in the video carrier. For example, if maximum white modulation at the transmitter reduces the visual carrier to 15 per cent of its peak amplitude, the $\mathrm{R}-\mathrm{A}$ characteristics will halve this in the receiver to 7.5 per cent. Then, if the aural carrier amplitude is equal to black level in the visual carrier, the shelf height must be

$$
\begin{equation*}
\frac{7.5}{75}=10 \% \tag{14-88}
\end{equation*}
$$

In practical design a value ranging from 5 to 10 per cent is used. The ideal I-F pass characteristic for the intercarrier receiver is illustrated in Fig, 14-29a, The required attenuation in the vicinity of 21.25 megacycles is normally obtained by means of a trap circuit. ('onsiderable care should be exercised to ensure that the shelf is reasonably level in order that slope detection of the frequency-modulated aural signal not take place.


Fïg. 14-29, I-F pass characteristics for the interearrier receiver. (a) Ideal I-F characteristic. Notice the shelf at 21.25 megacyeles, which is used to attenuate the aural signals. (b) Characteristic for a simplified receiver. Symmetry in the characteristic reduces design prohlems in the local oscillator, but a full 4.5-megacede video bandwidth cannot be realized.


Fig. 14-30a. Circuit diagram of a 7 -inch electrostatic-deflection receiver of the intercarrier type. Fig. 14-30h shows the I-F response. (Courtesy of The Hallicrafters Company.)


Fig. 1+-30at. (cont.)


Fig. 14-30b.
Even further simplification of the intercarrier receiver may be had by utilizing a symmetrical I-F pass characteristic, but at the expense of performance. To illustrate, consider the symmetrical characteristic shown at $b$ in Fig. 14-29. A response of this type may be obtained directly by means of the I-F interstage coupling networks; no special trapping circuits are required. This response curve further simplifies the oscillator design hecause two different sets of intermediate freduencies may the used. For example, for channels No. 2 through No. 6 the local oscillator operates at a frequency higher than the incoming R.F. and the I.F.'s are:

$$
\left.\begin{array}{rl}
\text { aural I.F. } & =21.25 \text { megacyeles } \\
\text { visual I.F. } & =25.75 \text { megacycles }
\end{array}\right\} \text { channels } 2-6
$$

For the higher channels, the oscillator operates belour the incoming R.F. and the corresponding intermediate frequencies are

$$
\left.\begin{array}{c}
\text { aural I.F. }=26.95 \text { megacycles } \\
\text { visual I.F. }=22.45 \text { megacyeles }
\end{array}\right\} \text { channels } 7-13
$$

By this device the operating range of the local oscillator is reduced by a considerable factor with a corresponding increase in its frequency stability.

The chief disadvantage of the simplified form of the receiver is that it does not provide a 4 -megacycle bandwidth for the visual I-F signal. This may be seen directly from Fig. 14-29b. Ideally, the response
at the two aural carriers, 21.25 and 26.95 megacyeles, should be 26 decibels below the flat top, and the sides should be reasonably linear to meet the R -A requirements. These two requirements are not compatible and the aural carrier level is generally raised to between -17 and -20 decibels. With this amount of attenuation, any audio signals which appear at the C'R'I grid by virtue of slope detection are so small that they have negligible effect in the reproduced image.

Figure 14-30 shows the diagram of a commercial receiver of the intercarrier type. It may be seen that the aural signals centered on 4.5 megacycles are removed at the plate of the first video amplifier. The shunt combination of resistance and capacitance on the grid of the aural I-F amplifice in conjunction with the unbiased grid circuit provides a clipping or limiting action, which serves to remove any spurious amplitude variations in the frequency-modulated aural signal. The remaining portions of the receiver are similar to those previously described, except for the high-voltage power supply. Since electrostatic deflection is used, the use of a flyback power supply is ruled out. To circumvent the need for a 60 -cycle high-voltage supply, an R-F oscillator is used. With proper design the oscillator output may be made sufficiently large so that on rectification by the $1 \mathrm{~B} 3 / 8016$ it furnishes the required high-voltage low-current supply for the cathode-ray tube. ${ }^{37}$

## 14-14. Recommended Changes in Transmission Standards

In order to ensure correct operation of the intercarrier type of television receiver Dome has proposed that four principal modifications be made in the existing television transmission standards. A discussion of these proposals follows.

In the process of amplitude modulation, inadvertent frequency or phase modulation of the carrier may occur to some extent unless particular care is exercised in adjusting the modulating equipment. Since the final aural I. ${ }^{1}$. in the intercarrier receiver is developed by the beat between the visual and aural carriers, inadvertent modulation of this type will cause spurious modulation of the beat note,

[^198]which, in turn, will be deterted and reproluced in the audio channel of the receiver. The first proposal, then, is that the standards include a section requiring that no phase or frequency modulation of the visual carrier be permitted.
A second proposal has to do with the maximum allowable degree of modulation of the visual carrier. Since the aural I.F. is the beat note between the two carriers, its existence depends upon the presence of both carriers at all times. This fact may be verified from eqs. (14-85), which show that the amplitudes of the beat notes are proportional to the square of $E_{1}$, the video carrier amplitude. The difficulty here is that current standards allow a maximum white signal to modulate the video carrier to 15 per cent or less of the peak voltage amplitude of the radiated signal. Thus, if a white signal modulates the visual carrier down to zero amplitude, no sound will be reproduced at the receiver for the duration of a white signal. For this reason Dome recommends that the phrase "or less" be eliminated so that the minimum carrier level will be 15 per cent of the peak. ${ }^{38}$

The third proposal is that the frequency difference between the two transmitted carriers be incorporated into the standards. Existing standards specify tolerances on each carrier frequency separately. Thus, even though each carrier is held within the allowable tolerance, the beat note may drift from 4.5 megacycles, thereby impairing the reproduction of sound at the receiver. It may be supposed that a system of driving both transmitters from a single controlled oscillator will ine used if this proposal is adopted by the Federal Communirations Commission.

The fourth proposal for ensuring proper performance of the carrier difference receiver is that the $\pm 25$-kilocycle swing permitted for the frequency-modulated aural signal be raised to at least $\pm 75$ kilocycles. The effect of this proposal would be to mask out inadvertent frequency modulation of the visual carrier.

Two facts should be noted in reference to the proposed modifications of the television transmission standards which have just been described. First, their acceptance will have no adverse effect on existing receivers of the conventional double-I.F. channel type which are properly designed. Second, the majority of television stations

[^199]maintain such excellent control over their transmission that intercarrier receivers operate perfectly under the existing standards. The proposals are safety measures which would guarantee proper reception from all television stations. In support of this statement it is interesting to note that at the time of writing, receivers of the intercarrier type are produced by at least four large manufacturing organizations.

## PROJECTION SYSTEMS ${ }^{39,40,41,42,43}$

As black-and-white television has become more widely adopted, there has been an increasing demand on the part of the buying public for larger and larger images at the television receiver. To satisfy this demand direct-view tubes of $10,12,16,19$, and even $30-\mathrm{in}$. diameters have been developed, and the trend is to even larger sizes as better means are developed to overcome the large forces exerted by atmospheric pressure on the face of the evacuated tube envelope. These large tubes are expensive, however, and as a consequence resort has been made to various forms of optical systems which project an enlarged image of the fluorescent face of a small tube onto a. viewing screen.

Basically two types of projection systems have been employed with cathode-ray tubes in television receivers: the refractive type, which utilizes a lens, and the reflective type, which employs a mirror. Of the two, the latter has found greater adoption in the United States. The reasons for this are discussed in the paragraphs which follow.

## 14-15. Refractive Projection Systems

The basic layout for a refractive optical projection system is shown in lig. 14-31. The principle is quite simple, being similar to that used in a slide- or motion-picture projector: A real image of the illuminated face of the cathode-ray tube is focused on the viewing sereen by a suitable lens system. Fither an opaque or a translucent

[^200]sereen may be used, depending upon whether the image is projected from the front or the back of the sereen. The primary problem involved has to do with the


Fig. 14-31. Baxic layout of a refractive projection system. brightness of the projected image. For example, let a 5TP4 projection kinescope be used and scamed with a raster size of 4 inches $\times 3$ inches. Further, let the projected image be $20 \mathrm{in} . \times 15 \mathrm{in}$. If the lens system has a transmission cocfficient of unity, the total light flux in the raster and the image must be the same, or, in other words, the illumination on the viewing sereen will be less by a factor of

$$
\frac{4 \times 3}{20 \times 15}=\frac{1}{25}
$$

than that of the kinescope image. This situation is aggravated by the fact that a typical lens system will have a transmission coefficient in the range of 0.06 , so that the illumination ratio is reduced to roughly $1 / 400$.

This situation may be cased by employing a larger kinescope, which permits reduction in the system magnification, but the lens size must also be increased. Alternatively, the tube size may be kept constant and a larger-aperture lens provided. To this end a commercially available $f / 1.9$ lens has been developed. At present, larger stop sizes; seem impracticable, first, because of high cost, and second, because of the lowered transmission coefficient. In the latter regard problems of aberration arise in the larger lens systems, which are corrected by increasing the number of elements in the lens system. We have already observed in Chapter 6 that the loss of light in transmission through a lens systen occurs primarily at the air-glass boundaries; hence a system employing a large number of elements will generally have a lower transmission coefficient than a simple lens.

The use of the aluminum-backed 5TP4 projection kinescope and of the coated $f / 1.9$ lens has permitted the development of a satisfactory refractive projection system, but this is less popular than the reflective type.

## 14-16. Reflective Projectior,

The majority of reflective-projection television systems are based on some variation of the schmidt optical system, which is used in certain astronomical telescopes. One form of the system is illustrated in Fig. 14-32a. In essence, the system utilizes a spherical mirror


Fig. 14-32. Two forms of the Schmidt optical sustem of projertion. (a) A straight system. $\quad / 1$ is a spherical mirror; $L$, a correction lens. The shaded area represents light lost because of intereeption by the deflection yoke. (b) A folded system. A flat mirror redures the size of the optical system and no light is lost by interception. (Courtesy of North American Philips Co., Inc.)
that is silvered on its front surface to reflect a real image of the kinescope face onto the viewing screen. Since the mirror exhibits some spherical aberration (although to a lesser degree than the projection lens), a correction lens, $L$, is required. ${ }^{44}$ As may be seen from the diagram this corrector is designed to fit over the neck of the projection tube. One interesting feature to note is that quite often the center portion of the curved mirror is cut away, the reason being that monochromatic aberrations are thereby eliminated.

The chief advantages of the reflective system are threc: first, an over-all transmission coefficient of approximately 0.25 is obtained; second, of all mirror shapes the spherical is the easiest and least expensive to produce; third, even though of complex form, the correc-

[^201]tor plate may be produced quite inexpensively. To this end techniques have been devetoped for heat-forming the corrector from a sheet of plastic. ${ }^{45}$

The primary problems associated with the reflective system are collecting of dust on the optical surfaces, proper support of the re-


Fig. 14-33. Details of a folded Schmidt optical projection ststem. Notice how the use of two plane mirrors reduces the cabinet size required. (Courtesy of North American Philips Co., Inc.)

[^202]flecting element, and sagging of the plastic corrector under its own weight.

Considerable ingenuity has been displayed in fitting the optical system into the limited cabinet space of the typical home television receiver. Shortening of the physical dimensions of the optical path is usually accomplished by folding the optical path by means of mirrors as shown in Fig. 14-32b. By way of example a projection system which employs two plane mirrors in addition to the curved one is shown in Fig. 14-33. The particular unit shown is a packaged unit, consisting of the tube, optical system, high-voltage power supply, and deflection equipment, and is manufactured under the trade name "Protelgram" by Philips. A noteworthy feature of the Philips system is the small (maximum sereen diameter of 21.5 millimeters) projection tube used, the idea being that only small deflections are required, with a resulting saving in deflection and forusing power. Reference to the diagram shows how plane mirrors are used to fit the optical path into the receiver cabinet.


Fig. 14-34. Components of Protelgram, a packaged schmidt optical unit with power supply and deflection system. (Courtesy of North Ameriean Philips Co., Iur.)

In a number of projection receivers plastic viewing screens are used, their surfaces being treated so that they concentrate the light into the region most commonly used for viewing, i.e., they do not diffuse the light equally in all directions. In one Philco unit a reflecting type of screen has been used, whose viewing region is $60^{\circ}$ in the horizontal plane and $20^{\circ}$ in the vertical plane. Horizontal directivity is obtained by scoring the screen surface with a large number of vertical grooves of random shape. The sereen is made concave in the vertical plane to produce the reguired vertical directivity. Further treatment of the screen surface provides uniform diffusion within the $60^{\circ}$ and $20^{\circ}$ angular limits, and a screen brightness of some 50 foot-lamberts is (o)t:ained. ${ }^{46}$

## 14 17. The Skiatron System

In the types of projection telerision systems deseribed thus far the brightness of the final image is limited by the amount of light which ran be produced by the fluorescent screen of a cathode-ray tube. At least two other systems have been devised which eliminate this inherent limitation of the cathode-ray tube, the Scophony and Skiatron systems. In both of these, the light originates in an external roure, such as a carbon are, and its intensity is modulated by a light valve, which, in turn, is controlled by the video signal. In the older scophony system, which is illustrated in lig. 14-35, the light valve


Fig. 14-35. Basic components of the Scophony reproducing system. Light from an external source, such as an are lamp, is modulated by a lighterontrol cell under control of the video signal. scaming is provided by rotation of two polygonal mirrors. (Courtery of Skiatron Corporation.)

[^203]takes the form of a Kerr cell or, in later form, of an ultrasonic light valve. Scanning is provided by two polygonal mirrors mounted normal to each other. The Scophony system of reproduction has been used in England primarily, ${ }^{47}$

The Skiatron projection system is an all-electronic counterpart of the Scophony system. The basic element is the Skiatron (Skiashadow) tube itself. Shown in Fig. 14-36 it has the general shape


Fig. 14-36, The Skiatron projection system. Light from an external source is modulated by the variable-sparity sereen in the Skiatron tube. Opacity is controlled by applying the viden signal to the electron seaming beam. (Courtes, of Skiatron (Corporation.)
of an iconoscope, but the familiar mosaic is replaced by a screen of materials which exhibit the property of "electron opacity," that is, the degree of opaqueness of the crystal screen may be controlled by electron bombardment. Thus, the electron beam which scans the screen is modulated by the video information and so controls the light which reaches the viewing sereen on which the television pieture is reproduced.ts While the Skiatron tube found some use in radar projection systems during the war, ${ }^{43}$ at the time of writing it has not been used to any great extent in television receivers manufactured in this country.

[^204]
## CHAPTER 15 <br> STAGGER-TUNED AMPLIFIERS

It was observed in the discussion on I-F ampliners in the last chapter that the rather wide pass band of those amplifiers may be obtained with single-tuned component stages, provided that each of the cascaded stages is tuned to a different frepucney. In the present chapter we consider the design efuations for a stagger-tuned amplifier of this type. Since the single-tuned stage is the primary "building block" of the system, we shall first derive its response characteristic. We shall then show how several stages may be stagger-tuned to synthesize a given symmetrical pass characteristic of the maximal flatness type.

## 15-1. Single-tuned Amplifier

The hasic circuit of the single-tuned amplifier is shown in Fig. 15-1. Since a pentode is used, the


Fig. 15-1. The single-tuned amplifier. D-e returns and the blorking rondenser are onitted. voltage amplification of the stage at any frequency will be

$$
A=-g_{m} Z_{L} \quad(1 \overline{5}-1)
$$

hence the frequency response, both of amplitude and phase, is determined solely by the variation of the load impedance, $Z_{L}$, with frequency. Let us investigate this impedance. Reading from the cireuit diagram we have

$$
\begin{align*}
Z_{L} & =\frac{1}{\frac{1}{R}+j\left(\omega C-\frac{1}{\omega L}\right)}=\frac{R}{1+j R\left(\omega C-\frac{1}{\omega L}\right)} \\
& =\frac{R}{1+j R C\left(\omega-\frac{1}{\omega L C}\right)} \tag{15-2}
\end{align*}
$$

Let $\quad \omega_{o}=$ center frequency $=\frac{1}{\sqrt{L C}}$
then $\quad Z_{L}=\frac{R}{1+j R C\left(\omega+\frac{\omega_{o}{ }^{2}}{\omega}\right)}=\frac{R}{1+j \omega_{o} R C\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)}$
Now, by definition, the effective $Q$ of the parallel combination of $R, L$, and $C$ is the ratio of the imaginary to the real part of the equivalent series impedance of $R$ and $L$. Thus,

$$
\begin{aligned}
Z_{s} & =\text { equivalent series impedance of } R \text { and } L \\
& =\frac{1}{\frac{1}{R}-\frac{j}{\omega L}}=\frac{R \omega L}{\omega L-j R}
\end{aligned}
$$

and, rationalizing,

$$
\begin{equation*}
Z_{s}=\frac{\omega^{2} R L L^{2}+j \omega R^{2} L}{R^{2}+(\omega L)^{2}} \tag{15-5}
\end{equation*}
$$

and, by definition,

$$
\begin{equation*}
Q=\frac{\omega R^{2} L}{\omega^{2} R L^{2}}=\frac{R}{\omega L} \tag{15-6}
\end{equation*}
$$

At the center frequency, the effective value of $Q$ will be

$$
\begin{equation*}
Q_{o}=\frac{R}{\omega_{o} L}=R \omega_{o} C \tag{15-7}
\end{equation*}
$$

by (15-3), and the expression for $Z_{L}$, becomes

$$
\begin{equation*}
Z_{L}=\frac{1}{1+j Q_{o}\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)} \tag{15-8}
\end{equation*}
$$

It may be demonstrated that $Z_{L}$, and hence $A$, exhibits geometric symmetry; that is, at any two frequencies, $f_{a}$ and $f_{b}$, whose geometric mean is $f_{o}$, the center frequency, the function has the same magnitude, and equal phase angles but of opposite sign. To show this, let

$$
\begin{equation*}
f_{a} f_{b}=f_{o}{ }^{2} \tag{15-9}
\end{equation*}
$$

Then at $f_{a}$

$$
\begin{equation*}
y_{a}=\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)_{f_{a}}=\left(\frac{f_{a}}{f_{o}}-\frac{f_{o}}{f_{a}}\right) \tag{15-10}
\end{equation*}
$$

Similarly at $f_{b} \quad y_{b}=\left(\frac{f_{b}}{f_{0}}-\frac{f_{b}}{f_{b}}\right)$
and, substituting for $f_{b}$ from ( $15-9$ ), we have

$$
\begin{equation*}
y_{b}=\left(\frac{f_{o}^{2}}{f_{a} f_{o}}-\frac{f_{a} f_{a}}{f_{o}^{2}}\right)=-\left(\frac{f_{n}}{f_{o}}-\frac{f_{0}}{f_{a}}\right) \tag{15-12}
\end{equation*}
$$

Since (15-10) and (15-12) are identical except for the minus sign, the condition for geometric symmetry is fulfilled. It may be seen, therefore, that a plot of $Z_{L}$, or $A$ on a logarithmic frequency scale will be symmetrical about the center frequency, $f_{0}{ }^{1}$

Consider next the half-power (3-decibel) bandwidth of the singletuned amplifier stage. Let

$$
\begin{align*}
f_{2} & =\text { upper half-power frequency } \\
f_{1} & =\text { lower half-power frequency } \\
\Delta f & =\text { half-power bandwidth }  \tag{15-13}\\
& =\left(f_{2}-f_{1}\right)
\end{align*}
$$

Since the half-power point occurs when the magnitude of the voltage amplification falls to 0.707 times its center frequency value, it is clear from (15-8) that at $f_{2}$

$$
\begin{equation*}
Q_{\circ}\left(\frac{f_{2}}{f_{o}}-\frac{f_{0}}{f_{2}}\right)=1 \tag{15-14}
\end{equation*}
$$

Then, factoring out $1 / f_{o}$, we have
or

$$
\begin{align*}
\frac{Q_{o}}{f_{o}}\left(f_{2}-\frac{f_{u}^{2}}{f_{2}}\right) & =\frac{Q_{o}}{f_{o}}\left(f_{2}-f_{1}\right)=1 \\
\Delta f & =\frac{f_{o}}{Q_{o}} \tag{15-15}
\end{align*}
$$

To obtain the expression for $\Delta f$ in terms of the circuit parameters we substitute for $Q_{o}$ from eq. (15-7); thus,

[^205]\[

$$
\begin{equation*}
\Delta f=\frac{1}{2 \pi R C} \tag{15-16}
\end{equation*}
$$

\]

It should be noticed that the half-power bandwidth of the amplifier is independent of the center frequency to which the plate load circuit is tuned.

If (15-8) and ( $15-1$ ) are combined, the final expression for the gain or voltage amplification becomes

$$
\begin{equation*}
A=\frac{-\boldsymbol{g}_{m} R}{1+j Q_{o}\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)} \tag{15-17}
\end{equation*}
$$

It is convenient for the work which follows to rearrange this expression for the voltage amplification; thus,

$$
\begin{align*}
A & =-\frac{g_{m} R}{Q_{o}} \frac{1}{\frac{1}{Q_{o}}+j\left(\frac{f}{f_{o}}-\frac{f_{0}}{f}\right)}=-\frac{g_{m} R}{2 \pi f_{o} C R} \frac{1}{\frac{1}{Q_{o}}+j\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)}  \tag{15-18}\\
& =-\frac{g_{m}}{2 \pi C} \frac{1}{f_{o}}\left[\frac{1}{d+j\left(\frac{f}{f_{o}}-\frac{f_{o}}{f}\right)}\right] \tag{15-19}
\end{align*}
$$

where

$$
d=\text { dissipation factor }
$$

$$
\begin{equation*}
=\frac{1}{Q_{0}}=\frac{\Delta f}{f_{0}} \tag{15-20}
\end{equation*}
$$

It is of further convenience to normalize all frequencies in the bracketed factor with respect to the center frequency, $f_{o}$. Thus, let
then

$$
\begin{equation*}
\mathbf{F}=\text { normalized frequency }=\frac{f}{f_{0}} \tag{15-21}
\end{equation*}
$$

$$
\begin{equation*}
d=\frac{\Delta f}{f_{o}}=\Delta \mathrm{F} \tag{15-22}
\end{equation*}
$$

and (15-19) becomes

$$
\begin{equation*}
A=-\frac{g_{m}}{2 \pi C} \frac{1}{f_{o}} \frac{1}{\Delta \mathbf{F}+j\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)}=-\frac{\mathfrak{M}}{f_{o}} \frac{1}{\Delta \mathbf{F}+j\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)} \tag{15-23}
\end{equation*}
$$

We see, then, that the amplification is the product of a constant factor, $\mathfrak{M}$, which is identical to the figure of merit previously defined in Chapter $\overline{7},{ }^{2}$ the reciprocal of $f_{o}$, and a form factor which varies

[^206]with frequency. We may, therefore, write the magnitude of the amplification as
where
\[

$$
\begin{equation*}
A=\frac{\mathfrak{M}}{f_{o}} S_{1} \tag{15-24}
\end{equation*}
$$

\]

The normalized half-power bandwidth, $\Delta \mathrm{F}$, may he calculated in the following manner. At $\mathbf{F}_{2}$, the normalized upper haif-power frequency, $S_{1}$ has the value $1 / \sqrt{2}$; hence at $F_{2}$

$$
\begin{equation*}
S_{1}=\frac{1}{\sqrt{(\Delta \mathrm{~F})^{2}+\left(\mathrm{F}_{2}-\frac{1}{\mathrm{~F}_{2}}\right)^{2}}}=\frac{1}{\sqrt{2}} \tag{1.5-26}
\end{equation*}
$$

but

$$
\begin{equation*}
\frac{1}{\mathrm{~F}_{2}}=\mathrm{F}_{1}=\text { normalized lower half-power frequency } \tag{15-27}
\end{equation*}
$$

$: 0$

$$
\begin{equation*}
\mathrm{F}_{2}-\frac{1}{\mathrm{~F}_{2}}=\mathrm{F}_{2}-\mathrm{F}_{1}=\Delta \mathrm{F} \tag{15-28}
\end{equation*}
$$

therefore

$$
\begin{equation*}
(\Delta F)^{2}+(\Delta F)^{2}=2 \tag{15-29}
\end{equation*}
$$

or

$$
\Delta F=1
$$

We may define the gain-bandwidth factor, $\Gamma$, of the amplifier as the product of the gain, normalized with respect to the tube figure of merit, times the half-power bandwidth

$$
\begin{equation*}
\Gamma=\frac{A_{o}}{: m} \Delta f=\frac{1}{\Delta \mathrm{~F} f_{o}} \Delta f=1 \tag{15-30}
\end{equation*}
$$

that is, the gain-bandwidth factor of the single-tuned stage is unity.
It is clear from eq. (15-23) that the shape of the amplifier response is determined solely by $S_{1}$, which is plotted to a normalized frequency scale in Fig. 15-2.3 Inspection of the $S_{1}$ curve shows that the re-

[^207]sponse of the single-tuned stage is quite unsatisfactory for use as a television I-F amplifier; the response is not flat-topped, and the skirt selectivity is poor. Hence we seek some other, more desirable response shape.


Fig. 15) 2. Nelectivity functions for tuncd amplifiors. $\delta=1$.
If $m$ identical single-tuned stages are cascaded, each being tuned to the same center frequency, the selectivity function of the over-all amplifier will be the product of the $m$ individual functions, or

$$
\begin{equation*}
S_{1}^{m}=\frac{1}{\left[(\Delta \mathbf{r})^{2}+\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)^{2}\right]^{m / 2}}=\frac{1}{\left[1+\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)^{2}\right]^{m / 2}} \tag{15-31}
\end{equation*}
$$

Now the half-power points of the over-all selectivity function occur when the magnitude of the function is $1 / \sqrt{2}$. Hence, we may write that at $F_{4}$, the normalized upper half-power frequency of the over-all amplifier,

$$
\left[1+\left(\mathbf{F}_{4}-\frac{1}{\mathbf{F}_{4}}\right)^{2}\right]^{m / 2}=2^{1 / 2}
$$

Let
$\eta=\ln \mathrm{r}$
then

$$
-y=\ln \left(\frac{1}{F}\right)
$$

and

$$
F-\frac{1}{F}=\epsilon^{\nu}-\epsilon^{-\nu}=2 \sinh \ln F
$$

and

$$
s_{\mathrm{l}}=\frac{1}{\sqrt{1+(2 \sinh \ln \mathrm{~F})^{2}}}
$$

or

$$
\begin{equation*}
1+\left(F_{4}-\frac{1}{F_{4}}\right)^{2}=2^{1 / m} \tag{15-32}
\end{equation*}
$$

Again

$$
\begin{align*}
\frac{1}{F_{4}} & =F_{3} \\
& =\text { normalized lower half-power frequency } \\
& \text { of the over-all amplifier } \tag{15-33}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{F}_{4}-\mathrm{F}_{3} & =(\Delta \mathbf{F})_{T}=\delta  \tag{1.5-34}\\
& =\text { normalized half-power bandwidth of } \\
& \text { the over-all amplifier }
\end{align*}
$$

It follows at once that the normalized bandwidth of the $m$ synchronously tuned stages in cascade is

$$
\begin{equation*}
\delta=(\Delta \mathbf{F})_{T}=\sqrt{2^{1 / m}-1} \tag{15-35}
\end{equation*}
$$

Equation (15-35) shows that the over-all bandwidth of the cascaded stages decreases as more stages are added. It may, therefore, be seen that cascaded synchronously tuned stages are not satisfactory for use in the television I-F amplifier. Further, when $m$ stages of amplification are cascaded, the gain-bandwidth factor is taken to be

$$
\begin{equation*}
\Gamma=\frac{\left(A_{n}\right)_{T^{1 / m}}^{m}}{m}(\Delta f)_{T}=\frac{\left(A_{o}\right) T^{1 / m}}{m} f_{0} \delta \tag{15-36}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
\left(A_{o}\right)_{T}= & \text { over-all gain of the } m \text { cascarled stages at }  \tag{15-37}\\
& \text { the center frequency } \\
\text { and } \quad \delta= & \text { normalized over-all half-power bandwidth }
\end{array}\right\}
$$

It may be seen, then, that $\Gamma \neq 1$ for synchronously tuned stages in cascade.

A closer approach to the desired I-F response is afforded by the selectivity function

$$
\begin{equation*}
S_{n}=\frac{1}{\sqrt{\delta^{2 n}+\left(F-\frac{1}{F}\right)^{2 n}}} \tag{15-38}
\end{equation*}
$$

Curves of this type are plotted in Fig. 15-2 for $n=2$ and $n=3$, and they correspond, respectively, to transitionally coupled amplifiers employing two- and three-tuned circuits. In the remainder of this chapter we shall show how $S_{n}$ may be synthesized by means of $n$ pairs of staggered single-tuned amplifier stages.

## 15-2. The Staggered Pair ${ }^{4}$

It may be demonstrated that a single pair of staggered singletuned stages, as shown in Fig. 15-3, may be designed to give the selertivity function


Fig. 15-3. Thu stagger-tuned pair.
The two tubes are assumed to be identical and both stages to have the same dissipation factor. Let the two stages have the center frequencies
and

$$
\begin{align*}
& f_{o l}=\alpha f_{o} \\
& f_{o 2}=\frac{f_{0}}{\alpha} \tag{15-40}
\end{align*}
$$

[^208]such that their geometric mean is $f_{o}$, the center frequency of the pair
\[

$$
\begin{equation*}
f_{o 1} f_{o 2}=\alpha f_{o} \frac{f_{o}}{\alpha}=f_{o}^{2} \tag{15-41}
\end{equation*}
$$

\]

Then the over-all gain of the pair will be

$$
\begin{align*}
A_{T} & =A_{1} A_{2}=\left[-\frac{g_{m}}{2 \pi C_{1} f_{o 1} d+j\left(\frac{f}{f_{o 1}}-\frac{f_{o 1}}{f}\right)}\right] \times \\
& {\left[-\frac{g_{m}}{2 \pi C_{2} f_{o 2}} \frac{1}{2 \pi C_{1}} \frac{1}{2 \pi C_{2}} \frac{g_{m}\left(\frac{f}{f_{o 2}}-\frac{f_{o 2}}{f}\right)}{\alpha f_{o}} \frac{\alpha}{f_{o}}\left[\frac{1}{d+j\left(\frac{f}{f_{o 1}}-\frac{f_{o 1}}{f}\right)}\right] \times\right.} \\
& {\left[\frac{1}{d+j\left(\frac{f}{f_{o 2}}-\frac{f_{o 2}}{f}\right)}\right] }
\end{align*}
$$

Again the frequencies may be normalized with respect to $f_{o}$, the center frequency of the pair, thus,
and

$$
\begin{align*}
\mathrm{F} & =\frac{f}{f_{o}} \\
\mathrm{~F}_{o 1} & =\frac{f_{o 1}}{f_{o}}=\alpha \frac{f_{o}}{f_{o}}=\alpha  \tag{15-43}\\
\mathrm{F}_{o 2} & =\frac{f_{o g}}{f_{o}}=\frac{f_{o}}{\alpha f_{o}}=\frac{1}{\alpha}
\end{align*}
$$

Substitution of these values into ( $15-42$ ) yields

$$
\begin{equation*}
A_{T}=\frac{g_{m}}{2 \pi C_{1}} \frac{g_{m}}{2 \pi C_{2}} \frac{1}{f_{o}{ }^{2}}\left[\frac{1}{d+j\left(\frac{\mathrm{~F}}{\alpha}-\frac{\alpha}{\mathrm{F}}\right)}\right]\left[\frac{1}{d+j\left(\alpha \mathrm{~F}-\frac{1}{\alpha \mathrm{~F}}\right)}\right] \tag{15-44}
\end{equation*}
$$

and the selectivity function of the staggered pair is

$$
\begin{equation*}
S_{T}=\frac{1}{\left|d+j\left(\frac{\mathrm{~F}}{\alpha}-\frac{\alpha}{\mathrm{F}}\right)\right|} \cdot \frac{1}{\left|d+j\left(\alpha \mathrm{~F}-\frac{1}{\alpha \mathrm{~F}}\right)\right|} \tag{15-45}
\end{equation*}
$$

Then, expanding the denominator, $\Delta$, we have

$$
\begin{align*}
\Delta & =\left|d^{2}+j l l\left[\alpha\left(\mathbf{F}-\frac{1}{\mathrm{~F}}\right)+\frac{1}{\alpha}\left(\mathrm{~F}-\frac{1}{\mathrm{~F}}\right)\right]-\left[\left(\mathrm{F}^{2}+\frac{1}{\mathrm{~F}^{2}}\right)-\left(\alpha^{2}+\frac{1}{\alpha^{2}}\right)\right]\right| \\
& =\left|d^{2}+\left(\alpha^{2}+\frac{1}{\alpha^{2}}\right)+j d\left[\left(\alpha+\frac{1}{\alpha}\right)\left(\mathrm{F}-\frac{1}{\mathrm{~F}}\right)\right]-\left(\mathrm{F}^{2}+\frac{1}{\mathrm{~F}^{2}}\right)\right|(15-46) \tag{15-46}
\end{align*}
$$

Considerable simplification results from the use of the following identities
and

$$
\begin{align*}
& \left(\alpha^{2}+\frac{1}{\alpha^{2}}\right)=\left(\alpha-\frac{1}{\alpha}\right)^{2}+2 \\
& \left(F^{2}+\frac{1}{F^{2}}\right)=\left(F-\frac{1}{F}\right)^{2}+2 \tag{15-47}
\end{align*}
$$

Then (15-46) becomes

$$
\begin{equation*}
\Delta=\left|d^{2}+\left(\alpha-\frac{1}{\alpha}\right)^{2}+j d\left[\left(\alpha+\frac{1}{\alpha}\right)\left(\mathbf{F}-\frac{1}{\mathrm{~F}}\right)\right]+\left[j\left(\mathbf{F}-\frac{1}{\mathrm{~F}}\right)\right]^{2}\right| \tag{15-48}
\end{equation*}
$$

It should be observed that the only variable in (15-48) is the frequency term ( $\mathrm{F}-1 / \mathrm{F}$ ), which we shall represent by $x$. We may, therefore, write the selectivity function of the staggered pair as

$$
\begin{equation*}
S_{T}=\frac{1}{\left|d^{2}+\left(\alpha-\frac{1}{\alpha}\right)^{2}+j d\left(\alpha+\frac{1}{\alpha}\right) x+(j x)^{2}\right|} \tag{15-49}
\end{equation*}
$$

We now ask the question: Is $S_{T}$ of the same form as $S_{2}$ of the eq. $(15-39)$ ? If it is, the staggered pair may be used to synthesize the $S_{2}$ characteristic. To answer the question we shall use this procedure: Expand the denominator of $S_{2}$ by judicious factoring, set up a complex function whose magnitude is equal to the denominator of $S_{2}$. and finally show that the complex function may be made identical to the denominator of $S_{T}$. Proceeding on this basis, then, we undertake to expand the square of the denominator of (15-39) by factoring; thus,

$$
\begin{align*}
\delta^{4}+x^{4} & =\left(x^{2}-j \delta^{2}\right)\left[x^{2}-(-j) \delta^{2}\right] \\
& =\left(x^{2}-\epsilon^{j(\pi / 2)} \delta^{2}\right)\left(x^{2}-\epsilon^{-j(\pi / 2)} \delta^{2}\right) \tag{1.5-50}
\end{align*}
$$

and, multiplying out the factors, we obtain

$$
\begin{align*}
\delta^{4}+x^{4} & =x^{4}-\delta^{2} x^{2}\left(\epsilon^{j(\pi / 2)}+\epsilon^{-j(\pi / 2)}\right)+\delta^{4} \\
& =x^{4}-\left(2 \delta^{2} \cos \frac{\pi}{2}\right) x^{2}+\delta^{4} \tag{15-51}
\end{align*}
$$

It is apparent that the identity is preserved because $\cos \frac{\pi}{2}=0$. By retaining the middle term, however, we can obtain the desired results, but we must be sure not to divide by the cosine term.

The second step in the synthesizing procedure requires that we set up a complex function of the general form of ( $15-48$ ), whose magnitude squared is $\left(\delta^{4}+x^{4}\right)$. Thus we try a function

$$
\begin{equation*}
\delta^{2}+j k x+(j x)^{2} \tag{15-52}
\end{equation*}
$$

and stipulate that

$$
\begin{equation*}
\left|\delta^{2}+j k x+(j x)^{2}\right|^{2}=\delta^{4}+x^{4} \tag{15-53}
\end{equation*}
$$

Let us expand the left-hand member of the equation.

$$
\begin{align*}
\left|\delta^{2}+j k x+(j x)^{2}\right|^{2} & =\left|\left(\delta^{2}-x^{2}\right)+j k x\right|^{2} \\
& =\left(\delta^{2}-x^{2}\right)^{2}+(k x)^{2} \\
& =\delta^{4}+\left(k^{2}-2 \delta^{2}\right) x^{2}+x^{4} \tag{15-54}
\end{align*}
$$

Then, equating ( $15-51$ ) and ( $15-53$ ), we have

$$
\begin{equation*}
\delta^{4}+\left(k^{2}-2 \delta^{2}\right) x^{2}+x^{4}=x^{4}-\left(2 \delta^{2} \cos \frac{\pi}{2}\right) x^{2}+\delta^{4} \tag{15-55}
\end{equation*}
$$

hence

$$
2 \delta^{2}-k^{2}=2 \delta^{2} \cos \frac{\pi}{2}
$$

or

$$
k^{2}=2 \delta^{2}\left(1-\cos \frac{\pi}{2}\right)=2 \delta^{2} 2 \sin ^{2} \frac{\pi}{4}
$$

and

$$
\begin{equation*}
k=2 \delta \sin \frac{\pi}{4} \tag{15-56}
\end{equation*}
$$

These equations show that ( $\delta^{4}+x^{4}$ ) may be replaced by (15-52), provided that $k$ has the value specified in eq. (15-56). We may, therefore, rewrite $S_{2}$ in terms of the complex function; thus,

$$
\begin{equation*}
S_{2}=\frac{1}{\left|\delta^{2}+j\left(2 \delta \sin \frac{\pi}{4}\right) x+(j x)^{2}\right|} \tag{15-57}
\end{equation*}
$$

With $S_{2}$ expressed in this manner, we can see that it is of the same form as $S_{T}$ and that the two selectivity functions will be identical, provided that the coefficients of corresponding powers of $x$ are equal. Then, equating coefficients, we have
for $x^{0}$

$$
\begin{equation*}
d^{2}+\left(\alpha-\frac{1}{\alpha}\right)^{2}=\delta^{2} \tag{15-58}
\end{equation*}
$$

and for $x^{1}$

$$
\begin{equation*}
d\left(\alpha_{-}^{\prime}+\frac{1}{\alpha}\right)=2 \delta \sin \frac{\pi}{4} \tag{15-59}
\end{equation*}
$$

We now solve for $d$ and $\alpha$. Squaring (15-59),

$$
d^{2}\left(\alpha+\frac{1}{\alpha}\right)^{2}=4 \delta^{2} \sin ^{2} \frac{\pi}{4}
$$

but

$$
\left(\alpha+\frac{1}{\alpha}\right)^{2}=\left(\alpha-\frac{1}{\alpha}\right)^{2}+4
$$

hence

$$
\begin{equation*}
d^{2}\left[\left(\alpha-\frac{1}{\alpha}\right)^{2}+4\right]=4 \delta^{2} \sin ^{2} \frac{\pi}{4} \tag{15-60}
\end{equation*}
$$

Substituting from (15-58) for $\left(\alpha-\frac{1}{\alpha}\right)^{2}$,

$$
d^{2}\left[\delta^{2}-d^{2}+4\right]=4 \delta^{2} \sin ^{2} \frac{\pi}{4}
$$

or

$$
\begin{equation*}
d^{4}-d^{2}\left(\delta^{2}+4\right)+4 \delta^{2} \sin ^{2} \frac{\pi}{4}=0 \tag{15-61}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
d^{2}=\frac{\left(4+\delta^{2}\right) \pm \sqrt{\delta^{4}+8 \delta^{2}+16-16 \delta^{2} \sin ^{2} \frac{\pi}{4}}}{2} \tag{15-62}
\end{equation*}
$$

The term under the radical may be simplified.

$$
\begin{align*}
\delta^{4}+8 \delta^{2}+16-16 \delta^{2} \sin ^{2} \frac{\pi}{4} & =8 \delta^{2}\left(1-2 \sin ^{2} \frac{\pi}{4}\right)+\delta^{4}+16 \\
& =16+8 \delta^{2} \cos \frac{\pi}{2}+\delta^{4} \tag{15-63}
\end{align*}
$$

Hence the dissipation factor is given by

$$
\begin{equation*}
d^{2}=\frac{4+\delta^{2}-\sqrt{16+8 \delta^{2} \cos \frac{\pi}{2}+\delta^{4}}}{2} \tag{15-64}
\end{equation*}
$$

and $\alpha$ may be determined from eq. (15-58). The solution of these equations is plotted in Fig. 15-4.

We have therefore shown that a pair of single-tuned circuits of the proper dissipation factor, $d$, may be stagger-tuned to give an over-all selectivity characteristic, $\mathbb{S}_{2}$, defined by eq. (15-39). The quantity $\delta$ is the normalized half-power bandwidth of the combineion:

$$
\begin{equation*}
\delta=\frac{(\Delta f)_{T}}{f_{0}} \tag{15-65}
\end{equation*}
$$

where $(\Delta f)_{T}$ is the half-power bandwidth of the combination, and $f_{o}$ is the center frequency of the combination. With these facts in mind


Fig. 15-4. Design curves for the staggered pair. (After Walkman.)
we are able to calculate the gain-bandwidth fartor for the staggered pair; thus from (15-44)

$$
\begin{equation*}
A_{T}=\mathfrak{M}^{2} \frac{1}{f_{n^{2}}} \frac{1}{\sqrt{\delta^{4}+\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)^{4}}} \tag{15-66}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left(A_{o}\right)_{T}=\mathfrak{M}^{2} \frac{1}{f_{0}^{2} \delta^{2}} \tag{15-67}
\end{equation*}
$$



Fig. 15-5. Design rurves for the staghered (After Wallman.)
and, by (15-36),

$$
\begin{equation*}
\Gamma=\frac{\left(A_{0}\right) T^{1 / 2}}{\mathfrak{M}} f_{0} \delta=\frac{\mathfrak{M}}{f_{0} \delta: \frac{1}{\pi}} f_{0} \delta=1 \tag{15-68}
\end{equation*}
$$

This latter relationship is of use in evaluating the gain of the staggered pair.

The use of the equations which have been derived may be illustrated by the following example. It is required to design a staggered pair centered at 30 megacycles and having a 25 -megacycle half-power bandwidth. 6.AK5's are to be used. $g_{m}=5000 \mu \mathrm{mhos}$ and $C_{1}=C_{2}=12 \mu \mu$. By eq. (15-65),

$$
\delta=\frac{25}{30}=0.834
$$

Reading from Fig. 15-4, we obtain the design values

$$
d=0.565 \quad \text { and } \quad \alpha=1.35
$$

Hence we require two stages of $d=0.565$ and stagger-tuned to the frequencies

$$
\begin{aligned}
& f_{o 1}=\alpha f_{o}=(1.35)(30)=40.5 \text { megacycles } \\
& f_{o 2}=\frac{f_{o}}{\alpha}=\frac{30}{1.35}=22.2 \text { megacycles }
\end{aligned}
$$

From (15-7) and (15-20) the required loading resistors are

$$
R_{1}=\frac{1}{\omega_{01} C_{1}{ }^{d}}=\frac{1}{2 \pi\left(40.5 \times 10^{6}\right)\left(12 \times 10^{-12}\right)(0.565)}=580 \mathrm{ohms}
$$

and

$$
R_{2}=\frac{1}{\omega_{02} C_{2} l}=\frac{1}{2 \pi\left(22.2 \times 10^{6}\right)\left(12 \times 10^{-12}\right)(0.565)}=1,058 \mathrm{ohms}
$$

The values of inductance may be determined by means of eq. (15-3); thus

$$
\begin{gathered}
L_{1}=\frac{1}{\omega_{01}^{2} C_{1}}=\frac{1}{\left[2 \pi\left(40.5 \times 10^{6}\right)\right]^{2}\left(12 \times 10^{-12}\right)}=1.28 \mu \mathrm{~h} \\
L_{2}=\frac{1}{\omega_{o 2}{ }^{2} C_{2}}=\frac{1}{\left[2 \pi\left(22.2 \times 10^{6}\right)\right]^{2}\left(12 \times 10^{-12}\right)}=4.3 \mu \mathrm{~h}
\end{gathered}
$$

The gain of the pair at the center frequency, $f_{o}$, may be calculated in two ways. First, since $\Gamma=1$ for the combination, we have from ( $15-36$ )

$$
\begin{aligned}
\Gamma & =\frac{\left(A_{o}\right)_{T}^{1 / 2}}{\mathfrak{N}}(\Delta f)_{T}=1 \\
\left(A_{o}\right)_{T} & =\left[\frac{\mathfrak{M}}{(\Delta f)_{T}}\right]^{2}=\left[\frac{5 \times 10^{-3}}{2 \pi\left(12 \times 10^{-12}\right)\left(25 \times 10^{6}\right)}\right]^{2}=7.02
\end{aligned}
$$

The second method involves the use of eq. (15-44); thus at $f_{o}$ (i.e., $\mathrm{F}=1$ ), the magnitude of the over-all gain is

$$
\begin{aligned}
\left(A_{o}\right)_{T} & =\frac{\mathfrak{m}^{2}}{f_{o}^{2}} \frac{1}{\sqrt{d^{2}+\left(\frac{1}{\alpha}-\alpha\right)^{2}}} \frac{1}{\sqrt{d^{2}+\left(\alpha-\frac{1}{\alpha}\right)^{2}}} \\
& =\left(\frac{\mathfrak{T}}{f_{o}}\right)^{2} \frac{1}{d^{2}+\left(\frac{1}{\alpha}-\alpha\right)^{2}} \\
& =\left(\frac{66.3}{30}\right)^{2} \frac{1}{(0.565)^{2}+(0.74-1.35)^{2}}=7
\end{aligned}
$$

It is clear that the first method, which notes that $\Gamma=1$, is simpler. The amplification curves for the combination and the component amplifiers are plotted in Fig. 15-6. It may be seen that in contrast to the synchronously tuned case, cascaded stagger-tuned stages give an over-all bandwidth which is greater than the bandwidth of any


Fig. 15 6. Response of the staggered pair. $f_{o}=30$ megacycles; $(\Delta f)_{T}=25$ megacycles. $A_{1}$ and $A_{2}$ are the response eurves of the component stages. $A_{T}$ is the over-all response.
single component stage. The particular design shown in the diagram far exceeds the reguirements of the telexision I-F amplifier in so far as bandwidth is concerned and illustrates the type of results which may be ohtained with the stagger-tuning technifue.

Mention should be made of gain control in the stagger-tuned amplifier. Reference to eq. (15-44) shows that the gain of the staggered pair is proportional to the product of the tube transeonductances; hence, if one or more of the tubes is of the remote cutoff type, gain control is afforded by changing the bias voltage on those tubes. In this comection it is important to note that the variations in the tube $g_{m}$ will not change the shape of the orer-all response curve provided that the Miller effect does not change the input capacitance of the tubes. This fact may be verified from eq. (15-44). The shape of the response curve is determined solely by the two bracketed form factors which are independent of $g_{m}$. Thus the curve shape is independent of the $\|_{m}$ factors. The same result may be ottained by reasoning physically from the curves of Fig. 15-6.

It is of interest to note that the stagger-tuned amplifier may be adjusted quite simply, provided that the $Q_{0}$ or dissipation factor of each stage is correct. Since complete isolation of the tuned circuits is afforded by the intervening vacuum tubes, all adjustments are independent, and alignment is easily accomplished. For example, in the amplifier just designed a signal generator connected to the input terminals is set to $f_{o 1}=40.5$ megacycles and $L_{1}$ adjusted to give maximum output voltage. Either an oscilloseope or a voltmeter may be used to check the output. With the first stage tuned, the signal generator is reset to $f_{o 2}=22.2$ megacycles and $L_{2}$ adjusted to maximize the output once again.

## 15-3. The Staggered "n-uple"

The techmique just described for synthesizing the $S_{2}$ selectivity function with a pair of stagger-tuned stages may be extended for higher values of $"$ to give the function $s_{n}$ of eq. (15-38). The analytical approach to the problem is a simple extension of the method used for the staggered pair; that is, we factor the denominator squared of $s_{n}$, namely, $\left(\delta^{2 n}+x^{2 n}\right)$, in such a manner that each factor may be identified with the selectivity function of a singletuned stage. As before, the factors are chosen so that the required
number of roots of -1 are forced into the expression. Thus, we factor the denominator of $S_{n}$ in the following manner:

$$
\begin{equation*}
\delta^{2 n}+x^{2 n}=\left(x^{2}-r_{1} \delta^{2}\right)\left(x^{2}-r_{2} \delta^{2}\right) \cdots\left(x^{2}-r_{n} \delta^{2}\right) \tag{15-69}
\end{equation*}
$$

where $r_{l}$ is the $l$ th root of the $n$ roots of -1 . A digression on the exponential form of these roots of -1 is in order. By Euler's identity we have that

$$
\begin{equation*}
\epsilon^{j \theta}=\cos \theta+j \sin \theta \tag{15-70}
\end{equation*}
$$

Then, if $\theta=\pi$, the identity becomes

$$
\begin{equation*}
\epsilon^{j \pi}=-1 \tag{15-71}
\end{equation*}
$$

and since the imaginary exponential is periodic in $2 \pi$, ( $15-71$ ) may be rewritten as

$$
\begin{equation*}
-1=\epsilon^{j(\pi+2 l \pi)}=\epsilon^{j \pi(2 l+1)} \tag{15-72}
\end{equation*}
$$

where $l$ is an integer.
Then, taking the $n$th root of both sides of the equation, we have

$$
\begin{equation*}
(-1)^{1 / n}=\epsilon^{j \pi(2 l+1) / n} \tag{1.5-73}
\end{equation*}
$$

If, for example, $n=5$, the corresponding roots of -1 will be

$$
\begin{array}{ll}
l=0 & r_{1}=\epsilon^{j \pi / 5} \\
l=1 & r_{2}=\epsilon^{j 3 \pi / 5} \\
l=2 & r_{3}=\epsilon^{j \pi}  \tag{15-74}\\
l=3 & r_{4}=\epsilon^{j \pi \pi / 5} \\
l=4 & r_{5}=\epsilon^{j 9 \pi / 5}
\end{array}
$$

These five roots are shown plotted in the complex plane in Fig. 15-7. It is immediately apparent from the diagram that four of these roots are conjugate pairs; hence the five roots may be rewritten


Fig. 15-7. The fifth roots of -1 .

$$
\begin{equation*}
r_{1}=\epsilon^{j \pi / 5}, \quad r_{5}=\epsilon^{-j \pi / 5} ; \quad r_{2}=\epsilon^{j 3 \pi / 5} ; \quad r_{4}=\epsilon^{-j 3 \pi / 5} ; \quad r_{3}=\epsilon^{j \pi} \tag{15-75}
\end{equation*}
$$

If these ideas are expanded, it may be shown that the roots of -1 are

$$
\begin{aligned}
\epsilon^{j \pi / n}, \epsilon^{-j \pi / n}, \epsilon^{j 3 \pi / n} & , \epsilon^{-j 3 \pi / n} \\
& \cdots \epsilon^{j(n-2) \pi / n}, \epsilon^{-j(n-2) \pi / n}, \epsilon^{j \pi}
\end{aligned}
$$

if $n$ is an odd integer;

$$
\begin{align*}
\epsilon^{j \pi / n}, \epsilon^{-j \pi / n}, \epsilon^{j 3 \pi / n}, & \epsilon^{-j 3 \pi / n}  \tag{15-76}\\
& \cdots \epsilon^{j(n-1) \pi / n}, \epsilon^{-j(n-1) \pi / n}
\end{align*}
$$

if $n$ is an even integer
Applying these ideas to eq. (15-69), the expansion for the denominator of $S_{n}$ becomes

$$
\begin{aligned}
\delta^{2 n}+x^{2 n}= & {\left[\left(x^{2}-\epsilon^{j \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j \pi / n} \delta^{2}\right)\right] } \\
& {\left[\left(x^{2}-\epsilon^{j 3 \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j 3 \pi / n} \delta^{2}\right)\right] } \\
& \cdots \cdot\left[\left(x^{2}-\epsilon^{j(n-2) \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j(n-2) \pi / n} \delta^{2}\right)\right] \\
& {\left[x^{2}-\epsilon^{j \pi} \delta^{2}\right], }
\end{aligned}
$$

if $n$ is odd;

$$
\begin{align*}
\delta^{2 n}+x^{2 n}= & {\left[\left(x^{2}-\epsilon^{j \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j \pi / n} \delta^{2}\right)\right] }  \tag{15-77}\\
& {\left[\left(x^{2}-\epsilon^{j 3 \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j 3 \pi / n} \delta^{2}\right)\right] } \\
& \cdots\left[\left(x^{2}-\epsilon^{j(n-1) \pi / n} \delta^{2}\right)\left(x^{2}-\epsilon^{-j(n-1) \pi / n} \delta^{2}\right)\right]
\end{align*}
$$

if $n$ is even
It may be observed that each of the bracketed factors is identical in form to the right-hand member of $(15-50)$ and so may be transformed into the trigonometric form of (15-51). Hence the last equation may be written

$$
\begin{array}{r}
\delta^{2 n}+x^{2 n}=\left[x^{4}-2 \delta^{2} \cos \left(\frac{\pi}{n}\right) x^{2}+\delta^{4}\right] \cdot\left[x^{4}-2 \delta^{2} \cos \left(\frac{3 \pi}{n}\right) x^{2}+\delta^{4}\right] \\
\cdots \cdot\left[x^{4}-2 \delta^{2} \cos \left(\frac{n-2}{n} \pi\right) x^{2}+\delta^{4}\right]\left[x^{2}+\delta^{2}\right]
\end{array}
$$

if $n$ is odd;
$\delta^{2 n}+x^{2 n}=\left[x^{4}-2 \delta^{2} \cos \left(\frac{\pi}{n}\right) x^{2}+\delta^{4}\right] \cdot\left[x^{4}-2 \delta^{2} \cos \left(\frac{3 \pi}{n}\right) x^{2}+\delta^{4}\right]$

$$
\cdots\left[x^{4}-2 \delta^{2} \cos \left(\frac{n-1}{n} \pi\right) x^{2}+\delta^{4}\right]
$$

if $n$ is even

Then, continuing the design procedure, we next seek a complex function of the form expressed in (15-52), which may be used to synthesize each of the bracketed factors. If this process be carried out as in the previous case, it may be shown that $S_{n}$ is equal to

$$
\begin{aligned}
& S_{n}= \frac{1}{\left\lvert\,\left\{\left[\delta^{2}+j 2 \delta \sin \left(\frac{\pi}{2 n}\right) x+(j x)^{2}\right]\left[\delta^{2}+j 2 \delta \sin \left(\frac{3 \pi}{2 n}\right) x+(j x)^{2}\right]\right.\right.} \\
&\left.\cdots\left[\delta^{2}+j 2 \delta \sin \left(\begin{array}{c}
n-2 \\
2 n \\
2
\end{array}\right) x+(j x)^{2}\right][\delta+j x]\right\} \mid(15-79 \mathrm{a}) \\
& \text { if } n \text { is odd } ; \\
& S_{n}= \frac{1}{\left\lvert\,\left\{\left[\delta^{2}+j 2 \delta \sin \left(\frac{\pi}{2 n}\right) x+(j x)^{2}\right]\left[\delta^{2}+j 2 \delta \sin \left(\frac{3 \pi}{2 n}\right) x+(j x)^{2}\right]\right.\right.} \\
&\left.\cdots\left[\delta^{2}+j 2 \delta \sin \left(\frac{n-1}{2 n} \pi\right) x+(j x)^{2}\right]\right\} \mid \\
& \text { if } n \text { is even }
\end{aligned}
$$

Now, we have seen that each of these factors except the last, where $n$ is odd, may be synthesized by a properly designed staggered pair. We have also seen that $1 /[\delta+j(\mathrm{~F}-1 / \mathrm{F})]$ is the response of a single-tuned stage. It follows at once that where $n$ is odd, $S_{n}$ may be synthesized by $(n-1) / 2$ staggered pairs plus a single-tuned stage centered on $f_{o}$, and where $n$ is even, by $n / 2$ staggered pairs. In either case $n$ stages are required.

Expressed in terms of the component stages $S_{n}$ is

$$
\begin{align*}
S_{n}= & \left\lvert\, \delta\left[\frac{1}{d_{1}+j\left(\frac{\mathbf{F}}{\alpha_{1}}-\frac{\alpha_{1}}{\mathbf{F}}\right)} \cdot \frac{1}{d_{1}+j\left(\alpha_{1} \mathbf{F}-\frac{1}{\alpha_{1} \mathbf{F}}\right)}\right] .\right. \\
& {\left[\frac{1}{d_{3}+j\left(\frac{\mathbf{F}}{\alpha_{3}}-\frac{\alpha_{3}}{\mathbf{F}}\right)} \cdot \frac{1}{d_{3}+j\left(\alpha_{3} \mathbf{F}-\frac{1}{\alpha_{3} \mathbf{F}}\right)}\right] . } \\
& \left.\cdots\left[\frac{1}{\delta+j\left(\mathbf{F}-\frac{1}{\mathbf{F}}\right)}\right]\right) \text { if } n \text { is odd } ; \tag{15-80a}
\end{align*}
$$

$$
\begin{align*}
S_{n}= & \left.\left\lvert\, \frac{f}{j} \frac{1}{d_{1}+j\left(\frac{\mathbf{F}}{\alpha_{1}}-\frac{\alpha_{1}}{\mathbf{F}}\right)} \cdot \frac{1}{d_{1}+j\left(\alpha_{1} \mathbf{F}-\frac{1}{\alpha_{1} \mathbf{F}}\right)}\right.\right] \\
& {\left[\frac{1}{d_{3}+j\left(\frac{\mathbf{F}}{\alpha_{3}}-\frac{\alpha_{3}}{\mathbf{F}}\right)} \cdot \frac{1}{d_{3}+j\left(\alpha_{3} \mathbf{F}-\frac{1}{\alpha_{3} \mathbf{F}}\right)}\right] } \\
& \cdots\left[\frac{1}{d_{n-1}+j\left(\frac{\mathbf{F}}{\alpha_{n-1}}-\frac{\alpha_{n-1}}{\mathbf{F}}\right)}\right. \\
& \left.\left.\cdot \frac{1}{d_{n-1}+j\left(\alpha_{n-1} \mathbf{F}-\frac{1}{\alpha_{n-1} \mathbf{F}}\right)}\right]\right) \tag{15-80b}
\end{align*}
$$

if $n$ is even
Comparison of (15-79) and (15-80) term by term shows the design constants to be
and

$$
\begin{equation*}
d_{l}^{2}=\frac{4+\delta^{2}-\sqrt{16+8 \delta^{2} \cos \frac{l \pi}{n}+\delta^{4}}}{2} \tag{15-81}
\end{equation*}
$$

where as before

$$
\begin{equation*}
\delta=\frac{(\Delta f)_{T}}{f_{o}} \quad \alpha_{l}=\frac{f_{o l}}{f_{o} \cdot} \quad d_{l}=\frac{1}{\omega_{o l} R C} \tag{15-82}
\end{equation*}
$$

The solutions of (15-81) for the staggered triple $(n=3)$ are plotted in Fig. 15-5.

## 15-4. Asymptotic Forms

Inspection of the design curves for the staggered pair and triple shows that as $\delta$ becomes 0.3 or less, $d$ and $\alpha$ approach an asymptotic value. Under these conditions the solution of eqs. (15-81) becomes simpler and there is no need for the design curves. It is fortunate from the viewpoint of calculation that the values of $\delta$ required in television I-F amplifier design generally fall within the asymptotic
range. The corresponding solutions for $d$ and $\alpha$ for this condition are now derived.

To illustrate the simplification of the design equations when $\delta \leq 0.3$ we shall earry through the calculations for the staggered triple. Thus, letting $n=3$ and $\delta \leq 0.3$, eq(s. (15-81) may be reduced as shown below. The $\delta^{+}$term under the radical is negligible; hence for $l=1$

$$
\begin{equation*}
d_{1^{2}}{ }^{2} \approx \frac{4+\delta^{2}-\sqrt{16+8 \delta^{2}(0.5)}}{2} \tag{15-83}
\end{equation*}
$$

and, expanding the radical by means of the binomial theorem, we have

$$
\begin{equation*}
\left(16+4 \delta^{2}\right)^{1 / 2}=16^{1 / 2}+\frac{1}{2}(16)^{-1 / 2}\left(4 \delta^{2}\right)+\cdots \approx 4+\frac{\hat{o}^{2}}{2} \tag{15-84}
\end{equation*}
$$

and ( $15-8: 3$ ) becomes

$$
\begin{equation*}
d_{1}{ }^{2} \approx \frac{4+\delta^{2}-4-\delta^{2} / 2}{2}=\frac{\delta^{2}}{4} \tag{1.5-8.5}
\end{equation*}
$$

or

$$
\begin{equation*}
d_{1} \approx 0.5 \delta \tag{15-86}
\end{equation*}
$$

Then

$$
\begin{gather*}
\left(\alpha_{1}-\frac{1}{\alpha_{1}}\right)^{2}=\delta^{2}-0.25 \delta^{2}=0.75 \delta^{2} \\
\alpha_{1}-\frac{1}{\alpha_{1}}=0.86 \bar{\delta} \delta \\
\alpha_{1}{ }^{2}-0.86 \bar{\delta} \delta \alpha_{1}-1=0 \tag{15-87}
\end{gather*}
$$

whence

$$
\begin{equation*}
\alpha_{1}=\frac{0.86 \overline{3} \delta+\sqrt{0.75 \delta^{2}+4}}{2} \approx \frac{0.86 \overline{3} \delta+2}{2} \approx 1+0.43 \bar{\delta} \tag{15-88}
\end{equation*}
$$

Similarly, for $l=3$,

$$
\begin{equation*}
d_{3^{2}}^{2}=\frac{4+\delta^{2}-\sqrt{16-8 \delta^{2}}}{2} \approx \frac{4+\delta^{2}-4+\delta^{2}}{2} \approx \delta^{2} \tag{15-89}
\end{equation*}
$$

therefore

$$
d_{3} \approx \delta
$$

and

$$
\left(\alpha_{3}-\frac{1}{\alpha_{3}}\right)^{2}=\delta^{2}-\delta^{2}=0
$$

whence

$$
\begin{equation*}
\alpha_{3}=1 \tag{15-90}
\end{equation*}
$$

Equations (15-86), (15-88), (15-89), and (15-90) show that the selectivity function, $S_{3}$, may be synthesized by three single-tuned stages designed as follows:
Stage 1: dissipation factor $=0.5 \delta, \quad f_{o l}=(1+0.43 \delta) f_{o}$
Stage 2: dissipation factor $=0.5 \delta, \quad f_{o 2}=\frac{f_{o}}{(1+0.43 \delta)}$
Stage 3: dissipation factor $=\delta, \quad f_{o 3}=f_{o}$
The asymptotic solutions for staggered $n$-uples up to $n=5$ are listed in Table 15-1. Also shown are the design equations for the case when $\delta$ is so small that the selectivity function may be assumed to display arithmetic symmetry. Wallman has recommended the following ranges for each of the design formulas:

$$
\begin{aligned}
\delta<0.05 & \text { Arithmetic case } \\
0.05 \leq \delta \leq 0.3 & \text { Asymptotic case } \\
0.3<\delta & \text { Exact case }
\end{aligned}
$$

To illustrate the use of the several design equations for the staggertuned I-F amplifier we shall consider the design of a stagger-tuned quintuple whose response is to be centered on 24 megacycles and which is to have a half-power bandwidth of 4 megacycles. 6AK5's are to be used, $g_{m}=9000 \mu \mathrm{mhos}$, and $C=12 \mu \mu \mathrm{f}$. We first calculate the normalized half-power bandwidth, $\delta$, in order to find which design case obtains. Then, by (15-82),

$$
\delta=\frac{(\Delta f)_{T}}{f_{o}}=\frac{4}{24}=0.167
$$

Thus, the asymptotic design equations may be used and the data obtained from Table 15-1, part B 5 . The required center frequencies and dissipation factors of the five stages will be

$$
\begin{aligned}
& f_{o 1}=f_{o}(1+0.48 \delta)=24(1.08)=25.9 \text { megacycles, } \\
& d_{\mathrm{I}}=0.31 \delta=0.0516 \\
& f_{o 2}=\frac{f_{o}}{1+0.48 \delta}=\frac{24}{1.08}=22.2 \text { megacycles }, \quad d_{2}=0.31 \delta=0.0516 \\
& f_{o 3}=f_{o}(1+0.29 \delta)=24(1.048)=25.1 \text { megacycles, } \\
& d_{3}=0.81 \delta=0.135
\end{aligned}
$$

## TABLE 15-1

Data for Stagger Tuning (After Wallman)
A. Arithmetic Symmetry, $\delta<0.05$
('omporent stages

| $n$ | ('enter frequency | Banduidth |
| :--- | :---: | ---: |
| 2 Pair | $f_{o} \pm 0.35(\Delta f)_{T}$ | $0.71(\Delta f)_{T}$ |
| 3 Triple | $f_{o} \pm 0.43(\Delta f)_{T}$ | $0.5(\Delta f)_{T}$ |
|  | $f_{0}$ | $(\Delta f)_{T}$ |
| 4 Quadruple | $f_{o} \pm 0.46(\Delta f)_{T}$ | $0.38(\Delta f)_{T}$ |
|  | $f_{0} \pm 0.19(\Delta f)_{T}$ | $0.92(\Delta f)_{T}$ |
| 5 Quintuple | $f_{0} \pm 0.48(\Delta f)_{T}$ | $0.31(\Delta f)_{T}$ |
|  | $f_{0} \pm 0.29(\Delta f)_{T}$ | $0.81(\Delta f)_{T}$ |
|  | $f_{0}$ | $(\Delta f)_{T}$ |

B. Asymphotic Case, $0.05 \leq \delta \leq 0.3$

2 Pair

3 Triple

4 Quadruple

| ('enter frequency | $d$ |
| :---: | :---: |
| $f_{o}(1+0.35 \delta)$ | $0.71 \delta$ |
| $\frac{f_{o}}{1+0.35 \delta}$ | $0.71 \delta$ |
| $f_{n}(1+0.43 \delta)$ |  |
| $\frac{f_{o}}{1+0.43 \delta}$ | $0.5 \delta$ |
| $f_{0}$ | $0.5 \delta$ |
|  | $\delta$ |


| 4 (quadruple | $f_{0}(1+0.46 \delta)$ | $\begin{aligned} & 0.38 \delta \\ & 0.38 \delta \end{aligned}$ |
| :---: | :---: | :---: |
|  | 1+0.46\% |  |
|  | $f_{0}(1+0.198)$ | 0.928 |
|  | $\frac{f_{0}}{1+0.198}$ | $0.92 \delta$ |
| 5 Quintuple | $f_{n}(1+0.48 \delta)$ | 0.31 \% |
|  | $f$ | 0.318 |
|  | 1+0.488 |  |
|  | $f_{.0}(1+0.298)$ | 0.81 ${ }^{\text {d }}$ |
|  | $f$. | 0.81 $\delta$ |
|  | 1+0.298 |  |
|  | $f_{0}$ | $\delta$ |
|  | C. Legend |  |

$$
\begin{aligned}
&(\Delta f)_{T}=\text { over-all bandwidth } \\
& f_{o}=\text { center frequency } \\
& \delta=\frac{(\Delta f)_{T}}{f_{o}} \\
& d=\frac{1}{2 \pi f_{o n} R C} \\
& f_{o n}=\text { center frequency of the } n \text {th stage } \\
& 645
\end{aligned}
$$

$f_{04}=\frac{f_{o}}{1+0.29 \delta}=\frac{24}{1.048}=22.9$ megacycles, $\quad d_{4}=0.81 \delta=0.135$
$f_{o 5}=f_{o}=24$ megarycles, $\quad d_{5}=\delta=0.167$
The design of $R_{5}$ and $L_{5}$ for the fifth stage is calculated. From (15-82)

$$
R_{5}=\frac{1}{\omega_{o 5} C_{5} d_{5}}=\frac{1}{2 \pi\left(24 \times 10^{6}\right)\left(12 \times 10^{-12}\right)(0.167)}=3,320 \mathrm{ohms}
$$

and $\quad L_{5}=\frac{1}{\omega_{0,5}{ }^{2} C_{5}}=\frac{1}{\left.\left[2 \pi(24 \times 1)^{6}\right)\right]^{2}\left(12 \times 10^{-12}\right)}=3.66 \mu \mathrm{~h}$
'The constants for the four remaining stages are computed in a similar manner.

We next calculate the selectivity function and the amplification. Our previous work shows that the normalized selectivity function of the staggered quintuple, $S_{5}$, is

$$
S_{5}=\frac{1}{\sqrt{\delta^{10}+\left(F-\frac{1}{F}\right)^{10}}}
$$

For purposes of calculation it is convenient to factor out the $\delta^{10}$ term from the radical; thus,

$$
S_{5}=\frac{1}{\delta^{5} \sqrt{1+\left[\frac{1}{\delta}\left(F-\frac{1}{F}\right)\right]^{111}}}
$$

The calculations for evaluating this function are shown in Table 15-2.

TABLE: 15-2

| $f_{\text {ma.c. }}$ | F | $\frac{1}{\mathbf{F}}$ | $\frac{f_{0}{ }^{2}}{f_{\text {m.c. }}}$ | $\left(\mathrm{F}-\frac{1}{\mathrm{~F}}\right)$ | $\frac{1}{\delta}\left(\mathrm{~F}-\frac{1}{\mathrm{~F}}\right.$ ) | $\left[\frac{1}{\delta}\left(\mathrm{~F}-\frac{1}{\mathrm{~F}}\right)\right]^{10}$ | $S_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | 1 | 1 | 24 | 0 | 0 | 0 | 1 |
| 25 | 1.040 | 0.961 | 23.1 | 0.079 | 0.475 | 0.00059 | 1 |
| 25.5 | 1,061 | $0.9+1$ | 22.6 | 0.120 | 0.720 | 0.0375 | 0.984 |
| 26 | 1.082 | 0,924 | 22.2 | 0.158 | 0.950 | 0.599 | 0.792 |
| 26.5 | 1.102 | 0.906 | 21.75 | 0.196 | 1.177 | 5.1 | 0.405 |
| 27 | 1.124 | 0.80) | 21.4 | 0.234 | 1.405 | 30 | 0.179 |
| 27.5 | 1.144 | 0.874 | 20.95 | 0.270 | 1.621 | 125 | 0.090 |
| 28 | 1.168 | 0.856 | 20.58 | 0.312 | 1.875 | 540 | 0.043 |

These results are plotted in l'ig. 15-8. Notice that if the local oscillator of the receiver which incorporates this I-F amplifier runs higher than the incoming R-F signal, the proper choice of visual I-F frequency is 26.35 megarycles in order that it may lie at the halfvoltage point on the response curve. The aural earrier would be


Fig. 15-8. Response of a stageered quintuple, $f_{0}=24$ megaCreles; $(\Delta f) r=4$ megacyeles. The right-hand sirt matches the ideal I-F characteristic very well. Additional shaping may be obtained with traps.
$26.35-4.5=21.85$ megacycles. It should be noticed that the response in the region of the visual carrier closely approximates the ideal curve, which is linear in the range $26.35 \pm 0.75$ megacyeles, and that the response is flat for approximately 3.60 megacycles. Trap circuits may be used to further shape the curve as required.

The gain of the five-stage amplifier may be calculated quite readily by noting that $\Gamma=1$. Then, from $\mathrm{e}_{\mathrm{q}} .(15-36)$,

$$
\Gamma=\frac{\left(. I_{n}\right)_{T}^{1 / 5}}{m}(\Delta f)_{T}=1
$$

therefore

$$
\left(A_{a}\right)_{T}=\left[\frac{9 \pi}{(\Delta f)_{r}}\right]^{5}=\left[\frac{66.33}{4}\right]^{5}=(16.58)^{5}
$$

or

$$
\text { gain }=(5) 20 \log 16.58=122 \text { decibels }
$$

In the usual case. one of the tuned circuits, say $L_{5} C_{5} R_{5}$, would serve as the load for the frequency mixer. In that case the gain will be less than calculated above because the conversion transconductance of the mixer is less than the $y_{m}$ of the four other stages and hence the mixer figure of merit is less than that of the other stages.

## CHAPTER 16

## THE RECEIVING ANTENNA

Under current transmission standards the frequency of the radiated signal from the transmitting antenna lies in the very high frequency (V.H.F.) band. Some knowledge is therefore required of the propagation characteristics of this band of frequencies in order that the requirements on the receiving antenna may be understood. In the present chapter statement will be made of certain principal properties of V.H.F. propagation and of the properties of several common forms: of receiving antennas used in that hand.

## 16-1. Carrier Frequency Requirement

The theory of amplitude modulation presumes that the carrier frequency is so large compared to the frequency of the highest mod-ulating-signal component that any one cycle of the carrier wave may be considered to be a true sinusoid. This requirement, which is tacitly assumed in writing the equation of the amplitude-modulated wave

$$
\begin{equation*}
e=.1\left(1+m \cos \omega_{m} t\right) \cos \omega t \tag{16-1}
\end{equation*}
$$

may be met practically if the carrier frequency is at least ten times the highest modulating frequencr. Then since the telerision video band extends up to approximately 4.5 megacyeles, the minimum allowable telecision carrier frefuency is some to megacyeles, and telerision transmission must be confined to the V.H.F. or higher frecuency bands. ${ }^{\text {. }}$ The 12 channels authorized for commercial television transmission at present are located in the range from 54 to

[^209]216 megacycles and thus are in the V.H.F. band. It is anticipated that some 40 -odd additional U.H.F. channels in the vicinity of 500 to 900 megacycles will be opened for commercial transmission in the near future.

## 16-2. Elements of V.H.F. Propagation

In the general case of radio waves radiated from a transmitting antenna the radiated wave at a distance of several wavelengths from the antenna consists of two major components: a sky wave, which moves upward toward the ionosphere, where it may or may not be reflected back toward the earth at a point far removed from the antenna, and a ground wave, which stays close to the earth's surface. It is convenient to further subdivide the ground wave into space and surface components. In the broadcast band, where transmitting antennas are close to the ground in terms of wavelength the spare component of the ground wave is canceled out and propagation in the normal service range of the transmitter results almost entirely from the surface component of the ground wave, which effectively travels along the earth's surface. The sky wave, which returns to the earth after reflection in the ionosphere, accounts for the sporadic reception of the signal at points beyond the normal range of the surface wave. It may be shown that the distance from the transmitter at which a given field strength may be received varies inversely as the frequency of the radiated signal; hence at higher frequencies, the surface wave is of negligible value in transmission. ${ }^{2}$

In the V.H.F. band the transmitted frecuency is so high that the surface component of the ground wave has no effect at the receiving antenna. Furthermore, the bending effect of the sky wave in the ionosphere is not sufficient to reflect that wave toward the earth, so that the effect of the sky wave must be discounted in television transmission. It follows, then, that in the V.H.F. band transmission of the signal is by the space component of the ground wave. In eontrast to the condition in the broadcast band, television antennas must be located several wavelengths above the earth's surface, and this space component is not canceled out except at certain points of interference.

[^210]Reference to Fig. 16-1 shows that the space wave may reach the receiving antenna by direct or reflected paths. Assuming a


Fig. 16-1. The space wave may reach the rereiving antema by direct or reflected paths. Notice that the angles of ineidence and reffertion at the earth are equal.
flat-surfaced earth between the two antennas, the field strength at a receiving dipole, which is normal to the direction from the transmitting antenna, as a result of the direct wave component is

$$
\begin{equation*}
\mathcal{E}_{d}=\frac{7 \sqrt{W}}{r} \text { volts/meter } \mathrm{D}_{\text {IRECT }} \mathrm{W}_{\mathrm{AVE}} \tag{16-2}
\end{equation*}
$$

where $W$ is the radiated power in watts, and $r$ is the distance between receiving and transmitting antennas.

Propagation by the direct wave is limited essentially to "line-ofsight" paths since the waves travel in a straight line, and the transmission is described as "quasi-optical." The maximum transmission distance for the line-of-sight propagation may be calculated quite easily if we assume a perfectly spherical earth with no intervening objects lying between the transmitting and receiving antennas. Thus, in Fig. 16-2, $d$, the optical distance to the horizon, may be calculated as follows: $d$ is seen to be the length of the tangent to the circle between the transmitting antenna and the horizon. Then

$$
\begin{equation*}
(h+R)^{2}=d^{2}+R^{2} \tag{16-3}
\end{equation*}
$$

where $\quad R=$ radius of the earth $\approx 4000$ miles
Then

$$
h^{2}+2 h R+R^{2}=d^{2}+R^{2}
$$

and since

$$
h^{2} \ll R^{2}
$$

$$
d=\sqrt{ } \overline{2 h} \bar{R}=\sqrt{2 \frac{h^{\prime}}{(5280)}(4000)}
$$

therefore

$$
\begin{equation*}
d=1.2: 3 \sqrt{h^{\prime}} \tag{16-4}
\end{equation*}
$$

where $d$ is the distance in miles, and $h^{\prime}$ is the antenna height in feet. It is usual practice in calculating the maximum distance of propagation to take into account the refraction of the wave by the earth's atmosphere. The refractive effect causes a slight curvature in the wave path so that the wave tends to follow the earth's surface. As a result the distance of propagation is slightly greater than the line-of-sight value and may be calculated by assuming the radius of the earth to be increased by some factor. Under normal atmospheric conditions the index of refraction in the atmosphere decreases linearly with height above the earth's surface, and this factor is taken to be $4 / 3 .^{3}$ Equation (16-4) then becomes

$$
\begin{equation*}
d=\sqrt{2 h^{\prime}} \tag{16-4a}
\end{equation*}
$$

The same factor may also be applied to (16-5). If, now, the receiving antenna has a height of $a^{\prime}$ feet, the maximum line-of-sight transmission distance, $r$, may be seen from Fig. 16-2 to be

$$
\begin{equation*}
r=1.23\left(\sqrt{h^{\prime}}+\sqrt{a^{\prime}}\right) \tag{16-5}
\end{equation*}
$$

Returning to the flat-earth problem of Fig. 16-1 we see that if intervening objects do not prevent the reflected wave from reaching the antenna, the received field strength will depend on two, rather than on a single, components and eq. (16-2) will have to be modified. It might appear that any number of ground-reflection paths are possible. Since, however, a condition for reflection is that the angles of incidence and


Fig. 16-2. Determination of the maximum distance of line-of-sight propagation on the spherical earth. reflection be equal, one and only one point of reflection will allow the reflected wave to reach the antenna. Since the direct and reflected path lengths, $r_{d}$ and $\left(r_{h}+r_{a}\right)$, respertively are different, the two waves will not necessarily arrive in phase at the receiving antenna. Therefore we must calculate the phase difference produced by the path length difference, $\Delta$. From Fig. 16-1,

$$
\begin{equation*}
r_{d}{ }^{2}=(h-a)^{2}+r^{2} \tag{16-6}
\end{equation*}
$$

[^211]but since $h$ and $a$ are each much smaller than $r$, the first two terms of the binomial expansion for the square root may be used. Thus,
\[

$$
\begin{equation*}
r_{d}=\sqrt{r^{2}+(h-a)^{2}} \approx r+\frac{(h-a)^{2}}{2 r} \tag{16-7}
\end{equation*}
$$

\]

Also, from the diagram,

$$
\begin{equation*}
\left(r_{h}+r_{a}\right)^{2}=(h+a)^{2}+r^{2} \quad \text { or } \quad\left(r_{h}+r_{a}\right) \approx r+\frac{(h+a)^{2}}{2 r} \tag{16-8}
\end{equation*}
$$

Then the difference in path lengths is

$$
\begin{equation*}
\Delta=\left(r_{h}+r_{a}\right)-r_{d} \approx r+\frac{(h+a)^{2}}{2 r}-r-\frac{(h-a)^{2}}{2 r}=\frac{2 a h}{r} \tag{16-9}
\end{equation*}
$$

The path difference expressed in wavelengths is

$$
\begin{equation*}
\Delta_{l}=\frac{\Delta}{\lambda}=\frac{2 a h}{\lambda r} \tag{16-10}
\end{equation*}
$$

When $r$, the separation between the two antennas, is large, $\phi$ will be small and a $180^{\circ}$ phase reversal of the wave will occur at reflection. Then the total difference in phase between the direct and reflected waves at the receiving antenna will be

$$
\begin{equation*}
\psi=2 \pi \Delta_{l}+\pi=\frac{4 \pi a h}{\lambda r}+\pi \tag{16-11}
\end{equation*}
$$

The resultant field strength at the receiving antenna will be the vector sum of the two components $\varepsilon_{r}$ and $\varepsilon_{d}$, which differ in phase by $\psi$ radians. We shall assume that the reflected wave suffers zero


Fig. 16-3. Phase relationships at the receiving antenna. (a) The direct ath reflected signals canced if $\Delta=0$. ( 1 ) $\varepsilon_{7}$ is the vector sum of the direct aind reflected components. attenuation in the reflecting process. Then, if the path length difference, $\Delta$, were equal to zero, the direct and reflected waves would arrive $180^{\circ}$ out of phase at the receiving antenna and would cancel out. This condition is illustrated in Fig. 16-3a. It is precisely this difference in path, $\Delta$, which makes reception of the signal possible. When $\Delta$ is different from zero or an integral multiple of the wavelength, the two components add vectorially, and the resultant field strength is

$$
\begin{equation*}
\varepsilon_{T}{ }^{2}=\mathcal{E}_{r}^{2}+\mathcal{E}_{d}^{2}-2 \varepsilon_{r} \varepsilon_{d} \cos (\psi-\pi) \tag{16-12}
\end{equation*}
$$

and if, as before, zero attenuation is assumed at reflection,

$$
\begin{equation*}
\left|\varepsilon_{r}\right|=\left|\varepsilon_{d}\right| \tag{16-13}
\end{equation*}
$$

and $\varepsilon_{T}$ becomes
or

$$
\begin{align*}
\mathcal{E}_{T}^{2} & =2 \mathcal{E}_{d}^{2}[1-\cos (\psi-\pi)] \\
& =2 \varepsilon_{d}^{2} \cdot 2 \sin ^{2}\left(\frac{\psi-\pi}{2}\right) \\
\mathcal{E}_{T} & =2 \varepsilon_{d} \sin \left(\frac{\psi-\pi}{2}\right) \\
& =2 \varepsilon_{d} \sin \left(\frac{2 \pi a h}{\lambda r}\right) \tag{16-14}
\end{align*}
$$

It is clear from the last equation that maximum reinforcing of the two components will occur when $\Delta$ is some odd multiple of a halfwavelength.

Where $\Delta$ is small, the sine may be replaced by the angle and $\mathcal{E}_{T}$ becomes

$$
\varepsilon_{T}=2 \varepsilon_{d} \frac{2 \pi a h}{\lambda r}
$$

and, substituting from (16-2)

$$
\begin{equation*}
\varepsilon_{T}=\frac{88 \sqrt{W} a h}{\lambda r^{2}} \tag{16-15}
\end{equation*}
$$

It must be stressed that eqs. (16-2) and (16-15) presuppose a flat perfectly conducting earth and neglect any bending of the wave path due to changes in the refractive index of the atmosphere. Additional equations for field strength, which take into account the curvature of the earth's surface and finite ground conductivity, are available in the literature. ${ }^{4,5}$

Certain practical factors modify all of the statements which have been made to some extent. For example, some bending of the space wave takes place as it moves away from the transmitting antenna and ranges up to 15 per cent greater than the line-of-sight value may be obtained. It is also found in practice that satisfactory re-

[^212]reption may be obtained even when the path between the two antennas is obstructed by a hill. The probable explanation here is that the waves are bent around the top of the hill and so tend to follow the earth contour to some extent.

The bending of the space wave also may give rise to what is known as anomalous propagation when the distance of transmission exceeds the calculated line-of-sight value by an extremely large margin. While such long-distance anomalous propagation is of little use for normal reception because of its irregularity of occurrence, it is becoming recognized as an important factor in station channel assignment because it may result in serious co-channel interference at certain times. We may illustrate this problem of co-channel interference by citing a specific example. WNHC-TV in New Haven, Conn., and Wrill-TV in Philadelphia, Penna., are both assigned to channel No. 6. The distance between the two cities is roughly 150 miles; therefore one would expect under normal conditions when efl. (16-4a) applies that no co-channel interference would be caused by these two stations. For example, a receiver located in the service area of New Haven would not receive any signal from the Philadelphia station because it lies beyond the horizon of the latter. Under certain atmospheric conditions, however, anomalous propagation may take place and the horizon of the Philadelphia station may move outward to include New Haven. As a result the New Haven receiver receives both signals with sufficient amplitude to cause serious interference.

Let us consider the mechanism of anomalous propagation in a qualitative fashion. ${ }^{6}$ The refractive index of any medium may be defined as the ratio of two velocities of wave propagation, namely, the velocity of propagation in a vacuum divided by the velocity of propagation in the medium. It may be seen at once that low values of the index in the vicinity of unity correspond to high velocities in the medium. The refractive index of the earth's atmosphere depends upon the densities of the several gases which constitute the atmosphere. In general, these densities decrease at higher elevations above the earth's surface; hence we might expect that the velocity of propagation increases with elevation. Thus, as a radio wave leaves an antenna, it moves away from the earth's spherical surface and into the less dense regions of the atmosphere where its velocity

[^213]increases. The net effect is that the wave is bent downward toward the earth. The degree of bending depends upon the exact manner in which the refractive index varies with altitude. Under normal conditions the rate of change is constant at a value of $\mathbf{- 1 . 2 \times 1 0 ^ { - 9 }}$ per foot and, as we have stated, the horizon distance may be calculated by assuming a correction factor of $4 / 3$ for the radius of the earth. Under other atmospheric conditions, the rate of change of refractive index may have a larger numerical value, and the distance to the effective horizon increases. In fart, if the rate is $-4.8 \times 10^{-\infty}$ per foot, no horizon as such exists and the waves follow the earth's surface at a constant altitude. Between these extremes, the distance to the horizon may vary widely and anomalous propagation takes place. The same effect may also be ohserved when the rate of change is nonlinear with altitude.

Reflection of the space wave may also occur at surfaces other than that of the earth. For example, a tall building may present a surface sufficiently wide in terms of a wavelength that it serves as an efficient reflector of the television waves. When one or more of these waves reach the receiving antenna in addition to the direct wave, multipath reception is said to exist. Since the reflecting surface may be relatively far removed from both of the antennas, the difference in length between the direct and reflected paths may be so great that the image resulting from the reflected wave lags the main image by an appreciable portion of the horizontal line interval. Under this condition the secondary (reflected) image will appear displaced from the primary image on the receiver cathode-ray tube and is called a ghost image or simply a ghost. In general, the amplitude of the ghost is smaller than that of the primary image because of attenuation at the reflecting surface and over the longer path of transmission. Under certain conditions it is possible to locate the probable position of the surface that is causing the ghost.

Let the transmitting and receiving antennas be considered as the foci of an infinite family of ellipses, one of which is shown in Fig. 16-4. Now, by the definition of an ellipse,

$$
\begin{equation*}
r_{T}+r_{R}=\text { constant }=\overline{A A}^{\prime} \tag{16-16}
\end{equation*}
$$

hence it follows at once that the difference in direct and reflected paths is constant for reflections from any surface lying on the ellipse. Thus, any such reflecting surfare on the ellipse will produce a ghost


Fig. 16-4. An ellipse of reflection. $r_{T}+r_{R}=$ constant $=\overline{A R}$.


Fig. 16-5. An ellipse may be drawn on a map to locate the reflecting surface that causes the ghost. (a) Determination of $s$, the separation between the primary and ghost images on the cathode-ray tube screen. (b) Method of determining the length of string required for drawing the ellipse of reflection corresponding to $s$.
which lags the primary image by a certain definite amount. Since there are theoretically an infinity of these ellipses, the possibility of multiple-path reception is large. (Contrast this with reflections from the earth's surface.) In practice the number of bothersome reflections is small because the transmitting antenna is much higher than most objects in its vicinity. It should be apparent at once, however, that the effective number of reflected waves at the receiving antenna may be reduced by utilizing a directive, rather than an omnidirectional, receiving antenna.

The ellipse of reflection described in the preceding paragraph may be used to locate the probable source of reflection, and this, in turn, may help in proper orientation of the directive receiving antenna. Using the notation of Fig. 16-5 we let $s$ be the separation on the cathode-ray tube screen between the primary and ghost images.

$$
\begin{equation*}
w=\text { picture width } \tag{16-17}
\end{equation*}
$$

From Fig. 11-11, the horizontal unblank interval is

$$
\begin{equation*}
\left(\tau_{u}\right)_{h}=H-0.16 H=0.84(63.5) \approx 53 \mu \mathrm{sec} \tag{16-18}
\end{equation*}
$$

and in this interval a radio wave travels a distance

$$
\begin{equation*}
d=c\left(\tau_{u}\right)_{h}=(186,293)\left(53 \times 10^{-6}\right)=9.87 \text { miles } \tag{16-19}
\end{equation*}
$$

Then, if $\Delta$ is the difference between the direct and reflected paths which causes the image displacement $s$, we may write
or

$$
\begin{align*}
& \frac{\Delta}{s}=\frac{d}{u} \\
& \Delta=9.87 \frac{s}{w} \tag{16-20}
\end{align*}
$$

With $\Delta$ known the reflecting surface may be located on a map of the area. Two pins are placed on the map, one at the transmitter and one at the receiver locations. A loop of string is placed around the pins and its length adjusted as shown in $b$ of Fig. 16-5. Then a pencil may be inserted into the loop and used to describe an ellipse. The reflecting surface will then be a large building, tower, or other large object which lies on the ellipse. When its location is known, the antenna may be oriented to minimize the ghost signal. ${ }^{7}$

## 16-3. General Requirements for the Receiving Antenna

We have seen that the use of a directive receiving antenna reduces the possibility of multiple-path reception. The directive antenna further has the advantage of reducing the strength of unwanted signals coming from directions other than that to the television transmitter. Thus, directivity is a general requirement of the receiving-antenna system.

Unfortunately in large urban communities the problem of directivity is complicated. When several transmitters are located throughout the city, a receiving antenna may be located between them and a single directive array cannot give optimum results. When this condition exists hest results are obtained with a number of antennas, each oriented for a particular transmitter. Such a system is usually cumbersome and expensive, and a simple dipole is used as a compromise; in this case it is hoped that the field strengths will be sufficiently great from all the stations to provide a satisfactory picture.

In the suburban areas a more favorable condition exists because most of the transmitters will lie within a sector of $10^{\circ}$ to $30^{\circ}$ and a directive antenna system may be used to good advantage.

[^214]The second general requirement of the receiving antenna is that it be broadband, or rather very broadband, for in contrast to the transmitter bandwidth of 6 megacycles the receiving antenna must operate efficiently over the entire range of 54 to 216 megacycles, which covers the 12 authorized channels. In order to ease this requirement it has been the common practice to employ two antennas, one for the low (54- to 88-megacycle) and one for the high (174to 216 -megacycle) band.

The third general requirement is that a reasonably good impedance match be maintained between the antenna and the lead-in transmission line to the receiver input terminals. If a correct match is maintained at the receiver input, a mismatch of 2 to 1 at the antenna will still provide satisfactory results.

## BASIC ANTENNA STRUCTURES

In the following sections we shall consider the properties of certain basic antenna structures. In discussing the directivity patterns we shall make use of the Rayleigh-Carson reciprocity theorem, which states that if a voltage $E$ applied to antenna 1 causes a complex current $I$ in an antenna 2 , the same current $I$ will flow in antenna 1 if $E$ be applied to antenna 2 . This generalization of the reciprocity theorem of linear-circuit theory effectively states that the directivity of an antenna receiving a signal is the same as the directivity of that antenna when it acts as a transmitter. This theorem is of considerable aid because it is frequently easier to derive the directivity pattern of a system when it is driven than when it is receiving.

## 16-4. The Dipole

The most basic antenna element in common use is the dipole or conductor of half-wavelength, which has been described in Chapter 13. It has a nominal radiation resistance (or internal resistance) of 72 ohms and has the figure-eight directivity pattern which is plotted in Fig. 13-29. In order to determine the type of problem involved with the dipole as a television receiving antenna, we shall consider that a single antenna of this type is to be used for all 12 television channels. Its electrical length should be chosen to be one half-wavelength long at $f_{m}$, the geometric mean of the bandwidth
to be received. Since the limits are it and 216 megacyeles, the mean will be

$$
\begin{equation*}
f_{m}=\sqrt{(54)(216)}=108 \text { megarycles } \tag{16-21}
\end{equation*}
$$

As the frequene $y$ of the applied signal is changed the electrical length of the antenna will also change. Thas, at $5+$ megacyeles, the lower limit of the band, its length will be

$$
\begin{equation*}
l_{54}=\frac{\lambda}{2} \frac{54}{108}=\frac{\lambda}{4} \tag{16-22}
\end{equation*}
$$

and at the upper limit of 216 megacycles the length will be

$$
\begin{equation*}
l_{216}=\frac{\lambda}{2} \frac{216}{108}=\lambda \tag{16-23}
\end{equation*}
$$

Thus the dipole cut for 108 megacycles changes in electrical length from channel to channel and ranges from $\lambda / 4$ to $\lambda$. Since the directivity pattern of the antenna depends upon its electrical length, the dipole's pattern will change from channel to channel. Three typical patterns are illustrated in Fig. 16-6. ${ }^{9}$ It may be seen at once that

(a)

$f=108 \mathrm{MC} \quad l=\lambda / 2$
(b)

$f=216 \mathrm{MC} \quad l=\lambda$
(c)

Fig. 16-6. The directivity pattern of a dipole of fixed length changes with the frequency of the received signal. The dipole is rut for 108 megarycles. (a) 54 megaryoles: $l=\lambda / 4$. (b) 108 megarycles: $l=\lambda / 2$. (c) 216 megacycles: $l=\lambda$.

[^215]if a station operating on channel No. 13 lies on a line normal to that of the antenna, the received signal will be small. Since the patterns at lower frequencies are relatively broad, some compromise may be effected by orienting the antenna so that one of the 216-megacycle lobes is aimed at the channel No. 13 transmitter.

Further complication results from the variation of the dipole impedance as the frequency is varied. (urves showing this effect are sketched in lig. 16-7. 'The sharp peaks may be reduced by



Fig. 16-7. Input impedance at the center of a dipole. (a) Resistive component. (b) Reactive component.
increasing the diameter of the dipole. Two ameliorative measures immediately suggest themselves. Either a dipole of relatively large diameter may be used or two or more dipoles may he used to cover the 12 channels. In regard to the first suggestion wind and ice loading effects generally restrict the dipole diameter to $\frac{3}{8}$ or $\frac{1}{2} \mathrm{in}$. Where the antenna is mounted indoors, for example in an attic, the dipole may be expanded into a biconical shape. An indoor antenna of this type, formed from metalized cardboard, is available commercially. Other systems for broadbanding the dipole without increasing its diameter are discussed in later sections.

The second solution to the broadband-directivity problem, that of using two antennas, has been used to a large extent. Since channels No. 6 and No. 7 are separated by a gap from 88 to 174 megacycles, which is assigned to commercial frequency modulation broadcasting and other nontelevision services, it is convenient to provide two antennas, one for the low band, 54 to 88 megacycles and covering channels No. 2 through No. 6, and one for high band, 174 to 216 megacycles and covering the remaining seven television channels. The mean frequencies for which the dipoles are cut are calculated below:

$$
\left.\begin{array}{rlrl} 
& \text { Loni-band } & & \text { High-band } \\
f_{m} & =\sqrt{(54)(88)} & f_{m} & =\sqrt{(174)(216)} \\
& =69 \text { megacycles } & & =194 \text { megacycles } \\
l_{54} & =\frac{\lambda}{2} \frac{54}{69}=0.392 \lambda & l_{174} & =\frac{\lambda}{2} \frac{174}{194}=.45 \lambda \\
l_{88} & =\frac{\lambda}{2} \frac{88}{69}=0.639 \lambda & l_{216} & =\frac{\lambda}{2} \frac{216}{194}=.557 \lambda \tag{16-26}
\end{array}\right\}
$$

Equations (16-25) show that for either antenna the percentage change in electrical length over the frequency band is small and consequently the directivity pattern will retain a figure-eight shape with maximum pickup along the normal to the antenna. The small percentagewise change in $l$ over the band also holds the antenna impedance variation within smaller limits than those for a single dipole covering both bands.

When the two-dipole system is used, some form of switching must be provided so that the receiver will be connected to the correct element for any channel being received. Where the use of two separate lead-ins is feasible, a double-pole double-throw switch may be used at the receiver proper. Alternatively, switching may be accomplished electrically at the antennas with a single lead-in connecting the switch to the receiver terminals. One form of this system applies a 24 -volt, 60 -cycle pulse to the lead-in to activate the remotely located switch. Isolation of the receiver from the 60 -cycle switching pulse is accomplished by connecting the lead-in to the receiver input through two small isolating condensers. ${ }^{10}$ Similarly the television R-F signal is blocked from the 24 -volt supply by means of R-F chokes.

A far more convenient system for the television-receiver owner completely eliminates the need for manual switching, the change-over from one antenna to the other being accomplished by a transmissionline crossover network." One such self-switching system is illus-

[^216]trated in Fiy. 16-8. In the figure the subscripts $h$ and $l$ indicate the geometric mean of the high- and


Fig. 16-8, 1 t tansmission-line crossover network for a hi-ko hand antema system, A $72-0$ hm line is used. The short, upper antemma is for chamels No. 7 to No. 13; the lower, longer one for channels No. 2 to No. 6. low-frequency bands, respectively. The crossover network is needed primarily to prevent the low-band dipole from marring high-band reception. For example, the length of the longer dipole at $f_{h}$ is

$$
\begin{equation*}
l=\frac{\lambda}{2} \frac{194}{69}=1.405 \lambda \tag{16-27}
\end{equation*}
$$

hence over a portion of the high band its pattern will break up into four or even six lobes, thereby increasing the chance of multipath reception. Thus, if the two antennas were connected directly to the lead-in, the low-band antenna would have an adverse effect on high-band reception. On the other hand, the shorter antenna has a length at $f_{t}$

$$
\begin{equation*}
l=\frac{\lambda}{2} \frac{69}{194}=0.178 \lambda \tag{16-28}
\end{equation*}
$$

It still exhibits the basic figure-eight directivity pattern and will not mar the low-band reception. The crossover net work of Fig. 16-8 serves, then, to isolate the long dipole from the lead-in at the highband frequencies. The design is a compromise based on $f_{h}$. The quarter-wave open-circuited stub, which is connected to the long dipole, shorts out that dipole at $f_{k}$. This short circuit, in turn, is reflected as an open circuit to the lead-in, which is located an odd number of quarter-wavelengths away. ${ }^{12}$ The value of $3 \lambda_{h} / 4$ is normally used because a quarter-wavelength section does not have the necessary physical length to reach from the longer dipole to the lead-in connection. The connection between the lead-in and the high-band dipole is of length $\lambda_{h} / 4$. If the transmission line has a characteristic impedance equal to the antenna resistance ( 72 ohms), this quarter-wave section serves as a 1 to 1 transformer at $f_{h}$. At other

[^217]high-band frequencies the same condition will nearly be true. This may be verified by eq. (12-50) for the input impelance of a lossless transmission line, which is repeated below for convenience.
$$
Z_{\text {in }}=R_{o}\left(\frac{Z_{l}+j R_{o} \tan \frac{2 \pi l}{\lambda}}{R_{o}+j Z_{\mu} \tan \frac{2 \pi l}{\lambda}}\right)
$$

I'nder the conditions sperified.

$$
\begin{align*}
Z_{R} & \approx R_{0}  \tag{16-29}\\
l & \approx \lambda / 4
\end{align*}
$$

and the input impedance becomes approximately

$$
\begin{equation*}
Z_{\mathrm{in}} \approx \frac{R_{o}{ }^{2}}{Z_{R}} \approx R_{o} \tag{16-30}
\end{equation*}
$$

Since the two dipoles are relatively close together, their drivingpoint impedances are affected by the mutual impedance between them. A number of compromises in antenna spacing and crossover networks have been used in commercial antennas. The dimensions shown in Fig. 16-8 are typical. In some instances a more complex crossover network is used so that F-XI band signals received by the two antennas cancel at the lead-in, thereby reducing image effects caused by image interference from the 88 - to 108 -megacyele band.

A number of techniques for broadbanding the basic dipole have been incorporated in the manufacture of receiving antennas. These are discussed after the second basic receiving-antenna element, the forded dipole.

## 16-5. The Folded Dipole

The second basir element used in receiving antennas is the folded dipole. Illustrated in Fig. 16-9a, it consists of two simple dipoles, joined together at their ends, and in comparison to a dipole has a higher driving-point impedance and better broadband characteristic. Roberts ${ }^{13}$ has presented an analysis which demonstrates both of these properties of the folded unit. Because of the symmetry afforded by the ground plane, the actual folded dipole may be replaced by a

[^218]

Fig. 16-9. The folded dipole. (a) Basic unit. (b) Equivalent
(c) Equivalent circuit. (Courtesy of RCA Refolded unipole. (c) Equivalent circuit. (Courtesy of RCA Re-
niew.)
folded quarter-wave unipole above the ground plane. We shall consider both conductors of either folded unit to be of the same diameter and the spacing between them small as compared to a wavelength. Under these conditions the resistance $R$ of each element is essentially the same as if that element were alone in free space.

Roberts has suggested the equivalent circuit shown at $c$ in the figure to aid the analysis. Notice that the left-hand element, 2, remains grounded because the two equal voltages $e_{1}$ and $e_{3}$ are in phase opposition. The input resistance of the folded unit may now he calculated with the aid of the superposition theorem. Thus, let $e_{3}=0$. Under this condition we have a voltage $2 e$ applied to a quarter-wave section, short-circuited at the far end. Since the input impedance of such a section is infinite, only a negligible current flows in element 1.

As a second step in the application of the superposition theorem we let $e_{1}$ and $e_{2}$ each be zero and calculate the current flow resulting from voltage $e_{3}$. Under this condition the two elements are joined at both ends, appear in parallel, and so have an input impedance $R$. The current which flows in the combination will be

$$
\begin{equation*}
i_{3}=\frac{e}{R} \tag{16-31}
\end{equation*}
$$

and since the two elements in parallel are identical, $i_{3}$ will divide equally between them. Thus the current in element 1 because of ${ }_{8} 3$ is

$$
\begin{equation*}
\left(i_{3}\right)_{1}=\frac{i_{3}}{2}=\frac{e}{2 K} \tag{16-32}
\end{equation*}
$$

Since zero current flows in element 1 hecause of $e_{1}$ and $e_{2},\left(i_{3}\right)_{1}$ of
(16-32) is the total current in that element produced by all three generators. The total voltage applied to element 1 is

$$
\begin{equation*}
e_{2}+e_{3}=2 e \tag{16-33}
\end{equation*}
$$

hence the input impedance of element 1 is

$$
\begin{equation*}
Z_{\text {in }}=\frac{2 e}{\left(i_{3}\right)_{1}}=\frac{2 e \cdot 2 R}{e}=4 R \tag{16-34}
\end{equation*}
$$

Therefore, when both elements of the folded dipole are of the same diameter and are close together, the input impedance is four times that of a simple dipole, or approximately 300 ohms. Other values of input impedance may be obtained by increasing the diameter of one of the elements or by using more than two elements in parallel, but to date these variations have found little use in television work.

Roberts' analysis also gives the key to the broadbanding effect of the folded unit. By way of illustration, let the frequency of the applied voltage decrease so that the unipole length is less than $\lambda / 4$. Then with $e_{3}=0, e_{1}$ and $e_{2}$ in series see a finite inductive impedance, and a lagging current will flow in element 1. Furthermore the magnitude of this current will increase as the frequency is lowered. With $e_{1}$ and $e_{2}$ both equal to zero, the length of the open-circuited section consisting of the two elements in parallel will be less than $\lambda / 4$, and $e_{3}$ will see a capacitive impedance. Reference to Fig. 12-15 shows that as the frequency is lowered, the magnitude of this impedance will increase; thus $\left(i_{3}\right)_{1}$ leads the applied voltage and decreases with lowered frequency. The net effect is that the two reactive current components in element 1 tend to cancel and keep the input impedance more constant over variations in frequency. The effect is similar to that obtained with a broadbanding antiresonant circuit shunted across the input of the simple dipole.

As far as directivity is concerned, the two elements of the folded dipole are so close together that they appear as a single radiating element and so have the same directivity patterns as the simple dipole. Thus the techniques described in the last section of utilizing two separate antennas to cover the high and low channel bands apply equally well, even when the antennas are of the folded dipole form.

A distinct advantage of the folded-dipole receiving antenna is that it is readily amenable to lightning-protection methods. In a day when indoor broadcast reception antennas are the rule, the public
is prone to forget that an outdoor television antenna usually located above the highest point on a house provides a formidable lightning hazard and that adequate protection should be provided. In the folded dipole a voltage node oceurs at the center of element 2 and so that point may be connected through the supporting mast to ground without impairing the receiving characteristios of the antenna. With the direct ground connection excellent lightning protection is afforded and no separate protective device is repuired.

## 16-6. The Parasitic Element

The figure-eight directivity pattern of the simple and folded dipoles leaves something to be desired, particularly where the antenna is used in a suburban area where all the transmitters lie within a relatively small sector. Under this condition the back lohe of the pattern, i.e., the one in the direction opposite of that to the transmitters, serves no useful purpose and in-


Fig. 16-10. A parasitic reflector may be used to improve horizontal directivity be suppressing the back lobe of the dipole radiation pattern. Top view of the array is shown. creases the possibility of interference from unwanted signals. Partial suppression of the rear lobe may be obtained with a parasitic or nondriven dipole element. The basic configuration is shown in Fig, 16-10. In order to explain the operation of the array on a physical basis we shall assume zero mutual impedance between the two elements and make use of the RayleighCarson reciprority theorem. Thus we assume that power is supplied to the front, or driven, element.

The application of power to the front dipole causes a current $I_{d}$ to flow and waves of equal intensity and in phase with $I_{d}$ are radiated in the front and back directions. In traveling a quarterwavelength to the parasite, the back wave, $\boldsymbol{W}_{b}$, suffers a phase lag of $\phi_{1}$.

$$
\begin{equation*}
\phi_{1}=\frac{2 \pi d}{\lambda}=\frac{2 \pi}{\lambda} \frac{\lambda}{4}=\frac{\pi}{2} \text { radlians } \tag{16-35}
\end{equation*}
$$

The back wave induces a voltage, $E_{p}$, in the parasite, which lags $W_{b}$ by $\pi$ radians. Under the assumption of zero mutual impedance
the parasitic element behaves like a series resonant circuit and $I_{p}$. the current due to $E_{p}$, is in phase with $E_{p}$. Thus $I_{p}$ lags $I_{d}$ by $3 \pi / 2$ radians. In effect, then, the system is equivalent to two dipoles, spaced one quarter-wavelength apart and driven $270^{\circ}$ out of phase. $I_{p}$ also causes equal waves to be radiated in both directions. those waves being in phase with $I_{p}$.

In the forward direction the parasitic's wave lags the driven wave by $3 \pi / 2$ because of the phase difference between $I_{d}$ and $I_{p}$. plus $\pi / 2$ due to the spacing; hence the two waves are in phase and add in the forward direction. Toward the rear the parasitic wave lags the driven wave by $3 \pi / 2$ minus $\pi / 2$ due to the antema spacing, and the two waves appear in phase opposition and cancel. By this simplified description we see that the parasitic reflector suppresses the rear lohe and arts to "reflect" the energy in the forward direction. By virtue of the Rayleigh-Carson theorem, the same action obtains when the array is used to receive the signal; maximum pickup oceurs toward the front, whereas pickup from the back direction is minimized.

Practically speaking, the mutual impedance between the driven and parasitic elements cannot be neglected; in fact, the mutual impedance is the mechanism by which the parasitic element is excited, and proper phasing of the elements is obtained by adjusting the length of the parasite and the spacing between the two elements. ${ }^{14}$ Usually the reflector is made a little longer than the driven element.

Broadband requirements further complicate the problem hecause frequency changes affect not only the lengths of the elements, but the spacing between them as well. Simplification is again afforded by using two arrays, one for the low- and one for the high-band. Equations (16-25) show that the conditions are more severe in the low band, where the maximum deviation from the geometric band center is just less than 30 per cent. Thus, in seeking a compromise design for the parasitic reflector we seek a reflector length and spacing which give the most uniform results over a maximum frequency deviation of 30 per cent. It has been found that the curve of power gain of the dipole and parasitic array $v$. the spacing maximizes for a spacing of approximately $0.2 \lambda$ with a relatively sharp decrease for

[^219]spacings less than $0.15 \lambda .^{15}$ Thus, if a distance of $0.225 \lambda$ is used at the geometric mean of the band, a good compromise is obtained. The corresponding reflector length is taken to be approximately $0.525 \lambda$. Allowing a decrease of roughly 5 per cent for the wavelength on the antenna as compared to its value in air, we have the following design equations:
\[

$$
\begin{array}{ll}
\text { driven dipole } & L=\frac{468}{f_{m(\text { m.c. })}} \text { feet } \\
\text { parasitic reflector } & L=\frac{492}{f_{m(\text { m.c. })}} \text { feet } \\
\text { spacing } & L=\frac{221}{f_{m(\text { m.c. })}} \text { feet } \tag{16-36}
\end{array}
$$
\]

The directivity in the forward direction may also be increased by a parasitic element in front of the driven element, the requirement being that the "director's" length be less than $\lambda / 2$. The curve of gain $v$. spacing is relatively narrow and peaks at a spacing of $0.1 \lambda$. If used at all, the director is used with a driven dipole and a reflector to form a three-element array.

In certain instances where extremely high directivity is required, the Yagi array may be used. Shown in Fig. 16-11, this array usually consists of a folded driven dipole, one reflector, and three directors. Since the performance depends upon several dimensions, the Yagi array is essentially a narrow-band device and as such is normally

Fig. 16-11. The Yagi ariay. One rear and three front parasitie elements are used. Top view is shown. (Courtesy of Radio and Telerision Neus.)

$$
\begin{array}{rlrl}
A & =0.15 \lambda & B & =0.1 \lambda \\
1 & =\frac{\lambda}{2}+5 \% & 2 & =\frac{\lambda}{2} \\
3 & =\frac{\lambda}{2}-5 \% & 4 & =\frac{\lambda}{2}-66_{c}^{c}
\end{array}
$$



[^220]used for a single channel which provides marginal reception, If the advantages of high gain and directivity are needed on several channels, one array should be provided for each channel along with some form of switching device. Since adjacent arrays interact, they should he separated by as large a distance as is practicable.

Under certain rare circumstances the economic factor may limit the number of Yagi arrays to two, one each for high- and low-band reception. Greenlee has recommended the following compromise values where this condition prevails: ${ }^{16}$
$\left.\begin{array}{lrrcccc}\text { Band } & A & B & 1 & 2 & 3 & 4 \\ \text { Low } & 255^{\frac{1}{2}} & 17 & 84 & 80 & 76 & 75 \\ \text { High } & 8 \frac{1}{6} & 6 & 30 & 28 \frac{1}{2} & 27 & 26 \frac{3}{4}\end{array}\right\}$

Note: All dimensions are in inches; motation is shown in Fig. 16-11.
It must be stressed that a Yagi array cannot provide anything like uniform performance over the entire low or high band and should only be used for bandwise operation in the absence of some other adaptable method.

## BROADBANDING THE DIPOLE

The need for a broadband antenna element to provide uniform electrical characteristics over a wide frequency band has been pointed out in previous sections. It was also stated that some degree of broadbanding is afforded by the folded dipole. We next consider what means are available for broadbanding the simple dipole.

## 16-7. Fans and Vertical V's

Mention has been made of the fact that as the dipole diameter is increased, its resistance increases faster than its reactance, thereby producing the required effect by lowering the antenna $Q$. Practically speaking, the effective radiator size may be increased by employing several thin dipoles, all joined together at the feed points. Two antennas of this type, the vertical double $\mathrm{V}^{17}$ or conical array and the fan, are illustrated at $a$ and $b$ in Fig. 16-12. A third type, the vertical V , is broadbanded by bending its conductors upward in

[^221]

Fig. 16-12. I3roadband dipoles. (a) The vertical, double-V or conical unit, side view. (b) The fan, topl view, (c) The vertical V, side view.
the vertical plane. In all three cases, the modified dipole structure retains the directivity characteristies of the basic dipole.

## 16 8. Spikes

Another broadbanding technique utilizes the principle of altering the current distribution in the receiving element and in effect allows the dipole to change its length in a manner which offsets the change resulting from variation in frequency. The end result is that the figure-eight radiation pattern is retained over both the high and low bands. ${ }^{18}$ The basic form of the modified dipole is shown at $b$ in Fig. 16-13, where a lumped inductance is inserted in each arm of

(a) Current distribution in a dipole, $l=3 \lambda / 2$. (b) Series inductance dereases the effective
length, $l=\lambda / 2 . \quad$ (c) The lumped inductance is replaced by V's or "spikes."
the dipole in order to modify the current distribution. 'The effect of the inductance is to decrease the distance between adjacent current minima; ${ }^{19}$ thus, if the basic dipole has an electrical length $l=3 \lambda / 2$ with the distribution shown at $a$, the inductance may be used to give the distribution of $b$ and the effective electrical length becomes $l^{\prime}=\lambda / 2$. It may be seen, then, that the added inductance makes the effective length $l^{\prime}$ less than the actual length $l$. As the frequency is raised, the added reactance rises and makes the shortening effect more pronouncod.

[^222]We have already ohserved that $l$ of the basic dipole increases with rising frequency. Thus, with the proper choice of inductance, the deorease in $l^{\prime}$ may be made to compensate the increase in $l$ and the net length of the dipole is maintained within relatively small limits. In practical form, as used by R. (.A., the dipole uses spikes or small V's in place of the lumped inductance, as shown at $c$ in the diagram.

It has been determined that the spikes have negligible effect in the low band covering channels No. 2 through No. 6; hence the physical length is chosen to favor the low band and the spikes act to maintain the effective length at $\lambda / 2$ in the high band as well. The spiked antenna may therefore be used to cover all 12 channels and may also be used with a similar spiked reflector for back suppression of the directivity pattern. Dimensions of the basic unit are shown in Fig. 16-13r.

## 16-9. Horizontal $V$

It has been mentioned that a broadbanding effect without change in the directivity pattern may be obtained by bending the sections of the dipole upward to form a vertical $V$ as in Figure 16-12c. In a similar manner, if the sections are bent in the forward direction to form a V in the horizontal plane, broadbanding and change of directivity are obtained. It is known that the gain in the forward direction of a V is a function of the element lengths and the angle included between them. Since the electrical length of the element varies over the 12 television channels, a compromise design is required. The included angle is chosen to be $90^{\circ}$ and the element lengths $\lambda / 2$ (or if space does not permit, $\lambda / 4$ ) at the lowest channel to be received. With these values, the directivity pattern is nearly uniform in all directions at the lower frequencies and gradually forms into a narrow figure eight, with some minor lobes, as the frequency is raised.

## 16-10. Vertical Directivity

The principle of stacking antenna elements in the vertical plane to increase directivity in that plane, which was discussed in Chapter 13, may also be used to an advantage in receiving antennas. This is particularly true when the receiving antenna is located in a region of high local R-F noise due to automobile ignition systems,
faulty neon signs, and other spark-producing devices. Consider the arrays shown in broadside view in Fig. 16-14. Simple dipoles are shown as the elements, but they may be replaced by V's, double


Fig. 16-14. Methods of comerting two in-phase elements starked vertically to increase vertical directivity. (a) Center feed. (b) End feed.
vertical V's, or folded dipoles with or without reflectors. For a television signal which arrives broadside to the array, equal in-phase signals are developed in the upper and lower dipoles that add at the lead-in. For local noise generated directly below the array the voltage induced in the upper dipole will lag that in the lower dipole by $180^{\circ}$ because of the difference in distance between the noise source and the two dipoles, and the noise signal will cancel at the lead-in. For noise sources in the immediate vicinity but not directly below the array, the phase difference between the two induced voltages will be less than $180^{\circ}$ but more than $90^{\circ}$, so that the noise will cancel but not completely at the lead-in. The actual vertical directivity pattern is that shown in Fig. 13-33.

A number of receiving antennas which are available on the market are illustrated in Fig. 16-15. The broadband antenna illustrated

[^223]
(f)

Fig. 16-15. (Sece caption on oppesite page.)
at $a$ is designed specifically for television and $1 F-$ II reception and has been described in the literature ${ }^{20}$ The Di-loop shown at $f$ is the basice element for the rotatable antenna described in the next section. The loop portion of the antemat is cut for channel No. 7 and the dipole is cut for channel No. 2. This particular combination gives excellent results. When compared to a standard-folded dipole cut for each channel, the performance of the Di-loop is as follows: ${ }^{21}$

| Chammel | Relative response, |
| :---: | :---: |
| 2 | -1.2 |
| $4-6$ | 0 |
| $7-13$ | +1 |

One point in regard to the loop is of special interest: its diameter is in the order of one wavelength and maximum pickup of signals normal to the plane of the loop is obtained. This is in contrast to the more familiar loops used in direction finding. In the latter case the loop dimensions are small compared to a wavelength, and maximum pickup occurs in the plane of the loop.

## 16-11. Rotatable Antennas

When the receiving location is such that the several stations to be received lie in several directions, three general receising installation alternatives are open.
(1) An omnidirectional may be used. This is generally aroided berause of noise pickup problems.
(2) Individual antennas may be provided for each chamel to be received.
(3) Rotatable antennas may be used.

In its most usual form the third alternative employs an antenna which may be physically rotated by a remotely controlled electric motor. A more recent form in the television field utilizes a wellknown principle used in radio direction finding. Two recciving elements, Di-loops in the commercial model, are mounted at right angles to each other in a fixed position. Two separate lead-ins, one from each element, feed a broadband goniometer, ${ }^{2 ?}$ whose output is

[^224]connected to the receiver terminals. Rotation of the goniometer adjusts the phase relationship between the outputs of the two antenna elements; in effect, the antenna pattern is rotated electrically. even though the antenna position remains fixed.

Since the gomiometer must be sufficiently broathand to cover all 12 television channels, a special design, differing from that of the conventional goniometer, is incorporated in the so-ralled Azimutrol unit. Shown in Fig. 16-16, it consists of four stator plates which are connected to two crossed Di-loops. Two resistanceroonted rotor plates are connected to the input terminals of the telectision receiver. Rotation of the rotor allows the phase of the signals which are


Fig. 16-16. The Azimutrol goniometer unit. Two of the stator plates are removed to show the rotor. A cireuit diagram of the unit is shown in Fig. 16-17. (Courtesy of Square Root Manulacturing (orporation.)


Fig. 16-17. A typical built-in antenna emplowing the Azimutrol. (Courtesy of Square Root Manufacturing Corporation.)


Fig. 16-18. Two versions of a built-in antemna. (a) A twoelement unit using the Azimutrol for lobe rotation. The short sertions of transmission line attached to the Azimutrol are matehing stubs. (b) A simplified version of (a). Motion of the slide permits switching the lobe to cither of two positions. (Courtesy of Square Root Mfy. ('orp.)
delivered to the receiver from the crossed antennas to be varied so that electrical rotation of the antenna lobes is obtained. A circuit diagram of the Azimutrol is shown in Fig. 16-17.

Since the goniometer unit just described allows the antenna lobe position to be adjusted for optimum signal regardless of the direction to the television transmitter, it may be incorporated into an antenna system which is built into the cabinet of the receiver, an obvious advantage where it is not practicable or economically feasible to use an outdoor antenna. One form of such a built-in antenna is illustrated in Fig. 16-17. In practice the basic antenna elements have taken on a number of different forms, but those shown in the diagram illustrate the principle. Two crossed units are provided, each having a figure-eight pattern. With both elements fed to the Azimutrol, rotation of the lobes of the resultant pattern is obtained. Two forms of the built-in antenna are shown in Fig. 16-18. ${ }^{23}$

The principal advantage of the rotary-antenna systems is that the receiving antenna may be installed in any convenient manner with no thought to orientation; with the receiver in operation the antenna may be oriented electrically to give the optimum results. As to disadvantages, the rotary systems are invariably more expensive than fixed antennas, and they require one more control to be adjusted by the television set owner.

## MASTER ANTENNA SYSTEMS

It is an unfortunate fact that the majority of outdoor television antennas in use are large and, to some people, grotesque structures which seem to be a determining factor in the architecture of the American home. In particular, the roof of a multiple dwelling unit housing several television receivers appears like a forest of aluminum tubing and lead-in wires, and it is not only the appearance which is poor, but the performance of the several receiving antennas as well. It is inevitable that a large number of antennas located close together will interact, and where local oscillator radiation is present, it can amount to an intolerable situation as far as gool television reception is concerned. In order to reduce the cross-interference in multiple

[^225]dwelling units, a number of master antenna systems, designed to serve all receivers in the unit, have been developed. These have been built on two general principles: either video or R.F. is fed over the common distribution system. A few typical master systems are diselussed in the next two sections.

## 16-12. Video Distribution

The first master antemna system to be described effectively employs one or more master television receivers, whose amplified composite video outputs are fed to a cable system connected to several sweep and video slave units. Such a system is quite satisfactory when the choice of program is under central control, such as in a hospital. The block diagram of such a common-video system is illustrated in Fig. 16-19. A single antenna and a master receiver are required


Fig. 16-19. Block diagram of a common-video type of master antema system.
for each channel to be received, the antenna being cut and oriented to give optimum performance on that chamnel. The composite video output from each receiver is then fed to a cable distribution system. Program selection at cach viewing position is by means of a switch, which connerts the viewing unit to the desired video cable. Since no R. F , is involved at the viewing unit, it is really a slave to the master receivers; it merely accepts the composite video signal, separates picture and sync, develops its own sweep, and displays the pirture. The system of lig. 16-19 implies that the master receivers
are of the intercarrier type, so that the sound and composite video may use a common distribution cable.

Naturally any number of variations are possible; for example, the detected audio may be fed over a second distribution system, or some form of carrier system may be utilized so that all the receiver outputs may feed into a single, common distribution system. In any event, the common video system has one outstanding disadvantage: the individual viewing units cannot be commercial television receivers; special slave units are required. Such a limitation rules the system out for use in apartment houses, because any set owner wants to buy a commercial receiver of his own chocice whose use is not limited to one particular type of distribution system.

## 16-13. R-F Distribution ${ }^{24}$

The second major type of master antenna system feeds R.F., as opposed to composite video, to the distribution system. The entire system is designed so that any conventional television receiver connected to the system views the system as an ideal antenna delivering signals for each channel in the area. The block diagram of a typical system of this type is illustrated in Fig. 16-20. Again a single sep-


Fig. 16-20. Block diagram of a typical common-I IF, master antemar system.
arate antenna is cut and oriented for each channel to be received. Connection from each antenna to the distribution cable is through a five-tube li- $\neq$ amplifier whose response is flat within 1 decibel over the 6-megacyole channel width, except for the F-M amplifier, which

[^226]

Fig. 16-21. Details of a common-R.F, distribution system. (a) The output capacitance of the R-F amplifier furnishes a portion of the shunt caparitance of the artificial line. (b) The receiver outlet isolation and matching system. (Courtesy of Proc. IRE.)
is essentially flat from 88 to 108 megacycles. The gain of each amplifier is under adjustment so that the signal strengths of all channels may be made equal in the distribution cable. With all channels equalized in this manner the need for contrast adjustment at the receiver is minimized as the receiver is tuned from one channel to another.

Considerable ingenuity is used in feeding the R-F amplifiers to the distribution cable without upsetting the impedance match. The principle used is illustrated at $a$ in Fig. 16-21. The center of the 52 -ohm cable is fod by an artificial line whose nominal impedance is also 52 ohms. Then the output capacitance of each amplifier is shunted across the line condenser so that the two in parallel furnish the design value of $2 C$. By this means the $\mathrm{l}-\mathrm{F}$ voltage is delivered to the line without upsetting the impedance conditions.

At each receiver receptacle three conditions must be met. First,
the distribution line termination must be correct; second, the receiver input impedance must be matched; and third, any local oscillator signal radiation from the receiver input terminals should be attenuated so that it will not interfere with other sets on the line. The receptacle connections shown at $b$ in the figure meet these requirements. With the components shown a 30 -decibel attenuation occurs between the receiver input and the distribution cable; thus a local oscillator signal suffers 60 -decibel attenuation in going from one receiver to another through the cable. As far as the desired signal is concerned, the 30 -decibel loss is more than compensated by the master R-F amplifiers which deliver a 30 -millivolt signal to the distribution system.

The initial cost of the system just described is relatively high, primarily because of cable installation. Kallmann has estimated that the cost to 20 users would equal the cost of the same number of individual receiving antenna installations. A number of antenna and distribution systems of this general type are available commercially. Other systems of the passive type, i.e., that use no amplifiers, have been developed for installations serving a maximum of twelve receivers. ${ }^{25}$

[^227]
## CHAPTER 17

## TELEVISING MOTION PICTURES

The high programing costs of live-talent shows for the television medium make the freçuent use of motion pictures as subject material almost mandatory. This is particularly true in those stations which provide programs throughout the day and rely upon films for spot announcements, news features, and general entertainment. In the present chapter we consider how the motion picture is adapted to the television medium.

## 17-1. The Basic Problem

Basically the problem in televising movies is that the frame and field frequencies are different in the two media and must be made compatible in some manner. We have already seen in the earlier chapters that the film uses a $24 / 48$ set of standards, that is, the film is run at a speed such that 24 frames or individual still pictures appear in the film gate each second but each frame is displayed twice so that the flicker rate is 48 pictures per second. The television system, on the other hand, is based on a $30 / 60$ standard by which 30 frames are scanned with a 2 to 1 interlace cach second. Since the television rates are standard, the chief factor to be considered is how the two systems may be made compatible, and how 24 film frames may be "stretched" so that they appear 30 times each second.

The stretching cannot be aceomplished by running the film at $30 / 24(=1.25)$ times its normal speed berause the higher speed would upset the reproduction of the sound track, which is also on the film, and would impair the proper illusion of motion in the reproduced inage. For these reasons, the film itself must be run at a 24 frame per second rate and the conversion produced by some means other than film speed-up.

A second problem has to do with the pull-down time of the film. If, for example, the film is exposed to the television pickup tube
during the active portion of the vertical sean interval, the film must be moved one frame in the vertical blanking interval of 1.25 milliseconds, a severe requirement indeed.

A third problem concerns the shutter mechanism, which must cxpose the film to the pickup system for short, precisely timed intervals with as much brightness as possible. These problems and their solutions are considered in the three following sections.

## 17-2. The Film Scanning Interval

In order to investigate the pull-down requirements in the cinema projector we must first consider the running speed of standard motionpicture film. Since sound film is generally used for television work, two sets of data are required: one for 35 -millimeter film and one for 16 -millimeter sound film. The pertinent data are listed in Table 17-1.

TABLE 17-1
data for 35- and limminhmeter sound film

|  | .3: mm | 16 mm |
| :---: | :---: | :---: |
| Average speed, ft per min | 9 | 36.3 |
| Frames per ft | 16 | 39.7 |
| $f_{p}$, frames per see | 24 | 24 |
| $h$, frame height in. | 0.75 | 0.32 |
| A, aspert ratio | 4/3 | 4/3 |

The careful student will notice an apparent discrepaney in the figures presented in the table in that the frame height is not equal to the film width divided by the picture-aspect ratio. The reason for this discrepancy is, of course, that the entire film width is not used for the picture ; space must be reserved for the sprocket holes, which are used for driving the film, and for the associated sound track.

If, now, a system is adopted which requires a frame change ducing the television vertical blanking interval, the pull-down of one frame height is required in 1.25 milliseconds. During this show period the film must start from rest, move downward one frame height, and come to rest again. It has been found experimentally that the film breaks under these conditions and some manner of easing the requirements, of tengthening the pull-down time, must be found if the operation is to be satisfactory.

The solution to the difficulty lies in the use of a storage tube such
as the iconoscope for the television pickup. Since a tube of this type stores information, the roles of scan and blanking intervals may be interchanged in so far as pieture projection and picture pulldown are concerned. Thus with the storage tube the film is projected onto the mosaic: during the vertical blanking interval and pull-down may occur during the relatively long ( 15.42 milliseconds) interva! when the mosaic of the iconoseope is being scanned. It may be seen, then, that the storage camera tube is used to ease the requirements on film pull-down. In the usual film projector modified for television use a pull-down time of 14.9 milliseconds is used.

## 17-3. 24 Frames to 60 Fields

Since the film must run at its proper speed of 24 frames per second, it is apparent that the required conversion must be obtained hy projecting each film frame onto the mosaic more than once. If this be done so that each film frame remains in the projection gate for an equal length of time, cach frame must be projected onto the mosaic $60 / 24(=2.5)$ times, clearly am impossible condition. A compromise may be reached, however, by exposing alternate frames an unequal number of times. For example, if the sequence $2,3,2,3, \ldots$ is used, the requirements will be met. Half of the frames on each second of film will be exposed twice, and the other half three times; then

$$
\begin{equation*}
\frac{24}{2}(2)+\frac{24}{2}(3)=24+36=60 \tag{17-1}
\end{equation*}
$$

and the required conversion is obtained; with the film running at an average speed of 24 frames per second, the mosaic may be illuminated 60 times a second to meet the requirements of the interlaced scan.
since the exposure time of the mosaic is extremely short, it in desirable that a light source of high intensity be used. Until 1948 a carton are was used for this purpose and the exposure time of the mosaic was controlled by a rotating shutter, which alternately opened and closed the optical path to the camera tube. On the basis of what has been said thus far, then, the film projector itself must be designed to provide the unbalanced film-in-gate periods and the proper open-shutter intervals. The required timing sequences to accomplish this in a 35 -millimeter projector, which can have a 14.9 millisecond pull-down time, are shown in Fig. 17-1.


Fig. 17-1. Seanning sequence for the 3in-milimeter film projector. (a) Film motion and shutter onration. (b) Vertieal samming and vertical blanking.

## 17-4. The 35 -millimeter Projector

In order to provide the 2.3.2.3. . . . seanning sequence a modified intermittent movement of the Powers type may be used.' A sehematice of the modified unit is shown in Fig. 17-2. The constantspeed drive is provided by a 3600 revolutions per minute synchronous motor, which is fed from the same power line to which the television synchronizing signal generator is locked. By this means the rotating shutter is locked in with the somming sequence in the television camera tube. Since a phase ambiguty is present in the conventional synchronous motor, the motor used here is provided with a sperial d-c phasing winding, which provides positive lock-in on the proper phasc.

The rotating shutter, which has a single exposure notch, is connected directly to the motor shaft and so provides one exposure per $1 / 60$ second or per vertical field. The intermittent itself is driven through a 5 to 1 step-down gear train so that it rotates at 12 revolutions per second. Since two "throw holes," which initiate the pulldown motion of the drive sprocket, are provided, the number of pull-downs per second is $12 \times 2=24$, as required.

[^228]

Fig. 17-2. Schematic diagram of a 35 -millimeter film projector used with an iconoscope. Notice the unequally spaced throw holes in the intermitent cam. The phototule to the right of the upper film gate is used for setting the average value or background level of the video signal. (Courtesy of J. Soc. Mot. Pic. Eny.)

The $2.3,2,3, \ldots$ exposure sequence is provided by allowing successive film frames to remain in the gate unequal time intervals. This action is made possible by unequal spacing of the two throw holes as shown in the diagram. The angular displacements between the two throws are $144^{\circ}$ and $216^{\circ}$; thus the relative exposure time of successive film frames is

$$
\begin{equation*}
\text { relative exposure time }=\frac{144}{216}=\frac{2}{3} \tag{17-2}
\end{equation*}
$$

and again the requirement is met.
In more recent types of 35 -millimeter projectors the rotating shut-
ter is plared between the light source and the film gate instead of as shown in the diagram in order to reduce the fire hazard always present when a carbon are is used for film illumination.

## 17-5. The 16 -millimeter Projector

With a large amount of program material now available on $16-\mathrm{milli}$ meter sound film, which is much less expensive than the larger 3i)-millimeter size and which has a resolution comparable with standard television, we must consider these several problems for the smaller size film. It should be clear from the figures of Table 17-1, which show that the frame height in 16 -millimeter sound film is less than half of that in the $35-$ millimeter size, that a much shorter pull-down time is possible, and the whole problem becomes much simpler. In fact, a standard 16 -millimeter projector is available commercially which utilizes approximately one-tenth of the frame interval for pull-down. With this type of projector the standard intermittent movement may be used without morlification, and the timing sequence used is that shown in Fig. 17-3. ${ }^{2}$ It may be seen at once that each frame remains in the film gate for the same length of time, which indicates that an unmodified intermittent is used. The


Fig, 17-3. Seanning sequence for the 16 -millimeter film projector. (a) Film motion and shutter operation. (b) Vertical seanning and vertical blanking.

[^229]$2,3,2,3, \cdots$ sequence is provided by the rotating shutter alone, a method which is possible solely because of the short pull-down time. Thus the proper sequence is provided by the setup of Fig. 17-2, except that the two throw holes are spaced $180^{\circ}$ apart. Inspection of Fig. 17-3 shows that with the 16 -millimeter system described a relatively long exposure time for the mosaic may he provided; that is, exposure occurs during the vertical retrace interval plus a portion of the scanning interval. The increase of roughly 2.5 to 1 in exposure time plus the smaller film size as compared to the 35 -millimeter case permits the use of a lower light intensity, and quite satisfactory results have been obtained with a 1-kilowatt projection bulb in place of the are.

## 17-6. The Shutterless 16 -millimeter Projector

The recent development of pulsed gas-filled light sources has resulted in the design of a television film projector which utilizes no rotating shutter, the shutter action being replaced by electrical control of the light source. The timing sequence used in a projector


Fig. 17-4. Timing sequence for the shutterless film projector. (a) Film motion and film illumination. (b) Vertical scanning and vertical blanking.
of this type, which is produced by (ieneral Electric. is shown in Fig. 17-4. ${ }^{3}$ It will be observed that a very short mosaic exposure period is used ( 0.8 millisecond). This is possible because of the high light output of the type FT-230 krypton-filled lamp.

[^230]The circuit used for pulsing the are tube is shown in Fig. 17-5. The tube consists of two tungsien electrodes in a krypton atmosphere and requires a peak-to-peak voltage of approximately 15 kilovolts: to break down. This voltage is furnished by the $\mathrm{H}-\mathrm{V}$ pulser, which is keyed by a blocking oscillator synchronized by the vertical blanking pulse from the television system. The form of the pulsing voltage


Fig. 17-5. Lamp-pulsing cireuit for the shutterless film projector. (a) Pulsing circuit. (b) Approximate wave forms, not to seale. (Courtese of Electromics.)
is shown at $b$ in the diagram, and it is developed arross the resonant eireuit $L$ and ('. Wnee the are has been established, a lower d-c voltage may be used to sustain it. This sustaining voltage is furnished by a three-phase selenium rectifier circuit. The d-e sustaining current may be varied between the limits of 1.5 and 2 amperes by means of the series regulating resistor $R$ in order to provide control of the output. The return path for the FT-230 is through a thyratron, which cuts off when the oscillatory voltage produced by the $L$-(' circuit swings negative. Thus the thyratron serves as a cutoff switch for the illuminating cycle. Proper design of the resonant circuit limits the illumination interval to approximately 5 per cent of the field interval. Notice that proper phasing of the exposure with respect to the television scamning eycle is ensured by using the vertical blanking pulse to trigger the lighting circuit.

It should be observed that proper operation of the equipment also requires that the film motion be synchronized with the television scam in order that pull-down occur in accordance with Fig, 174. Instead of relying on a synchronous motor with a phasing winding to perform this function, use is made of the circuit shown in Fig. 17-6. The heart of this system is the phase comparator, which we have


Fig. 17-6. Film motion phasivg rircuit for the shutterless projector. An error voltage derived from a comparison of a square wave and the tachometer output controls the drive motor through a feedback loop. (Courtesy of Electronics.)
previously described and which delivers a d-c error voltage whose magnitude and polarity depend upon the phase difference between the two voltages being compared. In the present case the compared voltages are a square wave derived from the television vertical blanking pulse and the sinusoidal output of a tachometer, which is driven hy a film projector motor of the universal type. The former voltage, which serves as the standard, is a $50-50$ square wave produced by a multivibrator that is synchronized by the differentiated vertical blanking voltage.

Under normal operation, that is, when the film drive speed and phase are correct, zero output is delivered by the comparator and the speed-control circuit is passive. Any drift in the drive motor produces an error voltage which, in turn, operates through the control circuit to adjust the motor current until the drift is no longer present and the film is properly phased.

Three broad advantages are claimed for the shutterless television film projector. First, the elimination of the rotating shutter reduces the driving power required, and the intermittent lamp draws an average of 400 watts; thus the entire unit requires less power than the light source alone in the shutter type of projector. Second, the temperature of the film gate is greatly reduced because of the low average power of the light source; hence the fire hazard is low. Third, the problem of synehronizing film-motion and illumination is simplifie! by the electronic control circuits, and the present unit is fast enough to operate under more rigid blanking requirements which may be standardized in the future.

## Part III

## COLOR TELEVISION SYSTEMS

## CHAPTER 18

## COLOR TELEVISION

Our study of television systems to this point has been confined to the so-called monochrome or black-and-white systems, in which the image is reproduced in shades of gray. Such systems may be said to be color-blind, a fact that is illustrated in Fig, 6-5, which shows the monochrome equivalents of several typical colors. The situation here is similar to that in black-and-white photography, where each color is reproduced by a gray tone. If. then, we desire to have a color television system capable of producing a final image in color, we must devise some manner of giving color perception to a colorblind system. Basically the color television system will comsist of a black-and-white system on which are superimposed additional color-perceiving and color-reproducing components. In the present chapter we shall consider some of the schemes which have proved more or less successful in providing a reproduced television image in full color.

Our study will consist of three main divisions: Fhements of color, basic means of analyzing and synthesizing color in a television system, and details of several practical color television systems.

## ELEMENTS OF COLOR

In order to find means of superimposing color perception on the color-btind television system we must first consider some of the basic concepts of color and color reproduction. The starting point is light itself, which is defined as that portion of the electromagnetic spectrum to which the eye responds. White light comprises the whote visible spectrum as shown by the use of a prism or a diffraction grating; thus it may be demonstrated that the visible spectrum consists of a continual distribution of colors ranging from red, through

[^231]yellow, green, and blue, to violet, and each of these speetral colors may be identified with a certain wavelength or fresuency of electromagnetic radiation, red lying at the low, and violet lying at the high end of the frequency spectrum. The color of any object is determined by the mixture of all the frequency components of the light reflected or transmitted by the object.

## 18-1. Response of the Eye

The response of the eye to color is largely a psychological matter, and a number of theories have been adraneed to explain the phenomenon of color perception. One such theory, proposed by Young and Helmholtz, presumes that the retina, the light-sensitive surface in the eye, consists of three separate sets of nerve fibers, cach of which has its own particular frequency response characteristic. The response curves for these fibers, which were investigated by Kioenig, are illustrated in Fig. 18-1.2 (On the basis of the Young-Helmholtz


Fig. 18-I. Cobor response curves of the eye.
theory it is supposed that any color, say a green, is received by the brain as three separate stimuli, one from eath set of color-sensitive fibers. Since eath frequency in the spectrum corresponds to a unigue set of responses, the brain is able to interpret any given set as a particular color.

It is interesting to note the meaning of monochrome response in this connection. Let it be supposed that the eye or any other derice, such as an ironoseope for that matter, has only a single set of color-sensitive clements, say the red. Then in the absence of the blue and green elements, any color would be interpreted by that eye as a shade of red alone. Thder this condition an ambiguity exists:

[^232]between any two colors which have the same relative response on the curve. For example, in ligg. 18-1 the two points marked $x$ have the same relative response so that the yellow-green and red-orange indicated would have the same monochrome values.

## 18-2. Color Matching

It would seem, then, from the color response curves of the eve that any color may be synthesized as far as the normal eye is coneerned by the proper mixture of the three primary colors red, blue, and green. This fact has been demonstrated very well in color photography and in the several color-printing processes. We shall see in the next few paragraphs, however, that there is nothing unigue about the three primaries red, blue, and green, and that any color may be synthesized from any three primaries which differ from each other and no two of which ean synthesize the third.

Before demonstrating this last statement it is important that we make careful distinction between color stimuli and color sensations. On the one hand we have the physical attributes of the radiant energy reaching the eye, the intensity of the radiation, and its wavelength (or the intensity and wavelength of each component in the radiation). These are properties of the stimulus and, as will be shown, it is difficult to directly relate these attributes to the psychological response which we know as color.

On the other hand, we have the psychological attributes of color, which may be conveniently described in terms of three general qualities: hue, chroma (or saturation), and value (or brilliance). These qualities form the basis for the Munsell system of eolor notation, ${ }^{3}$ Hue is that sensation which distinguishes one color from another; for example, we recognize a reddish or a yollowish sensation. Value is that sensation which makes eolor pereeption possible. For example, an orange viewed in bright sumlight has a typically orange sensation of great brilliance, whereas the same orange viewed at night may not even be visible. Thus we might say that the value of a color is related to its position along the gray scale; the sensation of value associated with the orange may be lowered by viewing it through a neutral gray filter. The third term, chroma, describes the degree of saturation of the color or, in other words, its mixture with white; that is, we can recognize the difference between an un-

[^233]| 1.00 <br> $J_{\lambda}$ <br> 0.50 |
| :--- |
|  |


| 1.00 <br> $J$ <br> 0.50 |  | $(b)$ | $\kappa-1.00$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0 .78 |  |  |  |  |  |  |  |


| $L 00$ <br> $J$ <br> 0.50 |  | $(\mathrm{c})$ |  |  |  |  | $1.00-7$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 |  |  |  |  |  |  |  |




Fig. 18-2. The spectrad distributions that cause a given color semsation are not unique. The three distributions of (a), (b), and (c) all appear as the same neutral gray. In a similar manner the three primaries at (d) give the same color as the continuous spectrum at ( 6 ). (By permission, from Parry Mon, The Sciontific Baxis of Illuminoting Engineering, copyright 1936, Me(iraw-Hill Book Company, Inc.)
saturated red (or pink) and a saturated red. It is important to remember that these terms, hue, value, and chroma are general ones, which are convenient names for our visual sensations. They have no quantitative significance (exeret when used with a specifie color chart such as the Mumsell) and must not be used to deseribe the radiation which produces the sensation of color.

How, then, shall we describe a given color quantitatively? First of all it may be described by a curve of intensity $v$. wavelength, a spectroradiometric curve. for the radiation which produces the sensation of color. Actually a curve of this trpe, which may be obtained with a spectrophotometer, is of little use because it has been found experimentally that different intensity-wavelength curves can produce identical sensations of color. This is ilhnstrated at $a, b$, and $c$ in Fig. 18-2. The three distributions shown are markedly different; yet all three produce the same sensation of a neutral gray.

A more usoful approach to the problem is hased on specifying the intensities of three arbitrary but known primaries, which are able to mateh the unknown color, that is, to produce the same sensation as the unknown. The required intensities are determined experimentally by eolor matehing. Figure $18-3$ shows the basic equip-


Fig. 18-3. The hasice equipment required for color matching. The intensity of each of the primaries that illuminate the right half-field of the soreen may be varied. Negative values of a primary are obtained by moving the primary source so that it illuminates the left half-field.
ment required, which is quite similar to the usual photometer except that three, rather than a single, known sources are used to illuminate the right-hand half of the field. It has been determined experimentally with this equipment that at the most only three controls need be adjusted to ohtain a match of the colors appearing on both half-fields. Once a mateh is ohtained, it may be said that the
stimulus $E(\lambda)$, which illuminates the left half-field is equivalent to the sum of the three primaries, $P_{1}, P_{2}$, and $P_{3}$, of intensity $I_{1}(\lambda)$, $I_{2}(\lambda), I_{3}(\lambda)$, respectively, or we may write

$$
\begin{equation*}
E(\lambda)=I_{1}(\lambda) P_{1}+I_{2}(\lambda) P_{2}+I_{3}(\lambda) P_{3} \tag{18-1}
\end{equation*}
$$

where the equality indicates that both sides of the equation evoke the same color sensation. A typical example of such a mateh is illustrated at $d$ and e in Fig. 18-2. The three primaries of intensity shown at $d$ produce the same color sensation as the continuous spertrum as shown at $e$. Thus, the particular $E(\lambda)$ may be specified in terms of the three primaries and their intensities.

Two other important facts may be determined with the color photometer. First, a color match may be obtained with amy three primaries $P_{1}, P_{2}$, and $P_{3}$, provided only that no two are identical and that no combination of two can match the third. Second, with some sets of primaries it may be necessary to move one of them so that it illuminates the left half-field along with the unknown in order to obtain the color match. When this is true, the primary which is moved is said to be a negative primary and a negative sign must be used with it in eq. (18-1).

Another piece of experimental datum obtained with the color photometer, which is of importance in our subsequent work, is that a mateh obtained at one value of intensity of the unknown is also a match over a wide range of intensities. In other words, a given match holds true over a wide intensity range.

## 18-3. The Color Triangle

Since, as we have seen, any color may be sperified in terms of three primaries, any radiation may be represented by a point in spare relative to three axes representing the three primaries used. Once again it must be stressed that any three primaries may be used, in fact, they may eren be imaginary. While this may seem to be a ridiculous procedure, it nevertheless has the advantage that a suitable choice of imaginary primaries eliminates the need for negative coeffieients in eq. (18-1). Furthermore, the fictitious primaries may also be chosen such that the point representing white has equal ralues for the coofficients $I_{1}(\lambda), I_{2}(\lambda)$, and $I_{3}(\lambda)$. This is adrantageous, for one can tell from the position of any point relative to the axes, whether
it has a red, blue, or green hue. Such a system of arbitrary primaries was adopted in 1931 and is called the (!I.E. system. ${ }^{4}$

In setting up the C.I.E. system three color-match curves showing the values of $I(\lambda)$ for three primaries required to match homogeneous radiation throughout the visible spectrum are obtained. Then, through a series of linear transformations these curves are transformed into a new set of curves of shape similar to those shown in Fig. 18-1. ${ }^{5}$ The ordinates of these transformed curves are designated $\bar{x}, \bar{y}$, and $\bar{z}$, the trichromatic coefficients. Thus any homogeneous radiation may be specified directly in terms of the trichromatic coefficients. If the radiation is not homogeneols, integration is required. It is, of course, possible to represent any radiation as a point in space relative to three axes which represent the trichromatic coefficients.

We have previously stated that a color match is essentially independent of the value of the radiation. This fact allows one of the co-ordinates required for specifying a homogeneons radiation to be eliminated so that the latter may be represented by a point on a twodimensional plot or color map. To accomplish this in the C.I.E. system, a set of unified trichromatic coefficients are defined sinch that

$$
\begin{align*}
& X=\frac{\bar{x}}{\bar{x}+\bar{y}+\bar{z}} \\
& Y=\frac{\bar{y}}{\bar{x}+\bar{y}+\bar{z}}  \tag{18-2}\\
& Z=\frac{\bar{z}}{\bar{x}+\bar{y}+\bar{z}}
\end{align*}
$$

Then, since

$$
X+Y+Z=1
$$

only two of the unified coefficients $X, Y, Z$ are independent and the third, generally $Z$, may be omitted. Thus, any homogeneous radiation may be represented as a point in the $\bar{N}-Y$ plane. The resinlting plot is known as the color triangle or the unified trichromatic coefficient diagram and is shown in Fig. 18-4.

[^234]The outer $45^{\circ}$ triangle shows the location of the three imaginary primaries of the C.I.E. system, red, blue, and green being located at the three points of the triangle as shown on the diagram. Our previous work has stated that any homogeneous radiation (or spectral radiation) may be plotted as a point in the diagram. If this is done


Fig. 18-4. The color triangle or unified trichromatic coefficient diagram. The imaginary C.I.E. primaries lie at the corners of the $45^{\circ}$ triangle. The colors of the spectrum and the saturated purples lif on the inner triangle. The position of white is marked $\mathrm{I}^{\top}$. A color of any hue and degree of saturation may be specified in terms of the unified coefficients $X$ and $Y$.
for the entire spectrum, the curved line starting at red and going up through green down to blue results. The solid line, then, represents the spectral colors. The sensations called saturated purples which do not appear in the spectrum of white light, result from mixing reds and blues and are shown by the solid line which closes the color triangle. Our results thus far show that all the spectral colors plus the saturated purples lie on the color triangle itself and, further, that the $E(\lambda)$ producing any of these sensations may be specified in terms of the unified coefficients $X$ and $Y$.

Nonspectral colors which result from nonhomogeneous radiation
may also be specified in terms of the unified coefficients. This is accomplished by performing the integrations ${ }^{6}$

$$
\begin{gather*}
x^{\prime}=\int_{0}^{\infty} E(\lambda) \bar{x}(\lambda) d \lambda  \tag{18-3}\\
z^{\prime}=y^{\prime}=\int_{0}^{\infty} E(\lambda) \bar{y}(\lambda) d \lambda \\
E(\lambda) \bar{z}(\lambda) d \lambda
\end{gather*}
$$

and by finding the corresponding mified coefficients:

$$
\begin{equation*}
X=\frac{x^{\prime}}{x^{\prime}+y^{\prime}+z^{\prime}} \quad Y=\frac{y^{\prime}}{x^{\prime}+y^{\prime}+z^{\prime}} \quad Z=\frac{z^{\prime}}{x^{\prime}+y^{\prime}+z^{\prime}} \tag{18-4}
\end{equation*}
$$

These equations are identical to (18-2), except that $\bar{x}, \bar{y}$, and $\bar{z}$ are replaced, respectively, by $x^{\prime}, y^{\prime}$, and $z^{\prime}$; hence, the sensations caused by nonhomogeneous radiations also appear in the color diagram and lie within the triangle defined by the spectral colors and the saturated purples. Thus, any light source $E(\lambda)$ may be represented by a single point on or in the triangle; 7 that is, the entire gamut of possible colors lies within the area of the color triangle. The regions lying between the inner color triangle and the outer $45^{\circ}$ triangle defined by the three fictitious primaries have no physical significance.

In summary, then, we see that any radiation may be specified quantitatively by means of the unified trichromatic coefficients and may be mapped as a point on the color triangle.

The color triangle is also of help in synthesizing the sensation of color corresponding to some $E(\lambda)$. For example, let it be reguired to synthesize some color $C$ from the three primaries $P_{1}, P_{2}$, and $P_{3}$ shown in Fig. 18-4. Then the relative intensities required of the primaries are inversely proportional to the lengths of line joining $C$ to each primary.

[^235]
## 18-4. The Color Range of Any Set of Primaries

Although it is true that any possible color may be represented by a point within the color triangle, it is not necessarily true that any color may be reproduced by a mixture of any three positive primaries.


Fig. 18-5. The gamut of colors that may be reprodured by the three arhit rary primaries $l_{1}, l_{2}$, and $P_{3}$ lies within the triangle (shaded) whose apeses are $I_{1}, P_{2}$, and $P_{3}$. The construction of the color triangle is such that the only colors which may he produced by a given set of positive primaries lie within a triangle formed by connecting the three primaries by straight lines. Thus, in Fig. 18-5, $P_{1}, P_{2}$, and $P_{3}$ with positive coefficients may produce only those colors which lie in the shaded area. It is clear, then, that for "full-color" reproduction the three primaries should be chosen so that their triangular area of color reproduction is as large as possible.

It is interesting to note that, before 1940 Baird had demonstrated a color-television system which employed only two primaries for color reproduction, orange and blue-green. ${ }^{*}$ That the color-reproducing capabilities of such a system are limited may be seen directly from the color triangle of Fig. 18-5. Since but two primaries are involved, the reproduction triangle collapses into a straight line, and the only colors that may be reproduced are those which have hue and chroma lying along that line. shown in the figure. It is at once apparent that color reproduction by two primaries is extremely limited and it has not been considered as a transmission standarl for television use in the United States.

## 18-5. Analysis and Synthesis

The very possibility of a color television system results from the fact that eq. (18-1) works both ways, that is, a color may be an-

[^236]alyzed into three positive primaries and, conversely, the three positive primaries may be mixed in some fashion to reproduce the original color. It is this fact which is the sine qua non of any color television system. The system itself is inherently color-blind, being capable only of interpreting colors as levels along a monochrome scale. By virtue of eq. (18-1). however, the colors in the original object may be analyzed into three primary components, each of which may then be handled as a monochrome channel in the television system. At the reproducing end two basic functions must be performed. First, the output of each monochrome channel must be converted back into corresponding values of the correct primary hue and second, the three resulting primary images must be merged together in some satisfactory manner so that they are added together to synthesize the colors in the original object.

This broad principle for transmitting images in color is illustrated in lig. 18-6. At the pickup end the light reflected from the televised


Fig. 18-6. The hasir simultaneous color-television system. Reflected light from the object is analyged into its three primary coefficients. Lach primary signal is transmitted to the receiver by a separate monochrome television channel. The primary outputs are then mixed to syntherize the color of the original object.
object is sent through a color analyzer such that each camera tube sees only one primary color. Thus. for example, the upper channel develops a voltage proportional to $I_{1}\left(\lambda_{1}, t\right)$, the coefficient of its primary $P_{1}$. The other two channels behave in a similar manner, so that each one carries a black-and-white signal whose amplitude is proportional to the coefficient of its primary in the image at any instant. In effect. then, the color image is transmitted to the rereiver as three independent signals, each of which tells the strength of one of the primary colors into which the image has been analyzed.

At the receiving end a black-and-white image is reproduced on each cathode-ray tube. The color synthesizer converts each black-andwhite image into its proper primary hue, and the three primary images are then combined to synthesize the color of the original object. The exact means of analyzing and synthesizing are discussed in subsequent sections. It will also be shown that three independent monochrome channels need not be used.

## 18-6. The Color Filter

It is apparent from the last section that a color filter of some form is necessary in the analyzing process in order to break up the original image into its three primary components. A filter is also required at the reproducing end to convert the shades of gray which appear on the cathode-ray tubes into corresponding values of the proper primary hue. Such a filter consists of a dye or pigment supported on a gelatin, acetate, or glass film and exhibits a band-pass response characteristic. The response of a typical filter of the Wratten series is illustrated in Fig. 18-7.' It may he seen from the


Fig. 18-7. Relative response of a color filter (Wratten 47-A).
response curve that the particular filter illustrated excludes all wavelengths except those in the vicinity of 0.44 microns, which is at the blue-violet end of the visible spectrum. Thus, if white light, which consists of all spectral colors, is shined on the filter, only blue-violet light will be transmitted and all colors corresponding to wavelengths outside of the pass band will be excluded. Hence the color analyzer

[^237]in Fig. 18-6 may consist of three color filters, each of which passes one of the primary colors $P_{1}, P_{2}$, and $P_{3}$.

At the risk of oversimplification we may assume for all practical purposes that white light consists of a mixture of the three primaries, red, blue, and green. Thus when white light shines on the blue filter, the red and green components are "subtracted" from the transmitted light which consists of the blue component alone. loollowing this line of reasoning we may destribe the action of the three primary filters in eruation form.

$$
\begin{array}{llll}
B=W-(R+G) & (R+G)=Y & \text { (yellow) } & (18-5) \\
G=W-(R+B) & (R+B)=M & \text { (magenta) } & (18-6) \\
R=W-(B+G) & (B+G)=C & \text { (cyan) } & (18-7) \tag{18-7}
\end{array}
$$

It may be seen from these equations that the combinations blue and yellow, green and magenta, and red and cyan each add to give white. These combinations are defined as complementary colors.

It should be stressed that the last three equations give a highly simplified picture of the action which takes place at a color filter, but it is sufficient for our purposes. A more rigorous approach would involve the use of the filter response curve such as that shown in Fig. 18-7 in conjunction with a curve of intensity $v$. wavelength of the incident radiation. The light output from the filter would then be given by the product of two curves. This procedure is analogous to that used in electrical circuits. The output of a network is given by the product of the input signal times the response of the network itself.

Still another form of color filter is available, the dichroic mirror. ${ }^{10}$ In contrast to the last mentioned filter type, which relies on the colorabsorbing properties of a dye or pigment, the dichroic mirror exhibits a filtering action resulting from interference phenomena. Mirrors of this type are coated with very thin layers of materials having different indexes of refraction and exhibit the property of reflecting one color of the incident light and transmitting all the other colors present. Thus the filtering action occurs in the reflected light rather than in the transmitted light as is the case with the more familiar filter. Suitable techniques have been developed so that mirrors which reflect any one of the three primaries, red, blue, or green, may be manufactured.

[^238]The advantage of the dichroic mirror over the conventional filter as applied to a color television system is that it provides a more efficient utilization of the light flux available. This will become apparent when we discuss methods of optically splitting the original object into its three primary components.

## 18-7. Color Synthesis by Addition

Given the three primary colors, red, blue, and green, we may synthesize other colors lying within their triangle of reproduction by mixing or adding them, in which case we have an additive color process. In general, the primaries may be added in three different ways. First, small dots of the primaries may be interspersed over an area so that the eye merges them into a color mixture. This method is used in color printing, was utilized extensively by the painters of the impressionistic school and forms the basis for the dotsequential color television system. Second, beams of light of the three primary colors may be merged by some form of lens system. This second method of color mixture is implied in Fig. 18-6: The three monochrome images which result from a filter in front of each cathode-ray tube are merged by an optical lens system so that the eye views the three primary images superimposed on a common field. As applied to television this scheme requires that three monochrome images be transmitted simultaneously and gives rise to a simultaneous color-telerision system.

The third system of color addition displays the primary monochrome images in sequence at a high enough rate of speed that retentivity of the retina in the eye provides the necessary superposition of the three colors. In subsequent sections it will be shown that this scheme of color reproduction forms the basis of the fieldsequential color television system.

A combination of the second and third methods of color addition is used in the line-sequential color television system.

## 18-8. Color Synthesis by Subtraction

Colors other than the primaries may be synthesized by a subtractive process as well. The general principle is illustrated in Fig. 18-8, where the filters are of the complementary primary colors, cyan, magenta, and yellow. It may be observed that color repro-


Fig. 18-8. Formation of colors from white light by subtrativeprimary filters.
duction by the subtractive process requires a source of white light and the simultaneous superposition of three layers of color filters, and further that the density of these layers be variable if the entire gamut of colors in the reproduction triangle is to be reproduced. While the subtractive color process has enjoyed widespread use in color photography where the three filter layers may be deposited directly onto the film, its application to the field of television has not received as much attention as the additive color-reproducing process.

One color television system which is based on the subtractive system of color reproduction at the receiving end has been developed by the Skiatron Corporation. The basis of the system is the physical phenomenon that certain crystalline structures exhibit a varying opacity to transmitted light when they are seanned by electron beams of varying electron density. Crystals of this type have been dyed in the complementary primary colors mentioned above and incorporated in the Skiatron tube. ${ }^{11}$ The proposed color-reproduction equipment employing the Skiatron is shown in diagrammatie form in Fig. 18-9. The output of each of the three monochrome channels controls the opacity of a dyed crystal sereen in a Skiatron. Essentially white light from a carbon are is forused so that it passes; in series through the three tubes which behave like variable-density color filters. Since each filter subtracts one primary color in some degree from the white light, the final image which is viewed on a projection sereen appears in color.

The chief advantage of the system is its theoretically high bright-
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Fig. 18-9. The Skiatron subtractive color-television system. Three simultaneous signals are required to synthesize colors properly by the subtractive process.
ness level since an are, rather than a cathode-ray-tube phosphor is the initial source of light. The primary disadvantage of the system, at least at the time of writing, is that the system has not worked successfully on anything like a commercial scale. Even if the operation may be improved so that its commercial use is feasible, two additional limitations are present. First, by the very nature of subtractive color reproduction all three filter tubes must operate at the same time; hence a simultaneous system of transmitting the three monochrome signals is mandatory and no opportunity is available for utilizing a time-sharing scheme between the three primary-color signals. The second limitation, which may be reduced with care, is that the resolution is limited by the degree of register that may be obtained between the scanned images in the three tubes. That is, the final resolution depends upon how well the tubes are lined up optically and how well their scanning patterns coincide. In fairness it must be stated that this second limitation is not peculiar to the Skiatron subtractive color reproducing system; it is present in any system which requires the merging of primary hue images from different sources.

At present it seems that the application of the subtractive color process is limited in television, and most of the development work has been toward systems based on the additive color principle.

## COLOR TELEVISION SYSTEMS

The last few sections show that design trends for color television systems are toward the use of color synthesis by the addition of three primary colors. The principle behind these systems is that the televised image is analyzed by filters into three images, one for each of the primary colors, and that these three monochrome images are delivered to the receiving end where they are combined again to reproduce the original gradations of color. It has been pointed out that the combination of the monochrome images may be accomplished in two ways. First, the three separate images, which appear simultaneously, may be superimposed by an optical system, and second, the three images may be presented to the eye in such rapid sequence that retina retentivity accomplishes the necessary color addition. These two schemes have been called, respectively, the simultaneous and the sequential systems of color television. In the next sections we shall consider some of the basic forms of a color television system.

## 18-9. Basic Color Analyzing Systems

The most obvious method of breaking up a colored image into its three primary components has been illustrated in lig. 18-6. We shall now consider some of the optical details of the method. One method of obtaining the three required images is illustrated in Fig. 18-10a, which shows a typical flying-spot system used for scanning color transparencies. Scanning is provided by the CRT shown at the left. Essentially white light from the fluorescent screen is passed through the color slide, and the resulting colored image is focused onto a pair of dichroic mirrors mounted normal to each other. Mirror $A$ reflects only the red components of the image. The green and blue components are transmitted through the mirror.

In a similar manner mirror $B$ reflects the blue components of the image to the lower phototube, which then delivers a "blue" signal of voltage. Mirror $B$ is capable of transmitting the red and green components. Reference to the figure shows, however, that the two mirrors are so placed that only the green component is able to pass through to the right-hand phototube. hence it delivers a "green" signal of voltage. Thus the two crossed dichroie mirrors break up the image into its primary components and each causes a correspond-


Fig. 18-10. Basic color-analyzing systems, (a) Two crossed dichroie mirrors divide the inage into its three components. Each phototube delivers a voltage proportional to $I(\lambda, t)$ for a single primary component. $A$ is a red-reflecting mirror; $B$, bluc-reflecting. (b) A field-sequential analyzer. A rotating color filter disk causes subsequent fields to be shined on the messais in the three primary components of the image. The output signal is proportional over intervals of $l^{\prime}$ to $l(\lambda, t)$ for each of the primaries in suceession, (c) A linc-sequential analyzer. The optical system projects three images onto the mosaic, "ach bring passed through a filter, All threer images aro seanned by a single raster. The output signal is proportionat over intervals of $H$ to $I(\lambda, t)$ for carh of the primaries in succession. A detail of two lenses in the optian system is shown at the right.
ing voltage signal to be produced by a phototulee. It is a basid. characteristic of this color-analyzing system, which has been used by R.C.A., that the three primary component images are produced at the stme time; hence it may be termed a simultaneous or parallel color-imalyzing process.

A number of variations of the simultaneous method are possible. For example, it need not be restricted to a flying-spot method of scanning. Thus, for live pickup, the scanner and slide of Fig. 18-10a are replaced by the usual camera lens, and the three phototubes replaced by three conventional black-and-white camera tubes such as image orthicons. With these substitutions, the optical action of the system remains unchanged. Filectrically, the single raster on the flying-spot scanner is replaced by three rasters, one on each of the individual camera tubes. Extreme care must be taken to keep the rasters as nearly identical as possible, and to maintain proper registry of the three colored images relative to the scanning rasters.

Another variation of the hasic simultaneous color analyzer is obtained by replacing the two dichroic mirrors, $A$ and $B$, in Fig. 18-10a, by half-silvered mirrors and interposing a color filter sensitive to one primary hue between the mirrors and each of the corresponding phototubes. That this arrangement gives a less efficient utilization of the incident light flux may be seen from the following considerations. The two half-silvered mirrors divide the total flux equally between the three phototubes. Thus, only one-third of the total flux is directed toward, say, the red phototube. This coupled with the relatively low transmission coefficient of the red filter yields a low value of illumination on the tube photocathode and a correspondingly low value of output voltage. The same argument also holds for the two other channels.

With the dichroic mirrors, on the other hand, the division of light flux takes place on the basis of color. That is, all of the red light reaches the upper phototube. Furthermore, the filter transmissionloss is eliminated because no filter is used. It is for these reasons that the dichroie mirrors are superior to the half-silvered mirror and filter combination.

A serond thasie type of color analyzer samples the primary components of a colored inage in some predetermined sequence, and hence may be termed a sequential color analyzer. (ne form of the sequential analyzer, which is shown in Fig. 18-10h, utilizes a single
camera tube, say of the image-orthicon type, in conjunction with a filter disk which is rotated by a motor. The heart of this analyzer, which forms the basis for the C.B.S. color television system, is the rotating filter disk. Shown in the diagram it consists of a circle of transparent plastic on which are momed segments of filters in the sequence red, blue, and green. The disk is revolved at such a speed and the filter segments are so shaped that each successive field of the televised picture is exposed to the camera tube through a different filter. Thus, during one field the camera tube sees only the red components of the original image, during the second field it sees only the blue components, during the third field only the green components. The reasons for switching the filters in synchronism with and at the scanning field frequency are discussed under the C.B.S. system in a later section. For the moment we need only note that the primary components are sampled at field frequency, and we have a field-secuential color-analyzing system. In comparison with the simultaneous analyzer this system has the advantages of requiring only one camera tube and having a less complex optical system. Since only one camera tube is required, there is no problem of synchronizing three identical seamning rasters and maintaining proper register between three images and their rasters. On the other side of the ledger, the field-sequential analyzer requires a motor-driven disk or drum-a bulky combination. Furthermore, the motor must be synchronized with the electronic scanning system of the television channel, and the revolving disk displays some unfortunate (in this application) characteristics of gyroseopic action.

Still another basic form of the sequential type of color analyzer is shown at $c$ in Fig. 18-10. In this case a multiple-lens system divides the incident light into three identical images side by side on the face of the camera tube. The basic layout for two components of the lens system is also illustrated in the figure. All of the small lenses produce identical images, which by proper adjustment may be made to fall side by side. Color analyzing is made to take place by interposing a color filter between each of the lenses and the camera tube face. Thus the final result shows three images, each of a different color, and all occurring simultaneously at the camera tube. The sequential nature of the analyzer is due to the method of electronie scanning used. The width of the scanning lines is increased until the raster covers all three images. Under this condition during
each line interval of the raster the output signal is divided equally between the red. blue, and green images. As viewed from the original image, the filter through which the information is sampled changes after each line; hence the system may be termed a linesequential color analyzer. As described, this analyzer forms the basis of the color system proposed by (olor Television, Inc. Its advantages are that only a single camera tube is used and no rotating filter disk is required. It has the same disadvantage as the simultaneous analyzer: it requires excellent optical registration, and further, it has poor utilization of the camera tube photocathode surface. ${ }^{12}$

## 18-10. Basic Color Transmission Systems

In the last seetion we studied the basic methods used for analyzing a colored image into its three primary components so that three corresponding monochrome voltage signals resulted, one for each of the primary colors. In the present section we consider the fundamental methods of transmitting these three voltage signals from the color-analyzing and scanning end to the reproducing end of the overall system. The problem here is essentially that discussed in Chapter 1. We have three sources of information. The information from all three sources may be transmitted simultaneously over three parallel channels, or the three sources may be sampled in a predetermined sequence and these samples delivered to a single communication channel. Let us see how these methords of transmission may be connected with the color analyzing systems which have just been described. Several possible combinations are illustrated in Figs. 18-6 and 18-11. Consider the former, where a simultaneous color analyzer is used. As we have already seen, three electrical signals are generated at all times that the system is in operation; hence one might conclude that it is only natural to feed each signal into an independent channel so that all three are transmitted simultaneously. Such a simultaneons-analyzer simultaneous-transmission system was used by R.(.A. in 1946. Some mention should be made of the three communication channels. If color is to be superimposed on a closed system, it is perfectly feasible to employ three separate cables as
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Fig. 18-11. Basic and thods of color transmission. (a) Simultaneous analyzer-sequential transmission. (h) Field-sequential ana-lyzer-sequential transmission. (․B.S. ficld-sequential system. (c) Inne-sequential analyzer-sequential transmission. C.T.I. linesequential system.
independent channels. If, on the other hand, an open system is to be employed, it is not practicable, as we saw in Chapter 8, to employ three separate transmitters; hence it is desirable to superimpose the three signals onto a single carricr and yet maintain them in such a form that they can be separated at the reproducing end. This may be accomplished by applying the techniques of carrier telephone operation so that cach signal is confined to a predetermined band of modulating frequencies. The details for doing this are discussed later in the R.C.A. simultaneous-system section.

While it may seem natural to feed the three outputs of the simultaneous analyzer into three separate channels, this is by no means necessary. A perfectly reasonable alternative is that shown in Fig. 18-11a, where the outputs are sampled by a switching mechanism and these samples are fed to a single communication channel. In actual use the mechanical switch shown in the figure is replaced by a high-speed electronic switching circuit. This simultaneousanalyzer sequential-transmission system was considered by C.B.S. in 1940 but was rejected in favor of an all-sequential system with a color-switching rate equal to the scanning field frequency. It remained for the dot-sequential system of R.C.A. to put the simul-taneous-analyzer sequential-transmission system to good use. The key to that system lies in the high rate of color switching which is used, namely $11,400,000$ times a second. Thus each sample is over a small dot or area, there being some 724 dots to a single scanning
line. Further details of the simultaneous-analyzer sequential-transmission system are discussed in the section on the R.C..A. dotsequential color television system.
('ontinuing the discussion of color-analyzer and chamel comeetions we have the two remaining practicable combinations that are shown at $b$ and $c$ in Fig. 18-11. In each of these cases the outpat from the camera tube adready contains the sampled information and only a single eommonication chamel need be provided. Both of these systems are of the seefuential-analyzer secquential-tramsmission type.

## 18-11. Basic Color-reproducing Systems

We have seen in the last section that there are two possible ways for the color information to arrive at the reproducing end of the color television system. First the signals from the theer eotor images may arrive distinct from cach other in three parallel chamels or they may arrive in seduence orer a single chamet. The gencral problem at the reproducing end of the system, then, is to have each signal eontrol a light somere of the proper primary hue so that the three primary images are reconstituted; then these images must be merged or added together to form the final image in full color.

Where the signals arrive over three parallel chamels, these functions are performed quite simply. Fach channel may feed a separate (:RT over each of which is placed a fitter of the proper hue. The three resulting primaly images then may be merged by a lens system of the type shown in Fig. 18-10c. It should be remembered in this comection that the lenss system is bilateral in that it will form a single image from three separate light sourees just as well as it will form three separate images from a single light sourer. Such a packaged unit of three CRT's with their associated filters and lens systems was developed by R.C.A. under the trade name "Trinoscope." The chief problem associated with the unit is the maintenane of proper registry between the component imager. A misalignment in the amount of one line thickness can result in severe degradation of pieture guality.

A number of other physical arrangements of the three ('RT's may be used. For example, consider the direct-viewing arrangement of Fig. 18-12a. Here each tube utilizes a phosphor which phosphoresces in one of the primary colors. Two dichroic mirrors used in conjunc-


Fig. 18-12a. 3-( 'R'T prochaction of a cothor image. using 10-inch direm-vien tubes. (Courtesy of Radio (iopporation of Ameriaci)
fion with these tubes cause the final full-color image to be reflected from the silvered mirror at the top of the whole assembly.
A similar hut more compact unit which utilizes small projection tubes is illustrated in Fig. 18-12h. Once again, colored phosphors are uscel in conjunction with crosised dichroic mirrors, and a lens is used to project a complete magnified color image onto a separate viewing sereen. While the two systems of Fig. 18-12 provide better utilization of light than does the Trinoseone, they share its disadrantage of rectuing extremely good reqistration of the separate images.

Consider next how the image-reporlucing problem is handled in the (.B.S. all-serpuntial system. Since, ats may be seen from Fig.


Fig. 18-121, 3-CLT protuction of a color image, using projuetion tubes. (Courtesy of Radio (onporation of Ameriat.)

18-1 1 b , the color sampling is produced by the rotating color filters, it is only neressary to have a similar filter wheel in fromt of a single (SRT which receives the sequential signals from the rommunication channel. One important advantage is immediately apparent: Only a single reproflucing tube is required since the filters are rotated. No problem of registry is present but the rotation of the color disks at both ends of the system must be in synchronism with earh other and with the electronic scaming process.

In reproduring the image delivered by the C.T.I. system of Fig. 18-11c, again only a single (HTT is required. Then, if the wide thre-image horizontal sweep is used at the receiver, the three component images will appear side by side. These with three primary filters and the image-merging lens system reconstitute the final full-
color picture. The need for good registration of the three images is at once apparent.

The remaining problem to be discussed in this section is the manner in which the dot-interlace signal delivered by the system of Fig. $18-11 a$ is handted. This is done by having a switching mechanism at the receiver which is identical to and operates in synchronism with the sending-end switch. The output from this mechanism consists of three separate signals, one corresponding to the dot samples of each primary hae in the original image. ${ }^{13}$ Once the three channels are separated. they may be fed to a Trinoscope or to either of the reproducing assemblies illustrated in Fig. 18-12.

All of the reproducing systems described thus far in this section are bulky, require moving parts, or some sort of filter external to the cathode-ray tube. It has long been the goal of the industry to produce a single cathode-ray tube which would be capable of generating all three primary color images and merging them within itself. The advantage of such a deviee in reducing the size and physical complexity of the color television receiver is obvious. One of the earliest attempts at building such a tube was mate by John L. Baird before the war in England. Shown in Fig. 18-13a Baird's 'Telechrome tube utilized three separate electron guns, all of which were directed toward a multiple-colored phosphor. The tube never gave satisfactory operation because of the extreme difficulty in making the three guns prosluce identical rasters on the composite phosphor. It can be seen from the gun locations that all three require keystone correction. As a result of the Telechrome tube it was recognized quite carly in the art that a single-gun three-phosphor tube would be recpuired, or at least a multiple-gun tube, the guns being so arranged that all three electron beams would be deflected by a single common deflecting yoke. This poses a severe problem. How shall each phosphor be caused to phosphoresce at the proper time?

One answer to the problem lies in phosphor separation on a voltage basis. One tube, the Chromoseope, ${ }^{\text {.4 }}$ which utilized this principle

[^241]is shown in Fig. 18-13b. Four screens are placed in the tube at the viewing end. The first screen, $P$, is transparent to the electrons and maintained at a high positive accelerating potential. The three remaining screens are coated, respectively, with red, blue, and green phosphors and are manufactured so that a third of the total beam electrons goes to each of them. Color selection is provided by apply-


Fig. 18-13. Reproducing tubes that utilize multiple-color phosphors. (a) Telechrome tube. (b) The Chromosope. (Courtesy of Trle-Tech.)
ing a high positive voltage to each screen in sequence. For example, during the interval that a "red" signal sample is applied to the gun, a high voltage is applied to the red-glowing phosphor screen and a red image is reproduced. During the blue sample interval the high voltage is applied to the blue-glowing sereen and so on. Thus color selectivity is voltage-controlled.

Some registration problem is present in the ('hromoscope because of parallax since the three color screens do not lie in the same plane. Thus in direct-view applications the position of the viewer is critical.

Parallax may be eliminated if the tube is used in conjunction with a projection system.

It should be immediately apparent that all three screens do not phosphoresce simultaneously; hence the Chromoscope is adaptable only to a system which delivers the color signals in sequential form. The tube is adaptable to either field or line sequential systems because the switching of voltage between screens may be handled at a high rate electronically.

Two othe: threc-color tubes which were announced by R.C.A. during the F.C.(. color television hearings in $1950^{15}$ are illustrated at $c$ and $/$ in the figure. Both tubes, which were developed primarily for the dot-sequential color system, eliminate parallax between the three primary images by having all three phosphors in a single plane. This is accomplished by covering the viewing screen with an orderly arrangement of dots of phosphors grouped in threes. Each group consists of one red, one green, and one blue phosphor dot, each of which is aluminized to increase the sereen brightness. The dot size is small, there being 117,000 groups of three in the original model, or 351,000 dots in all on the 9 - by 12 -in. active face on a 16 -in. metalcone tube. Switching from one color dot to another is accomplished with the aid of a mask electrode which is perforated with 117,000 holes, or one hole for each phosphor-dot group. The exact manner of color selection is best described for the two tubes separately.

In the three-gun tube (Fig. 18-1.3c) each hole in the mask is so positioned with respect to its associated three-color dot group that it sereens each color dot from all but one of the electron guns. That is, the angle of approach of the electron beam from each of the guns is arranged so that, in passing through a mask aperture, the beam can hit only one color dot in the group of three. This holds true over the entire tube face. Regardless of what point in the raster is being scanned, the beam from the "red gun" can only reach the red phosphor dots. The same holds true for the beam from the blue and green guns also. Thus, color selection is determined by whatever gun is emitting electrons at any given instant. Gun emission is controlled by applying keying pulses, which are derived from the color switch, in sequence to the cathodes of the three guns. Notice,
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(c)

(d)

Fig. 18-13 (eont.) (c) R.C.A. threr-gun tricolor kinescope. (Courtesy of Roulo and Telerision Deurs.) (d) R.C.A. single-gun tricrolor kine-

then, that color switching does not take place in the video channel at all. The sequential video information is fed to a control grid common to all the gans; switching is accomplished in the cathode rircuits. The resulting image appears in full color because the individual color dots are so small that they effectively merge together when observed from normal viewing distance.

Since the three guns cannot oreupy the same physical position, some problem arises in making their beams converge property over the entire tube face. This is orercome by changing the roltage on a fourth grid in the gun assembly as the beams move over the scanning raster. The necessary eorrecting voltage, or dymamic convergence voltage, is derived from the horizontal and vertical sweep systems in the receiver.

Color separation in the single-gun tricolor kinescope is accomplished in essentially the same manner as in the three-gun tube, except that the position of the single electron beam is rotated by an auxiliary deflection yoke so that it appears to originate from three different sources at different times. Bach of these virtual sources corresponds to one gun in the three-gun tube, so that the rotating beam in conjunction with the perforated mask and three-dot-group phosphor screen yields an image in full color. Details of the auxiliary yoke circuit may be identified in lig. 18-13d.

Notice again that no switching is used in the video channel which rontains the dot-sefuential color information. The actual switching is provided by the magnetic rotating yoke, which ensures that a phosphor dot of proper color is selected at any given instant. Driving currents for the beam-rotating yoke are derived from a color synchronizer so that the color dot selection is properly synchronized with the video color samples. Dynamic convergence is also applied through a small auxiliary focusing coil. ${ }^{16}$ We now have deseribed the basic elements of several possible types of color-television systems. It remains to consider the details of some of the complete systems which have been proposed for adoption by the Federal Communications Commission.

[^243]
## 18-12. Bandwidth and Compatibility

Two basic problems which arise in setting up a color television system warrant special attention before we consider the details of any particular system. These are concerned with bandwidth and compatibility of the color system with the commercial black-andwhite system. A color television system is said to be compatible if its signal as radiated can be received by a conventional black-andwhite receiver and viewed as a monorhrome image on that receiver without modification. save that an R-F converter unit external to the recciver may be required. The possibility of the converter is allowed because at present, pending an $F^{\prime}$. ${ }^{\circ}$.( $'$. ruling, it is not known whether color tramsmission will lee authorized on the current 12 black-andwhite channels or whether it will be restricted to proposed channels in the U.II.F, portion of the spectrum. When one reckons the number of commercial receivers in use at the present time-which is in the millions-the need for a compatible color system is apparent; the black-and-white recoivers should not be rendered obsolescent by the new system of transmission.

In almost direct opposition to compatibility is the bandwidth recuired in color transmission unless resort is made to special technifues, such as multiplexing or a change in transmission standards. The reason for this may be seen from Hartley's land. This law states that if the efferts of noise te neglected, the quantity of information which may be transmitted in a bandwidth $\Delta f$ in a time $\Delta t$ is proportional to the product $\Delta f \Delta t$. It may be seem at once that if a color image of geometric resolution equivalent to that of a black-and-white television image is transmitted, either a greater bandwidth or a longer frame interval (time to transmit a single picture) is required than in the back-and-white system. This follows because the color image contains more information than its monorhrome counterpart. Basically, then, a color system will cither have a bandwidth greater than 6 me , or seanning standards other than those of the black-and-white system will be required. In discussing specific color proposals in the remainder of the ehapter we shall see how these basic limitations can be overcome with the use of multiplexing.

It will be observed in the work that follows that the actual multiplying techniques used are an extension of the sampling concepts deseribed sn Chanter 1 and the sectian on ieterlaced semming.

## THE R.C.A. SIMULTANEOUS COLOR TELEVISION SYSTEM ${ }^{17}$

As early as 1939 the R.C.A. Laboratories had experimented with a simultaneous color television receiver. but found that technical limitations at that time prevented a satisfactory means of recombining the three color imares at the receiver. Subsequent work on a sequential system led to use of that form by the National Broadeasting company in 1941, but rapid advances in tube and circuit design during the war years made the earlier simultaneous system feasible, and further development work was activated on a simultaneous color system which was to satisfy the requirements of compatibility; that is the scanning standards of the black-and-white system were to be used. In essence, the R.C.A. proposal was a system like that illustrated in Fig. 18-6 where the three color images are transmitted in parallel. It is reasonably safe to say on the basis of testimony presented in the F.C.C. color television hearings in 1950 that the simultaneous system to be described is obsolete and will not be used in practice. It is worthy of study, however, because it illustrates several of the basic problems encountered in color transmission, it shows how special techniques may be applied to increase bandwidth utilization, and it serves as a reference for the other systems to be described. (Jur discussion will consider, first, ways and means of transmitting the three color channels, second, the pickup equipment, and third, the receiver and viewing equipment.

## 18-13. Color-channel Bandwidth

In analyzing the three primary images which are developed by the color-pickup equipment, it was found experimentally that the green sigual contained sufficient detail and contrast so that it could be used to provide an excellent black-and-white picture; hence it was derided to make the green standards identical to those of the commercial black-and-white system in order that the design criterion

[^244]of compatibility be satisfied. It was also found that the aruity of the eye in the blue end of the visible spectrum was limited so that a narrow bandwidth could be allocated to the blue signal without degradation of the reproduced color image. The red signal was of equal importance to the green in color reproduction so that equal bandwidths were chosen for the red and green signals. Thus to meet the requirements of color reproduction, and black-and-white reproduction from the green channel, the following transmission standards were chosen:

|  | Reat chanmel | Blue channel Girect channel |  |
| :--- | :---: | :---: | :---: |
| $n$ | 525 | 525 | 525 |
| $f_{f}$, fields per see | 60 | 60 | 60 |
| Interlace | $2: 1$ | $2: 1$ | $2: 1$ |
| Video bandwidth, megacereles | 4.5 | 1.3 | 4.5 |

In order to allow reception of the green channel by a black-andwhite receiver the standard R.M.A. synchronizing wave form and the F-M sound program were assoriated with the green video signals. The bandwidths of the three simultaneous monochrome-picture signals are illustrated at $a$ in l'ig. 18-14.

## 18-14. Methods of Transmission

The pickup equipment developed for televising colored slides is of the simultaneous type which has already been described. It is apparent at once that the three signals camnot be used as is to modulate a single carrier simultaneously. Two methods of superimposing the three signals into a modulated wave are illustrated in Fig. 18-14. The obvious method is shown at $b$, where, in effect, three separate transmitters are provided, one for each color channel and operating at a different carricr frequency from the others and whose outputs are combined in a triplexer unit to feed a single transmitting antenna. While such a system is practicable, it would be expensive, requiring in effect three relatively high-power transmitters.

A second means of combining the three monochrome signals utilizes the previously mentioned carrier principle as shown at $c$ in Fig. 18-14. The green video signal remains as is while the two other channels are used to amplitude-modulate subcarriers at low power level. One sideband of each of these two modulated subcarriers is suppressed by a filter and the two remaining sidebands are combined in a mixer to give a new combined video signal. The effect of the subearrier


Fig. 18-14. The R.C.A. simultaneous color system, (a) Video bandwidt hs allowed for the three color chamels, (b) The signal from each color channel modulates a separate R-F carrier, resulting in the threce-carrier type of transmission. (c) The blue and red signals are shifted upwards $l_{1} 6.25$ and 8.25 megacyeles, respectively, to form a combined video signal 13 mrgacyeles wide, which is used to modulate a single 1?-F carrier. This gives a subcarrier type of radiated signal.
modulation on the red and blue signals is to shift those signals upward in frequency by an amount equal to the subcarrier frequency. The resulting combined video signal has the spectrum indicated at $d$ in the figure. Notice that the over-all effect is to combine the three monochrome signals into a single video modulating signal which
covers a frequency range from zoro to 13 megarycles with a sperific portion of that spectrum alloted to cach primary color. Since these are separated in frequency, they may be separated from ach other in the receiver. Of the two types of modulation just deseribed, the latter was chosen because it was based on terhniques commonly used in carrier telephone and radio work and hence required less developmental work. It also had the additional advantage of allowing the use of a simpler rocoiver than the threerarrior system. The final signal which is radiated from the transmitting antenna contains the three primary monochrome images, all on a single common $\mathrm{R}-\mathrm{F}$ carrier.

White our discussion has been confined to the system block diagram only, this restriction must be stated about certain of the component circuits in the owr-all system. Wherever the three color channels are mixed or separated-that is, in any modulator, mixer, or detector -extreme care must be exerrised to ensure that the circuit is linear in order that cross-modulation between the colors does not occur.

## 18-15. The Receiver

The major components of a receiver designed to handle the subcarrier type of radiated signal are shown in the block diagram of Fig. 18-15. The front end of the receiver is similar to that of the black-and-white receiver, except that it is designed to handle an unusually broad band of roughly 14.5 megacycles. The same bandwidth requirement is imposed on the common I-F' amplifier system and the linear detector which handles all three signals. The fre-


Fig. 18-15. Simultano ous color rereiver for subarrier type of signal.
quency distribution at the output of the detector is the same as that of the combined modulating signal shown at the inset of Fig. 18-14d. Since the three color signals occupy different portions of the spectrum, they may be separated by the use of passive filters. Two additional detectors then serve to separate the red and blue signals from their respective subcarriers of 8.25 and 6.25 megacereles. The three final signals are amplified and applied one to earh of three separate kinescopes in the Trinoscope assembly. The supersune signals are separated from the green video chamel by a conventional sync stripper and are applied to a common swerp-gencrating circuit, which feeds the three deflection yokes in parallel.

As previonsly deseribed the three cathode-ray tubes of the Trinoseope assembly are arranged physic:ally so that their face-centers form the corners of an equilateral triangle and each tube face is covered with the appropriate filter so that a monorhrome image is produced there. Superposition of the three images is accomplished by the lens system illustrated in Fig. 18-10c. The axis of each lens is displaced from the center of its tube toward the center of the triangle by an amount sufficient to register the three images on a common projection sereen. Color reproduction results from a direct addition of the three primary color images on the screen.

The means by which the color R-l' signals are received by a converter and a black-and-white receiver are easy to understand. The converter is designed to tume to the green portion of the R-F signal with a 6 -megacycle bandwidth. With this pass band properly centered, the green band plus the aural signals, whose carrier is 4.5 megacycles above the green carrier, are accepted and "beat-down" by the local oscillator and mixer to the V.H.F. band. The resulting signal from the converter is similar to that from a commercial black-andwhite transmitter and may be applied directly to the antenna terminals of the receiver. The operation of the receiver is unaffected: frequency conversion and sound, sync, and picture separation all occur in the usual manner and the final image appears in the usual blaek-and-white presentation.

If one were to appraise the simultaneous color system just deseribed, the following chief factors would be evident. lts primary advantage is that the radiated signal may be used by a black-andwhite receiver in conjunction with a frequency converter, even though only a black-and-white image would be displayed. The chief dis-
advantage is the three-unit kinesoope assembly required at the recoiver, a unit in which exact clectrical and mechanical adjustments are required to ensure corred register of the three separate primary color images. Further, the radiated signal requires a bandwidth far in excess of 6 meguryoles.

## 18-16. Bandwidth Reduction by the Mixed Highs Technique

A reduction of roughly $22^{-}$per cent in the bandwidth required for transmitting the video signals in the simultaneous color system may be efferted by utilizing the principle of "mixed highs," which is based on the experimentally determined fact that satisfactory reproduetion of the color picture results if the large details of the image are reproduced in color and the fine-grain details in shades of gray. ${ }^{14}$ To accomplish this in the color television system the upper two megatceveles of each color channel are filtered out from the channel, and these filtered-out "highs" are then added together to form a fourth channel of the "mixed highs," which eontains the fine detail of the image. One possible layout for aceomplishing this is illustrated in lrig. 18-16. The output from each camera tube is passed through


Fig. 18-1t. Block diagram of a transmitter for a simultaneous rolor program that wese the principle of mised highs.

[^245]a low-pass filter, having a 2 -megaryde cutoff freguency. The resulting "red lows" and "bhue lows" are handled in the same manner as previously deseribed. The three ramera outputs are also combined in an aldding circuit and passed through a 2- 10 4-megatyrye band pass filter whose output, the "mixed highs," is then added to the supersyne and the "green lows." It maty be seen from the remainder of the diagram that the spectrum of the radiated signals consists of a band for the greens and "mixed highs." one for the "low blues," and one for the "low reds." The saving in bandwidth over the last system results from reducing the red and blue bands to only 2 megacycles carch.

At the recciving end an inverse process is reguired: The "mixed highs" are recombined with the "low reds" and "low blues" so that each of the ('RT's, say in a Trinoscope, reproduces the 0-10 2-megareyle eomponents of one primary color plus the mixed highs.

The addition of the mixed high principle to the simultaneous process does not affect the compatibility of the system. The green channel, which includes the highs from all chamneks, plus the associated sound program still hies within the standard 6 -megareyele bandwidth and hence maty be received and reproduced as a monorhrome image by a black-and-white receiver. We shall see that the mixed high principle may also be used for bandwidth reduction in other color transmission systems.

## THE C.B.S. SEQUENTIAL COLOR TELEVISION SYSTEM ${ }^{19}$

The Columbia Broadeasting System entered the field of development work in color television in the carly part of 1940. At that time both concepts of color transmission, sequential and simultaneous, had already been demonstrated, the former by Baird in England in 1928, and the latter by the Bell Telephone Laboratories in 1929 (and as we have seen by R.('.A. in the latter part of 1940). A survey of the field led to the belief on the part of the ('.B.S. staff that the

[^246]sequential system of color transmission was the more feasible, and their efforts were directed toward developing a color tele rision system of the sequential type of such quality that it would be immediately available for commerial telecasting for the general public. It was also believed that the high entertainment value of the colored images warranted the development of the color system on its own, unhampered by any restrictions of the black-and-white system. It was this philosonhy that resulted in the sustem proposed for adoption by the F.C.C. in 1944.

The basic form of this sequential color telerision system is illustrated in Fig. 18-17. A single pickup, communication channel, and


Fig. 18-17. The basic ficld-seguential eolor system, The color filters are located on rotating disks placed in front of the cameraz tube and the CRT.
reproducing system, all of the field-seguential type, are used. Color pereeption is added to the system by a rotating color disk at each end of the system. These two disks are divided into segments which are covered in a serpence of red, blue, and green color filters and are rotated in synchronism. Thus at the camerat end. the camera views the telerised object in a series of primary color images, that is, the camera sees first a red image then a blue image, then a green image, and so on. These color samples of the object occur in sequence and so may be applied to the single, common communication channel. At the receiving end, the cathode-ray tube sereen is viewed through a similar set of filters so that the eye sees the red, blue, and green image components in such rapid sequence that the three primaries are added by retina retentivity to give the impression of the image in full color.

The seguential color system in essence, then, is a black-and-white television system to which are added two rotating filter disks, which
serve as color analyzer and synthesizer. Since the two disks must rotate in synchronism and in phase, some form of color synchronizing siguals must he provided. In the paragraphs which follow we shall consider the standards used in the sefuential system and means of superimposing the color syme signals on the composite video signal.

## 18-17. The Color-switching Interval

The first problem to be decided in any sequential color system is the color-switching interval or portion of the seanned image which is scamed under a single primary-eolor filter. In essence, the question whether the filters should be switched after each element, line, field, or frame must be answered. In the (i.B.S. color system a single image is scanned at the camera tube and at the CRT. Furthermore, the conventional 2 to 1 interlaced scan of the black-andwhite system is used in conjunction with rotating eolor-filter disks. Subject to these limitations of the system the question may be answered in the following manner.

If the filters be changed after each element is seamed, no storage of charge in the camera tube may be utilized. The reason for this may be seen from the following considerations. If there is to be no cross-contamination of the primary colors, each element between scans must store charge under one filter on! y. Thus if the filters are switched after each element is scamed, no time is allowed for charge storage, and after-element switching requires the use of an instantaneous type of pickup tube. The advantages of modern camera-tube development are literally thrown away, and at best only a relatively small output signal will be developed by the camera. Another factor which would result in an even lower signal-tonoise ratio is the low tramsmission coefficient of the color filters, which acts to reduce the incident flux on the camera tube. For these reasons the element-by-element switching of the filters is deemed inadrisathe.

If the filters be switched after earh horizontal scanning line, the storage time is reduced by a factor of $2 / n$ ( $n=$ number of scanning lines) as compared to the storage time available when the filters are switched after cach field. We have already seen that the output of a storage tube is proportional to the storage time, thus the signal-to-noise ratio would be reduced by the same factor.

If, on the other hand, filter switching oceurs after each frame, a
very high frame frequency would be required to prevent color-flicker, a problem discussed in the next section. A high frame frequency is objectionable because it raises the required video bandwidth for any given resolution. For these several reasons field-by-field switching of the color filters was considered to offer the best compromise. Another factor which favors field switching rather tham line or element switching is that the color filters are rotated meethanically and considerable difficulties arise in designing the shape of the filter segments on the disk and rotating the disk at a sufficiently high rate to produce the required action.

## 18-18. Frame and Field Standards

Once the filter-switching rate is determined, the standards for the frame and field frequencies may be established. The scanning sequener with the filters changed after earh field is illustrated at a in Fig. 18-18. It should be ohserved that six fields are required


Fig. 18-18. Color-scaming serfuence, intervals, and nomenclature for the field-sequential color system.
to scan the complete image in all three colors, and that any given area must be scanned four times to be covered in one color during both the odd and even lines. It is this last fact that brings about the problem of color Hicker, which has been mentioned previously. To illustrate this effect, consider that a certain televised object contains a large area of a single primary hue, say red. If, then, the black-and-white field frequency of 60 fields per second be used, that red area in the reproduced image will be illuminated once every third field or at a rate of $\left(\frac{1}{3}\right)(60)=20$ times per second. That area
would appear black during the blue and green fields for it contains no components of these colors; hence, in the example the flicker rate in the red area would be 20 flicks per second, a value which lies below the critical flicker frequency. Thus to reduce color flicker, the C.B.S. system was based on a higher field frequency of 144 (as opposed to 60) fields per second. With a 2 to 1 interlaced scan the corresponding frame frequency is 72 frames per second. Since two separate scanning processes are involved. one electronic, and one mechanimal for the color filters, a new set of terminology is required as shown in Fig. 18-186. 'The color field frequency of 144 per second is the highest vertical scanning rate in the raster and is also the rate at which the color filters are switched. Two color fields comprise one frame of the raster. One color frame interval is the time required to scan through thre filters, and one color picture interval is the time required to scan the entire image in all colors in both fields. It may be seen at once that the standards shown in Fig. 18-18b mitigate the problems of scamning motion-picture film, which runs at 24 frames per second.
Originally the black-and-white standard of 525 scanning lines was carried ower into the color system; hence the required video bandwidth for the same resolution would be

$$
\begin{equation*}
f_{n}=4.5\left(\frac{72}{30}\right)=10.8 \text { megarycles } \tag{18-8}
\end{equation*}
$$

As a practical matter. the bandwidth was restricted to 10 megarycles with a slight loss in horizontal resolution, which is more than compensated for by the presence of color in the final reproduced image.

Later, after the F. (C.C's decision that transmission must be confined within a 6 -megarycle bandwidh. (OB.S. lowered the horizontal scamming frequency to meet this requirement so that the final number of lines was reduced to 405. This reduction in the number of lines reduces the vertical resolution by 23 per cent, and the horizontal resolution had to be reduced by roughly 45 per cent in order. to keep the signal within the 6 -megacyele limit.

## 18-19. Color Disk Phasing and Speed Control

It has been stated that the field-sequential color transmission system consists essentially of a black-and-white telerision channel
to which is added two rotating color disks. A brief eonsideration of the problem will show that these disks must be in color-phase at all times if the proper colors are to be synthesized at the recoiver; that is, when the camera tube ss covered by a red filter, the cathoderay tube at the receiver must also be covered by a red filter and so on. This requirement can best be met if the disks at both ends of the system have the same number of segments and if they rotate at the same speed. Hence we next consider means of driving all the color disks in the system at a common speed.

In the development of the ( $\cdot$ B.S. system a number of speedcontrol systems have been tried. The obvious solution of using synchronous motors locked-in to the power line frequency was rejected berause frequently recoiving sets served by a single transmitter operate from different power systems which are not maintained in synchronism with each other. A second method which employed phonice motors was designed in which synchronism was obtained by locking the motor rotation to the vertical field frequency. Still another seheme which utilizes induction motors that are braked to thee correct speed will be described. The basic circuit for the system is illustrated in Fig. 18-19. The connection between the color-


Fig. 18-19. Basie cireuit for color-disk symehronization. A control current derived from the vertical swep determines the braking action of the magnetic rlutch. (After (iotdmark et al.)
disk shaft and the drive pulley is through a magnetie clutel. Since slip between the two shafts may be rontrolled by varying the current through the cluteh, the control cireuit serves to generate the proper braking cmrent, using the vertical-sweep voltage as a reference.

The filter in the plate circuit of $V_{1}$ delivers a 144-cycle sine wave
to the grid of $\mathrm{V}_{2}$, which is also fed from the output of a generator connected to the color-disk shaft. When the disk is rotating at the correct speed, the two voltages applied to $V_{2}$ will be of the same frequency and in phase. The bias on $V_{2}$ is adjusted so that rectification occurs, and pulses of current, whose average value depends upon the plase of the two voltages. flow through the brake. Filtering action is obtained with a condenser shunted across the brake winding. If for any reason the disk speed changes, the voltages on $V_{2}$ shift in phase, the brake current changes, and speed correction is obtained. Still another variation of the system replaces the magnetic clutch by a saturable reactor. The output of $\mathrm{V}_{2}$ may then be used as the control ficld for the reactor, whose output determines the motor speed by governing the armature current.

It should be noticed that the control cireuit only ensures proper speed of the color disk, but color ambiguity may oreur. To remedy this condition a color phasing switch is wired in series with the brake filter condenser. If this switch is opened, the filtering artion is removed, pulses of eurrent, rather than a d-e current, flow through the cluteh, and slipping occurs. The switch is left open until the phasing is correct. It is then closed and the speed-control circuit takes hold.

The system of disk-phasing just described may be made automatic by increasing the complexity of the over-all system. One form of automatic phasing which, in effect, replaces the manually operated phasing switch is shown in Fig. 18-20. It is apparent that automatic disk-phasing requires that the receiving equipment be able to identify some fixed point in the color sequence. To this end a color-identifying pulse may be included which appears in the supersyne wave form just prior to each red field, that is, once every third field. The repetition rate of the color-identifying pulses will therefore be one-third of the color field frequency or 48 pulses per second. Since this pulse is identified with the color secfucnce, it may be used to disable the brake circuit until the color disk is in proper color phase. Thus in Fig. 18-20 two color-identifying pulses are compared in $V_{4}$. The first pulse is derived from the supersync wave by the tuned filter located between $V_{3}$ and $V_{4}$. The second 48 -cycle pulse is generated by a rotating contactor which is keyed to the disk shaft. and which forms the pulse by keying an $E, R, C$ combination in the sereen grid circuit of $V_{4}$. When the two pulses


Fig. 18-20. The color disk may be phased automatically to a color identifying pulse in the supersyne signal. (a) Basic form of the automatic color-phasing circuit. (b) Voltage on the plate of $V_{4}$ when the color-identifying pulse and contartor gate are in phase. (e) Voltage on the plate of $V_{4}$ when the pulse and gate are not in phase. (After Goldmark et al.)
are in phase as shown at $b$ in the diagram no signal is applied to the brake-disathling circuit. If on the other hand, the color disk is out of phase, a pulse appears on the plate of $V_{2}$ and at the output of the clipper $V_{5}$. This voltage is integrated and used to cut off $V_{2}$ of Fig. 18-19, and the required slipping action is obtained. Once the disk has slipped into phase, the condition shown at $b$ obtains and normal braking action is maintained.

## 18-20. The Supersync Signal

There is nothing in the color-producing mechanism of the sequential color system which modifies the electronic sweep of the monochrome television channel, except for the frequencies of the horizontal and vertical scan components. Thus we may expect to find the same type of supersyne signal that is used in commercial telecasting practice. We shall consider two modifications which may be used in the sequential color supersyne wave form; first, the equalizing signals before and after the serrated vertical syne pulse may be omitted and second, some form of color-identifying pulse may be added after every third field. Omission of the equalizing pulses is justified on the grounds that the system operates perfectly well without them and, as we have seen, the color-identifi-
cation pulse may be required for automatic phasing of the color disk. One general form of the supersync wave form that has been proposed by C.B.S. is shown in lig. 18-21. It may be noticed that


F"ig. 18-21. Nonchronizing wave form that may be used with the field-sequential color system. (Adapted from Goldmark et al.)
the color-identifying pulse is serrated in order that horizontal synchronization may be maintained for the duration of that pulse. The groups of color-identifying pulses orcur at the end of every third field and hence have a repetition rate of 48 times per second.

## 18-21. Pickup and Receiving Equipment

The block diagram of the entire sequential color-television chain is illustrated in Fig. 18-22. The camera signal is mixed with the composite blanking and horizontal sync signals in the first amplifier. since the three color signals are separated in time, each may be subject to a separate gain control. To accomplish this, the color mixer pulse generator furnishes three gating pulses, each of which coincides with one color. These pulses, in turn, gate in the proper gain control as each color field appears in sequence. After final mixing the composite video signal is fed to the visual transmitter. The receiver may be of the intercarrier or I Dome type and conventional, except for its color disk-speed and phasing-control circuits.

Again, if an appraisal of the sequential color system is made, the


Fig. 1k 22 . 13lock diagram of the romplete firld-sequential color sestem.
following points are noted: The chief advantage of the system is that it works on live as well as film subjects and gives an excellent color picture. Its main disadvantage is that its adoption would tend to render obsolete present black-and-white receivers; since it is based on a new set of standards, no simple frequency converter would permit reception of the color signals for monochrome display on an existing black-and-white receiver; in short, it is a system which is not compatible with the commercial system already in use.

During the F.C.(. hearings in 1949 certain observers stated other disadvantages of the sequential color system. It was claimed that since the system operates on frame and field frequencies which are not integrally related to the power supply frequency, spectial precaution must be taken to minimize power supply hum effects at both ends of the system. At the transmitter end this was handled by operating all equipment from 144-cycle generators. It was fur-
ther pointed out that hum in the reeciver upsets interlace by causing "line crawl." and that flicker caused by beating of the power supply and color sequence freguencios was objectionable. This last mentioned flicker can oreur at rates as low as 12 per second and hence may be disermible at all normal levels of pieture brightness. It should be stated. however, that not all observers of the demonstrations confirmed these objections about receiver performance. Still another serioms disadvantage of the system is that it causes a $58 \%$, reduction in picture resolution as compared to that of the black-andwhite system. This loss of pirture information is the result of the lowering of the frame and line standards. It should be mentioned. however, that dot-interlace terhniques, which are described in the last portion of the chapter and in the Appendix, have been utilized with the (!BS. system and they raise the resolution to 83 per cent of that provided in black-and-white reception.
Since the ('.B.S. sequential color system is not compatible with the back-and-white system, some attention has heen directed to the design of adaptors or converters which will allow the color program to be received on a commercial-type monochrome receiver. Two separate prohlems are involved here. lirist, if the color program is to be reproduced in black and white only, a change-over switching arrangement is needed to change the horizontal and vertical scanning circuits from one set of standards to another. Second, if the program is to be reproduced in full color, the rotating color disk and drive motor are reguired.

It should he mentioned that the field-sequential color system is amenable to an all-electronic method of color reproduction at the receiving end of the system. For example, the single CIRT and filter wheel may be replaced by a Trinoscope assembly or by a display similar to that of the C.T.I. system in which three imagesone for each primary-appear in a vertical column on a single CRT. These three images may be covered with filters of the proper hue and merged by a lens system. While such changes eliminate the inherent ohjections to the color whee assembly, they introduce new problems of image registration, and in the last mentioned proposal introduce some color parallax in the vertical direction. Even more important. the reproduction of the color image may also be offected with a tricolor kineseope of either of the types which have been deswribued.

## THE C.T.I. LINE.SEQUENTIAL COLOR SYSTEM ${ }^{20}$

The third system of color telerision to be discussed is the linesequential type proposed by Color Television, lne. The basic equipment has been described and is illustrated in Fig. 18-11c. We shall confine our description, therefore, primarily to the method by which proper color interlace is produced.

## 18-22. Color Interlace

For the sake of complete compatibility, the C.T.I. system is based on the black-and-white standards of 525 lines and 60 fields per second. It will be remembered from our earlier discussions that three images, each corresponding to a single primary component, are focused side by side on the photocathode of an image orthicon tube. Scanning is arranged so that in one horizontal scan of the electron beam the three edge-to-edge images are covered. It should be noticed, then, that during one horizontal scan an output is produced for three lines in the image. In order to reduce confusion it is convenient to reserve the term "scan" for one sweep of the beam arross the three images, and to use "line" in its usual sense of one sweep across a single image. It follows at once that in a 525 -line picture, only $\frac{1}{3}(525)=175$ scans are required. If, then, a standard supersync signal is used, the horizontal sweep generator in the camera equipment must be sensitive to every third horizontal syne pulse. Under this condition the horizontal "scan" frequency is $\frac{1}{3}$ (15.750) $=5250$ "scans" per second.
The interrelationship between lines and scans may be made clearer by reference to Fig. 18-23, which is drawn for a simplified 21 -line system. The roman numerals refer to scans, and the arabic numbers to lines. At the extreme right in the figure the three images are superposed to show how interlacing orcurs. Zero Hyback time is assumed in both directions to simplify the drawing. Study of the drawing reveals an inherent difficulty in the seanning pattern just discussed. Since the total number of lines ( 21 in the example and 525 in the actual system) is divisible by three (the number of images scanned), no color interlace occurs. That is, each line of elements

[^247]

Fig. 18-23. The basice scaming pattern for the (.T.I. color system. There side-by-side images are scanned by a single raster at onc-thiod of the standard line frequence. In the actual system some space is allowed between adjacent images in order to leave time for horizontal flybark in black-and-white rereption.
in the complete picture is always scanned in the same color. This situation is bad, because if a certain region contains only one primary, that primary would only be produed along every third line, resulting in a sery coarse reproduction of the image detail in that, region. In effect two-thirds of the picture information in that region is wasted.

To overeome this difficulty, C.T.I. has employed a system of commutation known as "interlaced color shift" that allows each line in the complete image to be scanned in all three primary colors. ${ }^{24}$ Since. as we have seen, the total number of seans and lines is divisible by three, surh a commutation of colors can only be accomplished by upsetting the raster illustrated in Fig. 18-23.

In the actual system the pattern is upset in such a way that the odd lines only are scanned on the first three suceessive fields, and in the next three fields only the oren lines are seanned. It follows, therefore, that six fields are required to sean the entire picture in all three primaries; hence, under the 60 -field-per-second standard, 10 complete color pictures are transmitted each second. Table 18-1 shows the serfuence of seanning and color commutation for the first four lines of the six suceessive fields that are required to seam one complete color frame. ${ }^{22}$ It will be observed that the usual system

[^248]T.ABII: $18-1$

| Firld | Line | Irimary | Field | Line | Primary |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | Green |  | 2 | (irwen |
|  | 3 | Blue |  | 4 | Blua |
| 1 | 5 | Red | 4 | 6 | Red |
|  | 7 | Green |  | 8 | Green |
|  | 1 | Red |  | 2 | Blue |
|  | 3 | (ircen |  | 4 | Red |
| 2 | 5 | Blue | 5 | 6 | Green |
|  | 7 | Red |  | 8 | Blue |
|  | 1 | Blue |  | 2 | Red |
|  | 3 | Red |  | 4 | Grreen |
| 3 | 5 | Green | 6 | 6 | Blue |
|  | 7 | Blue |  | 8 | Red |

of interlace between the odd and even lines in successive fields is changed, the interlaced color shift being used in its place.

In pratetice the color commutation is produced by introducing a color-identifying slot in every third horizontal sync pulse cluring a given field interval. During the vertical blanking interval that oceurs at the end of a field, the position of the slot is displaced one or two line intervals as required and remains in the new position during the next field. Still another shift occurs in the next vertical blanking interval, and so on. In the camera and color receiver the identifying notch activates a control circuit that eauses the beam position to shift to a particular color image, and the required interlaced color shift takes place. Nore sperifically, say that the color identifying noteh is used to identify the green image. The noteh is used to synchronize the horizontal sean that will run at one-third line frequency. Since the noteh position is shifted at the end of eath field, the sean begins at different points of the vertical sweep during successive fields. Thus the soan of the green field begins at different heights along the vertical edge of the images, and the proper color interlace is obtained.

A similar armangement is used in the color receiver. With horizontal symehronization provided by the color-identifying not ch, the soan runs at one-third normal line frequency and three edge-toedge images are displayed on a C'R'T. Color is symthesized by using a filter of different hue over each image, or by utilizing a different color phosphor under each image, and by superimposing the three resulting primary images optically.

The chief disadrantages of the C.'T.I, system are that it exhibits line crawl and interline flicker; it transmits only 10 color pietures
per second; and it is sensitive to electrical and optical registration problems.

The principal advantages of the (.,T.I. proposal are that it is all-electronic, requiring no mechanical switching of color filters, and it is completely compatible. Since the consentional black-andwhite receiver has no means of recognizing the color-identifying notches, its horizontal sweep circuits are actuated by the conventional 15,750 -per-second horizontal syne pulses in the supersync, and the image is reproduced in black and white at 525 lines, 60 fields per second.

In concluding the discussion of the (.,T.I. system it is interesting to point out how that system overcomes the loss of storage time which would occur if a mechanically shifted filter such as that used by C.B.S., were employed to commutate colors after each line. ${ }^{23}$ In the present case earh color image is confined to a sperific region on the camera photocathode; hence any section of that photocathode may store charge for an entire frame interval less one line interval. This is true because the color information is produced simultaneously (three edge-to-edge images) but is then sampled, color by color, at line frequency by the scanning system.

## THE R.C.A. DOT.SEQUENTIAL COLOR SYSTEM ${ }^{24}$

The next color-transmission system to be discussed is that which uses the dot-sequential methorl of color sampling and color reproduction. Proposed and demonstrated to the Federal Communications Commission in 1949 by R.C.A., it is fully compatible, and further compresses the entire three-color video signal and its associated sound program into a 6-megacycle channel without change in the electronic scanning standards of the standard monochrome method of transmission. This remarkable fact is achieved by utilizing the principle of mixed highs and by combining color-sampling and timemultiplexing techniques.
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## 18-23. The Sampling Process

The basic equipment required at the tramsmitting end of the dotsequential system is shown in ligg. 18-24. It will be obsorved that a simultancous type of threeramera pickup system is used berause three independent color chammels. one for earh of the primary hues,


Fig. If 24. Block diagram of the dot-sequential color transmitter. (Courtesy of Radio (orporation of America.)
are present. The left-hand part of the diagram uses components whose functions we have already discussed. Filters are used for separating the low- and high-frequency components of each channel, 2 megacycles being the boundary frequency in cach case, and the low-frequency components are sampled at a rate of $11,400,000$ times per second (each rolor at $3,800,000$ times per second) by a switch or clectronic sampler. This much about the system we already know. We shall now consider the sampling proress in greater detail.

The sampler is keyed by signals from the sampling-pulse generator, which, in turn, is controlled by the master syne generator. This method of interlock between the sampler and the soure of the synchronizing signals ensures that the color samples are taken at the proper intervals in the scanning raster and that proper interlace of the color dots is maintained. Since the sampler and its associated components yield a compression in bandwidth, let us consider their action more closely.

Consider what happens to the low (0- to 2-megacyele) green component. Since this is sampled at a 3.8 -megacyele rate, it will appear in the output of the sampler as a series of voltage pulses spaced at intervals of $1 / 3.8$ megacycle or $2.63 \mu$ see. The height of each pulse will be proportional to the amplitude of the green signal being seanned at the instant of sampling. Two such samples are shown in Fig. 18-24a. Since both are of the same height we may assume that they represent an area in the complete image which has a constant green component.

It may be shown from loouricr's theorem that these pulses consist of a der component plus several a-c components of frequencies which are multiples of 3.8 megacyeles, the basie repetition rate. Thus, if the pulses are passed through the 0 - to 4 -megarycle filter of Fig. 18-24, only the d-r and fundamental components will pass through; hence the filter output (as far as the green component is concerned) will consist of a 3.8 -megacyele component superimposed on a d-e component, a combination which is shown at the right in Fig. 18-25. It is important to stress that the amplitudes of the dec and 3.8 -megarycle components are proportional to the amplitudes of the green pulses from which they are derived.

The same description also applies to the red and bhe channels. In cach case the low-pass filter converts the sample pulses into a sine wave superimposed on a der component, the amplitudes of each being proportional to the amplitudes of the pulses which produce them. We must notice, however, that the color sample pulses occur in a time sequence red, blue, green, and so on and that any two adjacent pulses are displated by $\frac{1}{3}(2.63)$, or 0.0877 . $\mu$ sec. This time relationship is shown at $a, c$, and $e$ in Fig. 18-25 for the sample pulses, and for the dec plus sine waves at $b$, $d$, and $c$. Notice particularly that when any one of the sine waves is at a maximum, the two other waves are passing through zero. This property of the signats is hasic in reconstituting the image in full color at the receiver.

Gur discussion thus far has been on a color-ty-color basis when actually all three signals are combined in the adder which follows the sampler. Since the circuits are linear, we can superimpose all three signals; for example, the actual sampler output consists of the samples from all three channels as shown in Fig. 18-259, and since the sum of three sine waves of the same frequency is also a sine wave of the same frequency, the output of the 0 - to 4 -megacyele filter


Fig. 18-25. Color sample pulses and the sine plus der waves that result after filtering. Notice that when any one component is at a maximum the two other components are zero. (Courtesy of Radio (orporation of America.)
consists of a single 3.8 -megacycle sine wave superimposed on the sum of the three d-c components previously mentioned. This composite signal which contains information from all three color channels is shown at $h$. Observe that the original color samples may be recovered from this composite wave if it, in turn, is sampled at the intervals labeled 1 through 5 in the diagram.

Let us now move backward toward the scanning system to see
where the coior samples occur in the raster. The artual spatial relationship is shown in Fig. 18-26. Notice that the primary dots (in space the dots correspond to the samples in time) occur in an orderly pattern, red, blue, green, along earh line of the raster. Fur-


Fig. 18-26. Dot positions in the seaming raster on conserutive fields and frames. Any given dotelement is always scanned or reproduced in the same primary hue. (Courtesy of Radio Corporation of America.)
thermore adjacent dots are not contiguous, but there are holes or blank spaces between them, and in adjacent lines the positions of dots and holes are interchanged. This may be seen from the upper diagram in Fig. 18-26, which shows a portion of the raster after the first two fields have been scanned. Thus, in one frame only onehalf of the entire area has been sampled; no samples have been taken corresponding to the holes. This is important. Only one-half of
the picture detail is sampled in one frame interval, even though the entire picture area has been scanned. ${ }^{25}$

The remaining half of the detail in the picture is sampled in the next two fields as may be seen from the lower portion of the figure. The positions of the dots and blanks of fields 1 and 2 have interchanged in fields 3 and 4 . We may now summarize the discussion to show how the sampling and multiplexing processes yield a reduction in bandwidth, so that all three colors may be transmitted in the 4-megacycle video bandwidth of the black-and-white system without loss of detail: the use of dots and blanks means that all the detail along a line is replaced by the detail in the dot spaces; thus maintaining the same bandwidth, only one-half the amount of detail is sent in one frame interval. Four, rather than two, fields are required to send the detail in the entire picture; yet the final picture contains all the detail.

Careful inspection of Fig. 18-26 shows that any one dot area is sampled for only one primary hue; hence we cannot say that every picture element is sampled for its three primary components as it is in the field-sequential system. It may be argued on the other hand that the space occupied by three color dots is so small that satisfactory color analysis is obtained.

## 18-24. The Receiver

The block diagram of a receiver for the R.C.A. dot-sequential color signal is shown in Fig. 18-27. The composite video signal which is fed to the sampler has the form shown in Fig. 18-25h. Then since the sampler is timed to take samples for the green channel at points 1 and 4 , the output fed to the green channel will consist of pulses which are proportional to the original green samples at the transmitter. This is true because, as we have seen, at these intervals the composite signal amplitude is equal to that of the green pulses; the red and blue waves are passing through zero.

Following through the receiver block diagram we see that the green pulses are then filtered to produce a 3.8 -megacycle sine wave

[^250]

Fig. 18-27. Block diagram of the dot-sequential rolor reereiver. (Courtess of Radio ('orporation of Ameriea.)
superimposed on (l-c (Fig. 18-28b) which are then fed to a CR'T. The latter is driven below cutoff by negative portions of this wave, and hence, if the light-voltage characteristic of the tube is linear, a plot of green tube light output $v$. time is that shown in Fig. 18-27c. The dotted curves show the output for the even ficlds. Notice that the reproduced dot is wider than the sample. This spreading effect produces better dot interlace. The same description holds for the red and blue components. The light $v$, time curves for all three color components are shown at $e$ in lig. 18-28.

As far as reproducing assemblies are concerned, either the Trinoscope or the three-(IRT dichroie mirror assemblies of Fig. 18-12 may be used. Furthermore, cither of the tricolor kinescopes may be used berause any one spot in the raster is always seanned and so must always be reproduced in a single color. It should be apparent that the position of the raster relative to the threc-color dot groups must be maintained accurately. Otherwise, if a red dot in the original image is reproduced by a green or blue dot in the kinescope because of raster misalignment, an interchange of color primaries will result and cause improper color reproduction in the final image.

In the foregoing discussion we have neglected the effects of the mixerl-high signal components in the interests of simplicity. Actually their effect on the wave forms is extremely difficult to show. They are added to the sine wave primary components and, at the receiver, are reproduced along with the d-e and 3.8 -megacyele primary component in each ehamel. Our discussion has also been

(d)

(e)

Fig. 18-28. The sampling and reproduction of primary components at the receiver. Dashed and solid lines indicate even and oxdd fields. (a) The composite signals and resulting color samples. (b) 3.8-megareele plus d-e waves are derived from the sample pulses by filtering. (e) Light output of the green component along a line. (d) Light out put of all three components along a line. (r) Light output of all three components along a line, for odd and even fields. (Courtesy of Radio Corporation of Imerica.)
simplified in that we have assumed that the entire picture area is of a constant color. Figure 18-29 illustrates what happens when the picture consists of several different polychrome areas. In this case, an additional complication is introduced because the composite or transmitted video signal and its primary components are no longer sinusoidal, but may have shapes such as those shown in the diagram. The basic action in the system remains unchanged, however, because when any one component is at a peak, the two other components


Fig. 18-29. The component and composite signals corresponding to different polychrome areas in the image. The fundamental component of each color wave has a frequency of 3.8 megacycles. (Courtess of Ratio Corporation of Ameriea.)
are zero; hence sampling at the proper intervals still produces pulses of the proper amplitude for each primary. Even though each component wave no longer has a sinusoidal shape, the frequency of the fundamental components, being determined by the sampling rate, remains at 3.8 megacycles.

## 18-25. Compatibility

Let us now check the compatibility of the dot-interlace color system. We may do this by considering what effect the composite signal of Fig. 18-25h has in a conventional black-and-white receiver. This wave, in conjunction with the mixed-high signal, contains all the detail required for the picture plus an additional 3.8 -megacycle component, which is the result of the sampling process. The conventional receiver has no sampler or low-pass smoothing filters; hence all the detail is reproduced in monochrome on the (RT. Normally the amplitude of the $3.8-\mathrm{meg}$ acycle sine wave is too small to cause any trouble. Its amplitude is a function of the color value in the original image, however; hence in high-value regions of the image it will appear as a series of monochrome dots. It is claimed that these cannot be resolved at normal viewing distances and hence are not objectionable. As a matter of fact, in a white region of the picture, where the presence of dots would be most discernible, they are not present at all. This is true because all three primary components are equal in a white region; hence only a d-c and no 3.8 -megacycle component is present.

Actually the compatibility of the R.C.A. system goes one step further: the dot-interlace color receiver is able to handle and reproduce a standard monochrome signal. Since the incoming signal contains all the picture detail, it is reconstituted completely, onethird of the detail being furnished by each of the three CRT's in the reproducing assembly.
Some observers of demonstrations of the dot-interlace color system have clamed that the dots in the reproduced image may not blend properly at normal viewing distances, particularly where a large area of a single primary, such as blue is being reproduced. In such a region only one-third of the elements are active, the red and green components being zero. lurther trouble might result from the beat note between the 7.6 -megarycle component, resulting from sampling a single color. and a 4.5-megacycle component which
may be present because of a beat between the sound and picture carriers. It may be assumed that claims of misalignment problems in any of the three-(1RT reproducing systems are eliminated by use of the tricolor kinescope.

## THE C.T.I. SEGMENTAL-SEQUENTIAL SYSTEM ${ }^{1}$

Thus far we have considered a simultaneous color system in which all three primaries are transmitted at the same time, and three systems that sample the primary information at different rates: at field frequency, at line frequency, and at a high multiple of line frequency. In the latter two systems the high color-switching rate required the use of three optical images that had to be maintained in proper register to a high degree of accuracy. Still another system has been devised, utilizing a single optical image and employing a sampling rate lying between those of the line- and dot-sequential systems. This segmental-sequential system, which samples segments of a line in the different primary colors, was described to the F.C.C. by Color Television, Inc., in August 1950, when it petitioned for a reopening of the hearings on color television. In very broad terms this proposal may be compared to the dot-secpuential system in that color is sampled several times along a single scanning line; but the sampling rate is lower and is accomplished by an auxiliary optical system at the camera tube, rather than electronically. The chief advantages claimed for the system are (1) it climinates the problem of registering three optical images, (2) it permits the use of a color receiver of relatively simple design, and (3) it is fully compatible. This segmentalsequential system will now be deseribed.

## 18-26. Principle of Operation

As a starting point in considering the operation of the segmentalsequential system, let us assume that an optical image of the televised scene is focused onto the photocathode of an image orthicon tube through a color filter that consists of narrow vertical strips of the three primary colors, red, blue, and green. In the proposed system the switching from color to color is carried out at a rate equal to the 192nd harmonic of the line-seanning frequency of 15,750 per second. Thus, since an active line has a duration of approximately $53.5 \mu \mathrm{sec}$, the number of filter strips reguired in the filter is
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192\left(\frac{53.5}{63.5}\right) \approx 162
$$

Reference to Fig. 18-30 will show how this filter strip, in conjunction with the scanning system, operates to give a segmental-sequential output signal from the camera tube. The assumed seene corresponding to some particular line in the image is shown at $a$. It should be noticed that the transitions between regions of different color are chosen to fall in different positions relative to the filter-strip locations in order to illustrate a number of different conditions. Consider what happens in the second region corresponding to white. Since white consists of the three primarios, all three filter segments in that region allow the photocathode to be illuminated, and an output signal is developed over the entire region.

By way of contrast consider what happens in the fourth region corresponding to blue. Here only those portions of the photocathode covered by a blue filter strip are illuminated, and those covered by red or green strips remain dark; hence an output signal is developed only during the duration of each blue strip. I similar situation holds for the remaining regions, and it may be seen that the entire line is broken up into a number of color segments, cach corresponding to a single primary color.

It should immediately be apparent that, unless the position of the vertical filter strips is changed relative to the seene information before the next sean of the same line in field III, each segment will always be sampled in the same color. 'To eliminate this condition that would, for example, reproluce the white of region 2 as three adjacent segments of blue, green, and red, the filter is displaced laterally one segment- or strip-width before the line is scanned in field III. 'The resulting filter-strip location and output signal are shown at $c$. Still another filter shift occurs before the line is scanned in field $V$, with the result shown at $d$. By an extension of this diseussion it, may be seen that the entire picture is scanned in segments of all three primaries in three frame intervals, thus complete color pictures are transmitted at the rate of 10 per second.

It may be surmised from the foregoing discussion that suceessful operation of the system so that every line segment is scanned in all three colors depends upon some satisfactory means of effectively shifting the eolor filter strips laterally between scans of any line in successive fields. This is arcomplished by reproducing the strips on


Fig. 18-30. Typical wave forms for the segmental-sequential color system. (Courtesy of Color
a loop of color motion picture film, such as Kodachrome, which is rotated in front of the camera tube by a selsyn running at proper speed.

Another problem arises from the use of the strip filter. $A$ means must be provided to ensure that a segment of a given color, for example red, is being scanned by the camera tube at the same instant that red is being reproduced by a receiver under control of the color synchronizing signal. Precise alignment of the scanning over the entire raster on the camera photocathode is impractical because of field distortions and irreducible instabilities and nonlinearity of the seanning process; hence a means must be provided for a continuous adjustment of the scan relative to the filter. To this end a special tracking grid is located beside the color filter on the loop of Koolachrome film. This grid consists of color strips arranged in a special seguence, its image being focused onto the filter by an auxiliary lens system. This supplementary image provides a signal component in the video circuit of the camera, which component is used to compensate for beam-position deviations through a control circuit. The tracking signal is removed from the video signal to be transmitted. As the film loop rotates, the tracking and filter sections move together to shift the segment positions in successive fields.

## 18-27. Color Synchronization

Reproduction of the color image at the receiver in the segmentalsequential system is based on the use of a tricolor kinescope of either type described in section 18-11. As a consequence, some fcrm of color synchronizing signal must be transmitted along with the composite video signal so that proper gating of the kinescope guns may be accomplished. Since C.T.I. has designed the system to be fully compatible, it was decided that no changes were to be made in the standard monochrome supersync signal; hence some new means for sending the color synchronizing information had to be devised. The final method used may be understood from a more careful consideration of the camera output pulses that are shown in Fig. 18-30. As has been stated previously, the individual color segments are scanned at the 192 nd harmonic of the line freguency. Thus, if we assume the output pulse from a segment to be square, it will have a width $\delta$ given by

$$
\delta=\frac{1}{192(15,750)}=\frac{1}{3.024} \mu \mathrm{sec}
$$

Since the filter strips always ocrur in groups of three, the maximum repetition rate of the output pulses of any one primary color will be $\left(\frac{1}{3}\right)(3.024)=1.008 \mathrm{mc}$, which corresponds to a period $T$ of

$$
T=\frac{1}{1.008} \mu \mathrm{sec}
$$

It may be seen, then, that the output for any one primary color may consist of a train of square pulses of width equal to one-third of the period T. Reference to Section 11-17 will show that when such a pulse train is analyzed into its Fourier components the following harmonies will be present: first, second, fourth. fifth, seventh . . ., but all the integral multiples of the third harmonic such as the third and the sixth will be absent. Furthermore, since the bandwidth of the system cuts off just above 4 me, all components above the fourth harmonic will be eliminated. Thus the only components delivered to the communication chamel will be $1.008,2.016$, and 4.032 mc . This bandwidth restriction accounts for the rounding of the pulse edges shown in the diagram. Notice also that the third harmonic of the color-scanning frequency is completely eliminated. As a result of this fact a color synchronizing signal of 3.024 me may be introduced into the composite video signal. To ensure that this color sync signal will not interfere with the picture, it is introduced in opposite phase in successive scans of any line so that it cancels out in the reproduced image.

The $3.024-\mathrm{me}$ color-phasing wave rides on top of the vertical sync pulses and on alternate equalizing pulses in the supersync. In addition, bursts of a 1.008 -me component are transmitted during the last two or three lines of the vertical blanking interval to provide color phasing. The use of these waves in the color receiver is described in the next seetion.

It may be seen from the foregoing discussion that the color scanning rates are integrally related to the line-scanning frequency. Consequently, rigid lock-in with the syne signal generator is recuired and this lock-in may be accomplished by methods which we have discussed earlier. In the color syne generator a reactance-tube-controlled master oscillator is run at 378 ke , the 24 th harmonic of the line frexuenery. This is stepped down by a 12 to 1 divider to 31.5 ke ,
which may be recognized to be the master frefuency of a standard sync generator. A 60 -cycle component is derived from this by frequency dividers and is compared to power-line frequency. The resulting error signal is used to correct the master oscillator. The color syne signal of 3.024 mc is derived from another master oscillator under control of a reactance tube. Its frequency is corrected by deriving a $378-\mathrm{ke}$ component from an 8 to 1 divider, which is compared with the first master oscillator output to develop an error signal, which in turn feeds the reactance tube. By this means, scanning and color sync frequencies are all maintained properly. The 3.024me frequency is also stepped down through a 3 to 1 counter to give the required $1.008-\mathrm{me}$ component. The required field-to-field phase shift of the color syne signal is obtained by tapping the wave from different sections of a delay line.

## 18-28. The Color Receiver

Once it has been established that the color image is to he reproduced on a tricolor kinescope of, say, the three-gun type, the operation of the receiver of the segmental-sequential system is easy to understand in general terms. . As described in Section 18-11 the video signal is fed to a control grid common to all three guns in the kineseope. Separation of colors is accomplished by applying gating signals, in this case of $(1 / 3,024) \mu$ sece duration, to each of the cathodes in sequence; hence a gating pulse generator is required. In the proposed system this may be a relaxation oscillator, either a multivibrator or blocking oseillator, whose output is fed directly to one of the eathores, and to a two-section delay line that gives a ( $1 / 3.024$ ) $\mu \mathrm{sec}$ delay per section. The output of earh section feeds one of the other guns in the kineseope. By this simple means the guns are gated in proper sequence and for the proper intervals.

Since the gating must be phased properly with respeet, to the video signals, the frequency and phase of the relaxation oscillator are controlled from the $3.02 t-m$ wave that is transmitted on top of the vertical sync pulses. The manner in which this control is effected will now be described. The syen component is derived from the composite video signal by a narrow band-pass filter. In order to render the control system immune to the field-to-field changes in sense of this wave that has been mentioned previously, the filtered color sync wave is fed through a frequency doubler. In the interests of simple
design and low cost this may take the form of an unfiltered full-wave rectifier using crystal diodes. The output double-frequency wave is then fed to a diseriminator whose dee output is used to control the exact frequency of the relaxation oscillator.

With only these components over and above those of a black-andwhite receiver, the image may be reproduced in full color. Manual phasing of the color is required, unless an additional narrow bandpass filter peaked at 1.008 me plus an injection circuit to control the initial phase of the relaxation oscillator are added. It may be inferred from this description that the cost differential between a seg-mental-sequential color receiver and its conventional monochrome counterpart will be quite low.

The manner in which the several color samples are added in the tricolor kinescope may the seen at $f$ through $i$ in Fig. 18-30. It will be observed that certain of the added signals exhibit a small amount of overshoot just after the leading edge. It is claimed that this transient is no larger than those frequently encountered in the commercial black-and-white system. The rounding of the leading edges is due to the approximately 4 -me bandwidth of the transmission system.

## 18-29. Compatibility

Since all scanning frequencies and the supersyne wave form of the segemental-sequential system are identical to those of the commercial monochrome system, a conventional receiver can handle the incoming signals and will reproduce them in shades of gray. The manner in which the color samples add in this case is shown att $e$ in Fig. 18-30. Since the receiver has no way of recognizing the color syne and phasing pulses, they have little or no effect on the operation of the receiver.

Inasmuch as the proposed segmental-sequential color system has not been subjected to the extensive tests of the systems that have been described previously, it was not possible, at the time of writing, to give specific data on its performance.

## APPENDIX

## DOT SYSTEMS OF TELEVISION TRANSMISSION ${ }^{1.2}$

In Chapter 1 it was explained that certain limitations imposed by an electrical communication channel connecting the two ends of a picture transmission system recuired that the transmitted image be scanned and transmitted element by element. This was necessary because the two-dimensional image had to be forced into an $e(t)$ form which could be handled by the electrical system. Breakdown of the picture into small elements was accomplished by causing some form of aperture to scan over the image.

In electronic scanning the effertive aperture, which is furnished by the electron beam at its point of impact in the camera tube, moves continuously from element to element at such a high rate of speed that the resulting output voltage is a continuous signal. We might think of the process in this manner: At any instant, the output from the camera tube is a sample of the image at a point as shown in Fig. 1-3b, but since the aperture moves continuously, rather than in a step-wise manner, the several samples are merged together so that a continuous signal is producel. In the present section we wish to turn our attention to these time samples again to see if they, rather than the continuous signal, may be transmitted as the video information. If such a system is feasible, it may be termed a dot system of transmission. This notation arises because the amplitude of each of the time samples will be proportional to the brightness of one picture element or dot. In essence, a dot transmission system is one that sends discrete pulse samples of picture information rather than a continuous signal of picture information. Our interest in the dot transmission concept is due to the saving in bandwidth which

[^252]it may afford or, conversely, in its ability to provide greater pieture resolution in a given bandwidth.

## A-1. The Sampling Process

From our previous studies it should be apparent that the output voltage from the camera tuhe is a continuous signal; hence if pulse samples are to be transmitted over the electrical system, some form of sampling device must be placed between the camera tube and the input to the communication channel. Since we are concerned here with the principles of operation of the dot system, we need not be concerned with the details of the sampler. It is sufficient for our purpose to think of it as a simple mechanical, single-pole, single-throw switch which is closed and opened successively for definite intervals. Each time it is closed, a sample of the camera output will be delivered to the remaining portions of the system.

It is an easy matter to see that each time-sample will correspond to a specific picture element or dot. The electron beam in the camera tube still scans over a conventional raster, of either the progressive or interlaced form. Then, siner the vertical and horizontal velocity components of the heam are constant, any instant of time corresponds to a particular position of the scanning beam. There is a one-to-one correspondence between a time sample of the output signal and a dot position in the scanned image.

In the remaining portion of this section we shall consider two questions about the sampling process: (1) How will the pulse-sample reproduced image appear to the cye?' (2) What shall be the sampling rate? We shall see that the two questions are related to each other.

In answer to the first question we note that if discrete samples of voltage spaced in time are applied to the grid of a CRT' the reproduced image will consist of an array of shaded dots separated by blank spaces, that is, the image will have the general appearance of a halftone reproduction of a photograph. For such a picture to appear satisfactory, it is only necessary that enough dots be present so that the eye cannot resolve them at normal viewing distance. If this condition is met, the blank spaces between the dots need not be filled in.

As an illustration, let us assume that the sampling rate is 8 mc . Then under commercial standards where the horizontal unblank interval is roughly $55 \mu$ see the number of clements along a line will be

$$
N_{h}=\left(8 \times 10^{6}\right)\left(5.5 \times 10^{-6}\right)=440 \text { dots/line }
$$

Then, with approximately 000 active lines, the total number of dots per picture, or the figure of merit, will be

$$
M=\pi 00(440)=220,000
$$

which may be considered to be a satisfactory value.
The second question regarding the required sampling rate may be answered subjectively from the results which were just stated. A sampling rate of 8 mc may be used because it yields a satisfactory picture. A more precise answer may be found with the help of a theorem: If a function $f(t)$ contains no freguencies higher than $F$ eps, it is completely determined by giving its ordinates at a series of points spaced $1 / 2 F$ seconds apart. ${ }^{3}$ This neans that if the sampling rate is at a frequency $2 F$, the samples will be able to reconstitute any frequency component in the sampled signal up to and including $r$. It follows at once, then. that the 8 -me rate of our previous example will allow reproduction of all video components up to 4 mc , the top video frequency under commercial standards. We shall, therefore, consider the 8 -me sampling rate to be satisfactory.

## A-2. Pulse Transmission Bandwidth

We must now consider the feasibility of sending the sample pulses over the communication channel. Actually a considerable problem is present here for, as we have previously seen,' an extremely large bandwidth is required for pulse transmission. For example if we are to transmit all components of the pulses up to the fifth zero, the bandwidth must be $\overline{5} / \delta, \delta$ being the width of the individual pulses. If we continue the previous example and assume $\delta$ to be one-half of the sampling period, the required bandwidth will be

$$
\Delta f=\frac{\bar{\sigma}}{\delta}=5(2)\left(8 \times 10^{6}\right)=80 \mathrm{mc}
$$

Clearly this is an intolerable situation: A bandwidth of 80 mc is required to transmit a video signal whose highest frequency component is 4 me . A mathematical analysis of the sample pulses shows, however, that all of the necessary video information may be

[^253]transmitted over a bandwidth murh narrower than our figures indicate. Let us carry through this analysis.

To simplify the mathematics we shall consider the original camera output to consist of a single a-c component superimposed on a d-c term, that is

$$
\begin{equation*}
e_{r}(t)=E\left(1+m \cos \omega_{i}^{\prime}\right) \tag{A-1}
\end{equation*}
$$

We shall assume further that the sampling switch operates at a frequency $f_{s}$ and is closed an interval $\delta$ seconds during each close-open cycle. If, then, a dec voltage of 1 volt is applied to the switch input, the output voltage will be a series of pulses of frequency $f_{s}$ and of width $\delta$. This voltage may be expanded by Fourier's theorem into the form

$$
e_{s}(t)=\delta f_{s}\left(1+\sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right)
$$

where

$$
\begin{equation*}
a_{n}=\frac{\sin \mu \pi \delta f_{s}}{n \pi \delta f_{s}} \tag{A-2}
\end{equation*}
$$

If, on the other hand, $e_{c}(t)$ is applied to the switch input, and if $\delta$ is small compared to the period of $e_{r}(t)$ so that $e_{c}(t)$ essentially remains constant during the sampling interval, the switch output may be expressed as

$$
\begin{align*}
& e_{v}(t)=\ell_{c}(t) e_{s}(t) \\
& =E \delta \delta r_{s}\left[1+m \cos \omega t+2 \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right. \\
&  \tag{A-3}\\
& \left.\quad+2 \prime \prime \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t \cos \omega t\right]
\end{align*}
$$

The third term in the brackets may be expanded into a trigonometric identity and the result is

$$
\begin{align*}
& e_{o}(t)=E \delta f_{s}\left\{(1+m \cos \omega t)+2 \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right. \\
&+m \sum_{n=1}^{\infty} a_{n}\left[\cos \left(n \omega_{s}+\omega\right) t+\left(\cos \left(n \omega_{s}-\omega\right) t\right]\right\} \tag{.1-4}
\end{align*}
$$

Inspection of this equation shows that all of the camera information is contained in the first term within the braces and the other terms may be discarded by means of a low-pass filter that has a cutoff frequency $f .{ }^{5}$ We must notice, however, that the use of the filter imposes a restriction on the sampling frequency. If, as we have assumed in the preceding work, $f_{s}=2 f$, the lower sideband term $\left(n \omega_{s}-\omega\right)$ for $n=1$ in eq. (A-4) will have a frequency less than $f$, which will also pass through the filter. It follows at once that $f_{s}$ must exceed $2 f$ slightly if the filter output is to consist of only the original information $e_{c}(t)$.

Let us summarize these results: The camera output is sampled at a rate just exceeding 8 mc . The resulting train is passed through a low-pass filter having a 4 -me cutoff frequency. The filter output then is the original camera signal complete in all its components up to 4 me , that is

$$
\begin{equation*}
e_{o f}(t)=E \delta f_{s}(1+m \cos \omega t) \tag{A-5}
\end{equation*}
$$

One's immediate reaction to this summary is: Why all the bother? Why sample the signal, filter it, and end up with the original signal? The answer is that the system which we have considered points the way to an interlaced dot system that allows more detail to be transmitted over a given channel bandwidth. Let us continue to study the simple system to complete the background for the more complicated one.

The filter output is delivered over the communication channel to the receiving equipment, where it is again sampled by a switch operating synchronously with the one located at the camera. These sample pulses are applied to the grid of the reproducing CRT, which displays the image in dot form. It is interesting to notice that for the figures we have used in the illustrative examples the number of dots per inch along the screen is approximately the same in either direction, horizontal or vertical; hence the image will be reproduced with none of the usual line structure apparent. ${ }^{6}$
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## A-3. Dot Interlace

We may now consider the more complex system involving the principle of dot interlace, which is a further extension of the sampling concept. In (hapter 2 we saw that sampling of one-half a picture per field by means of the 2-to-1 vertical-interlaced raster yielded a 50 per cent saving in bandwidth. We shall see that, in the present case, a sampling of dots along a line will permit transmission of twice the amount of detail in a given bandwidth. This is not in contradiction to the Ilartley law because the sampling process halves the picture rate. That is, under commercial line-scanning standards, only 15 , rather than 30 , complete pictures will be transmitted each second.

In essence the dot interlace system samples every other picture element in one frame. In the next frame the remaining elements that were not covered in the first frame are sampled. We must assume for purposes of analysis, then, that the picture remains unchanged over two successive frames. This restriction is purely of a mathematical $n$-ture and is not a real restriction in the practical application of the dot interlace technique.

Since our purpose is to demonstrate that dot interlace permits transmission of greater detail within a given bandwidth, we shall consider how the system operates at two video modulating frequencies, $f$ and $f_{1}$, defined by
and

$$
\begin{gather*}
f<\frac{f_{s}}{2}  \tag{A-6a}\\
\frac{f_{s}}{2}<f_{1}<f_{s} \tag{1-6b}
\end{gather*}
$$

where $f_{s}$ is the sampling frequenc $y$.
Consider, first, the analysis for the lower frequency $f$. For the commercial standards this will be any frequency up to 4 mc , and the sampling frequency will be 8 mc . Let the video information be given by eq. (A-1). For the first frame the operation of the sappling switch is given ly eq. (A-2). In the second frame, however, the samples lie midway between those of the first frame; hence, the operation of the switch in the second frame will be expressed by:

$$
\begin{align*}
e_{s 2}(l) & =\delta f_{s}\left[1+2 \sum_{n=1}^{\infty} a_{n} \cos n\left(\omega_{s} l+\pi\right)\right] \\
& =\delta f_{s}\left[1+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} l\right]
\end{align*}
$$

It may be shown quite readily, that if the sampling process is applied to the video information, and the sampled output passed through a filter having a cutoff frequency of $f_{s} / 2$, the output from cither frame will be identical to the original modulating signal, except for a constant factor $\delta f_{s}$. This checks our previous results: A signal extending up to 4 me may be transmitted over a 4 -mc bandwidth even though it has been sampled and filtered.

The signals are sampled at the receiver again. The sampled output for the first frame is given by (.A-3) times $\delta f_{s}$. To find the output of the sampler during the second frame we multiply the original signal $(A-1)$ by $(A-7)$ and the modifying factor $\delta f_{s}$ to obtain

$$
\begin{aligned}
e_{o 2}(t)= & E\left(\delta f_{s}\right)^{2}\left[1+m \cos \omega t+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t\right. \\
& \left.+2 m \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} l \cos \omega t\right] \\
= & E\left(\delta f_{s}\right)^{2}\left\{1+m \cos \omega t+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t\right. \\
& \left.+m \sum_{n=1}^{\infty}(-1)^{n} a_{n}\left[\cos \left(n \omega_{s}+\omega\right) t+\cos \left(n \omega_{s}-\omega\right) t\right]\right\}(.1-8)
\end{aligned}
$$

The two signals are then passed through a filter of cutoff frequency $f_{s}$ and applied to the CR'V grid. In the filter all frequencies greater than $f_{s}$ are suppressed. The remaining signal components for the two successive frames are displayed on the fluoreseent screen where, because of the phosphor decay time and retina retentivity, they are effectively added. Thus the final signal displayed on the tube is the sum of the filter output over two surcessive fields:

$$
\begin{align*}
e_{\rho 1}+e_{\rho 2} & =E\left(\delta f_{s}\right)^{2}\left[1+m \cos \omega t+2 a_{1} \cos \omega_{s} t+m a_{1} \cos \left(\omega_{s}-\omega\right) t\right] \\
& +E\left(\delta f_{s}\right)^{2}\left[1+m \cos \omega t-2 a_{1} \cos \omega_{s} t-m a_{1} \cos \left(\omega_{s}-\omega\right) t\right] \\
& =2 E\left(\delta f_{\delta}\right)^{2}(1+m \cos \omega t) \tag{A-9}
\end{align*}
$$

This shows that the original modulation corresponding to a d-c component with a superimposed component of frequency, $f$, that is less than one-half of the sampling frequency, is reproduced on the CRT unmodified except by a constant factor $2\left(\delta f_{e}\right)^{2}$. This completes the analysis for the low-frequency component.

We next consider the analysis for a high frequency $f_{1}$, defined by eq. (A-6b). In terms of our previous numerical example, $f_{1}$ represents any of those frequencies which lie between 4 and 8 mc that would not be transmitted in the conventional television system. In all the work that follows, numerical subscripts will be used to indicate in which frame a given equation applies. The camera signal which is assumed to be the same in both frames is given by

$$
\begin{equation*}
e_{r}(t)=E\left(1+m \cos \omega_{1} t\right) \tag{A-10}
\end{equation*}
$$

Then the output of the sampler during frame 1 will be

$$
\begin{align*}
& e_{o l}(t)=E \delta f_{s}\left\{1+m \cos \omega_{1} t+2 \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right. \\
& \left.\quad+m \sum_{n=1}^{\infty} a_{n}\left[\cos \left(n \omega_{s}+\omega_{1}\right) t+\cos \left(n \omega_{s}-\omega_{1}\right) t\right]\right\} \tag{A-11}
\end{align*}
$$

and during frame 2 it will be [hy multiplying eq. (A-10) by (A-7)]

$$
\begin{align*}
\epsilon_{o 2}(t) & =E \delta f_{s}\left\{1+m \cos \omega_{1} t+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t\right. \\
& \left.+m \sum_{n=1}^{\infty}(-1)^{n} a_{n}\left[\cos \left(n \omega_{s} t+\omega_{1}\right) t+\cos \left(n \omega_{s}-\omega_{1}\right) t\right]\right\} \tag{A-12}
\end{align*}
$$

As we have seen before, the sampler output is passed through a lowpass filter having a cutoff frequency of $f_{s} / 2$. Now since $f_{s} / 2<f_{1}<f_{s}$ we notice that

$$
\begin{array}{lll}
\left(n \omega_{s}+\omega_{1}\right)>\frac{\omega_{s}}{2} & \text { for } & n \geq 1 \\
\left(n \omega_{s}-\omega_{1}\right)<\frac{\omega_{s}}{2} & \text { for } & n=1  \tag{1.13}\\
\left(n \omega_{s}-\omega_{1}\right)>\frac{\omega_{s}}{2} & \text { for } & n>1
\end{array}
$$

Therefore the filter output which is delivered to the communication channel in each case will be

$$
\begin{equation*}
e_{c 1}(t)=E \delta f_{s}\left[1+m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t\right] \tag{A-14}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{r 2}(t)=E \delta f_{s}\left[1-m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t\right] \tag{A-15}
\end{equation*}
$$

The last two equations show the basis of the dot-interlace system. They show that those signal components between 4 and 8 mc are also transmitted over a $4-\mathrm{mc}$ bandwidth in the form of a lower sideband corresponding to a sub-carrier of 8 mc , the sampling frequency. We must continue the analysis to see if these high-frequency components are restored properly at the receiver CRT. In the receiver the incoming signal is sampled again at the same rate and for the same interval that it was at the camera. Thus for field 1 we have

$$
\begin{align*}
& e_{1 o}(t)= e_{s 1}(t) e_{c 1}(t) \\
&= E\left(\delta f_{s}\right)^{2}\left[1+m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t+2 \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right. \\
&\left.+2 m a_{1} \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t \cos \left(\omega_{s}-\omega_{1}\right) t\right] \\
&=E\left(\delta f_{s}\right)^{2}\left\{1+m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t+2 \sum_{n=1}^{\infty} a_{n} \cos n \omega_{s} t\right. \\
&+m a_{1} \sum_{n=1}^{\infty} a_{n}\left[\cos \left(\overline{n+1} \omega_{s}-\omega_{1}\right) t\right. \\
&\left.\left.+\cos \left(\overline{n-1} \omega_{s}+\omega_{1}\right) t\right]\right\} \tag{A-16}
\end{align*}
$$

and for the second field
$e_{2 o}(t)=e_{82}(t) e_{c 2}(t)$
$=E\left(\delta f_{s}\right)^{2}\left[1-m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t\right.$

$$
\begin{gather*}
\left.-2 m a_{1} \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t \cdot()_{s}\left(\omega_{s}-\omega_{1}\right) t\right] \\
=E\left(\delta f_{s}\right)^{2}\left\{\begin{array}{l}
1-m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t+2 \sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n \omega_{s} t \\
-m a_{1} \sum_{n=1}^{\infty}(-1)^{n} a_{n}\left[\cos \left(\overline{n+1} \omega_{s}-\omega_{1}\right) t\right. \\
\left.\left.+\cos \left(\overline{n-1} \omega_{s}+\omega_{1}\right) t\right]\right\}
\end{array} \quad(\mathrm{A}-17)\right.
\end{gather*}
$$

As we have seen previously, these sampled outputs are now passed through a filter having an $f_{s}$ cutoff and added on the ('IR'T. Thus the final signal on the tube grid is

$$
\begin{align*}
\epsilon_{g 1}+e_{y 2}= & E\left(\delta f_{s}\right)^{2}\left[1+m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t\right. \\
& \left.+2 a_{1} \cos \omega_{s} t+m a_{1}{ }^{2} \cos \omega_{1} t\right] \\
+ & E\left(\delta f_{s}\right)^{2}\left[1-m a_{1} \cos \left(\omega_{s}-\omega_{1}\right) t\right. \\
= & \left.-2 a_{1} \cos \omega_{s} t+m a_{1}{ }^{2} \cos \omega_{1} t\right]
\end{align*}
$$

The only factor that affects the original modulation is $a_{1}{ }^{2}$. We originally specified, however, that $\delta$ is a small fraction of the sampling period $1 / f_{s}$; therefore $a_{1}$ may be seen to be nearly 1 from eq. (A-2). Comparison of equs. (A-9) and ( $\mathrm{A}-18$ ) shows that the dot interlace treats all components up to 8 mc in the same manner. We have also seen from eds. (A-14) and (A-15) that these components are transmitted over a 4 -mc bandwidth. This, then, is the advantage of the dot interlace system of picture transmission. .ts compared to the conventional system it permits transmission of twice the amount of detail in the same bandwidth. The time of transmission for a complete frame is doubled.

It should be mentioned in conclusion that a transmitted signal which is generated by a dot-interlace scanning system is amenable
to reception and reproduction by a conventional television set provided, of course, that the standard number of lines and frame frequency are used at the camera end of the system. It is for this reason that there is hope in some quarters that the transmission standards in this country will be modified to include dot interlace. Such a change will permit new receivers that incorporate a sampler and filter to reproduce a picture of higher resolution without rendering obsolete any receivers of the present design.

## A-4. Dot Interlace and Multiplex ${ }^{7}$

The advantages of the dot interlace technique are probably most apparent when dot interlace is combined with a multiplexing system. We have already seen how this combination is effected in a color television system that was discussed in sections $18-22$ and $18-23$; hence we shall review only the outline of the method. In tricolor transmission three signals, one for each of the primary colors, are developed. The sampling switch is arranged to sample the three color channels in time. 'This is the multiplexing part of the system. Furthermore, the sampling rate is so high that only one picture element at a time is sampled in each channel. Thus the two methods are combined to permit the transmission of samples of three color channels over a 4 -mc bandwidth and to make possible the reproduction of a picture whose video components extend $n \mathrm{p}$ to 8 mc .
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## PROBLEMS

2-1. The deflection circuits in a telerision receiver are adjusted so that the entire circular screen of the cathode-ray tube is used for reproducing the picture. Calculate what percentage of the image is lost in this type of presentation.
2-2. The deflection circuits in a television receiver are adjusted so that the width of the picture is equal to the diameter of the circular cathode-ray tube sereen. Calculate what percentage of the image is lost in this type of presentation.

2-3. A television system requires a 4-mc bandwidth to transmit a certain image at a picture repetition frequency of 30 per second. A comparable facsimile system using the same number of lines transmits the same picture in 10 minutes. What bandwidth is required?

2-4. It is proposed that the horizontal scan in a television system be sinusoidal rather than saw-tooth in order to reduce the problem of flyback. Criticize the proposal from the point of view of picture reproduction.

2-5. Draw a sketch showing the effect on the samning lines of a 60 -cycle ripple component in the vertical deflection system. A 2:1 interlaced scan is used. The frame frequency is 30 per second. How will the ripple component affect the reproduction of detail in the reproduced image?

2-6. Explain why adjacent lines overlap near the edges of the pattern when the bidirectional scan of Fig. 2-6b is used. What difficulty in picture reproduction does this overlapping cause?

2-7. It is proposed that a saving in bandwidth without loss of resolution results if vertical scanning lines are used instead of horizontal lines. (See Fig. 2-7.) The proposal is based on the statement that in either case the number of lines is directly proportional to the pieture dimension nomal to the line direction. Criticize the proposal.

2-8a. Sketch the positions of successive odd-field lines due to 60-cycle modulation of a 24 -frame-per-second picture.
b. In a 10 -in. wide picture using 500 active lines what will be the maximum peak-to-peak motion of a scanning line in successive odd fields? Assume a horizontal ripple deflection of 0.25 of the spacing between adjacent lines.

3-1. A rectangular scaming raster of $\frac{4}{3}$ aspect ratio is to be produced on the face of a 7.JP4 cathode-ray tube operating at an accelerating potential
of 5500 volts. Calculate the peak values of horizontal and vertical deflecting voltages required to make the raster as large as possible.

3-2. Calculate the peak values of the horizontal and vertical deflecting voltages to produce a pirture of the type described in problem 2-2 on a 10 HP 4 cathoderay tube. The accelerating potential is 6000 volts. If the transmitted picture is of standard aspect ratio, what will be the height of the raster on the 10H1P4?

3-3. Discuss the effect of moving the focusing coil axially along the neck of a cathode-ray tube.

3-4. A certain deflection yoke used in conjunction with a 3 -in. monitoring cathode-ray tube operating at 800 volts accelerating potential is found experimentally to have the following deflection sensitivities:

> Vertical coil: $\quad$ is ma/in.
> Horizontal eoil: 78 ma . in .

What peak values of deflection current are required to produce a picture of standard aspect ratio and a diagonal of 3 in . on the monitor operating at 1000 volts for greater picture brightness?
3-5. The normal height of the image reproduced on a type 14 BP 4 rec-tangular-face cathode-ray tube is $\delta_{\frac{1}{2}} \mathrm{in}$. A deflection yoke $\overline{5} 5$ (cm long is centered on the nerk of the tule at a point $10 \frac{1}{2}$ inches from the fluorescent screen. The effective width of the deflecting field is $5 . \overline{5} \mathrm{~cm}$; the accelerating potential is 12 kv . Calculate the ampere-turns required to produce normal picture height. Assume the deflection field is uniform.

3-6. A television receiver uses a 15 DP 4 cathode-ray tube which is of the bent-gun type. The magnetic field for the ion trap is furnished by two permanent magnets held to the nerk of the tube by spring clips. It is found that no raster appears on the screen. In what mamer might this trouble be due to improper placement of the magnet assembly? Suggest probable remedies.

3-7. A type 16YP't cathode-ray tube requires a peak-to-peak angular deflection of $70^{\circ}$ to produce a scamning line of normal width. The deflection voke is to be centered on a point 11 in . from the tube face which may be assumed flat. Lsing a point-by-point method, calculate the wave form of deflection current required to give constant scamning velocity along a line.

3-8. A 3:1 interlaced scanning raster is to be considered. Draw the lines for three consecutive fields and the horizontal and vertical deflection romponents. Assume a lo-line system with zero flyback in both directions. Is there any adrantage in having the total mumer of lines an odd integer in this case? List the principal advantages and disadvantages of the system.

3-9. Draw the block diagram of the timing unit required to provide proper synchronization in a $3: 1$ interlaced scam. I ablel the frequency of
each oscillator and frequency-divider output. Assume 520 lines and 30 frames per serond.

3-10a. Under current transmission standards the horizontal blanking interval is 0.16 H . What maximum value of horizontal flyback ratio at the receiver will permit the retrace to be completed within the blanking interval?
b. The vertical blanking interval has a duration of 0.05I . What maximum value of vertical flyback ratio may be used?

3-11. Assuming an ideal checkerhoarl pattern to be transmitted, derive an expression for the rate at which pirture elements are being transmitted in terms of number of lines, aspect ratio, blanking ratios, frame frequency, and utilization ratio.

3-12. Beginning from eq. (3-20) derive an expression for the deflection sensitivity, $D / I$, in terms of the inductance of a deflection coil.

4-1. Derive eq. $(4-\overline{7})$ without using the superposition theorem.
4-2. In a 525-line. 2:1 interlared, (i) field/ser scan, the sweep generator is designed for a maximum departure from linearity of $2 \%$. If the vertical blanking ratio is $1 / 19$, what is the maximum displacement of any line from its normal position in an 8 by 10 -in. raster? Assume that the deflection amplifiers are linear. Will the crowding of lines occur at the top or the bottom of the pieture?

4-3a. Design a saw-tooth generator using a 6aN7 discharge tube to meet the following specifications: Linearity within $\pm 1 \%$, supply voltage 300 volts, charging interval 16 millisec, flyback ratio of $1 / 19$.
b. The saw-tooth output is to be amplified and delivered to a 7JP4 cathode-ray tube. What gain is required in the amplifier to produce a $3 \frac{1}{2}-\mathrm{in}$. deflection?
4-4. The deflertion factor of a 7 EP 4 rathole-ray tube is 95 volts/in. The output of a saw-tooth generator is fed through a push-pull voltage amplifier to produce a 5.6 -in. sweep on the $7 \mathrm{EP}^{2}$. The constants of the saw-tooth generator are $C=500 \mu \mu \mathrm{f}, R=1 \mathrm{Meg}, E_{b}=250 \mathrm{v}$. The synchronizing signal frequency is 15.75 kc and the flyback ratio is $1 / 10$.
a. Calculate the required gain per tube in the amplifier.
b. Calculate the maximum departure from linearity in the saw-tooth signal. Assume no distortion in the amplifier.
4-5. A thyatron-controlled saw-tonth generator is to be used to provide the vertical som in an unsynchronized helter-skelter sam system. The nominal vertical saming frequency is fit per second. An 884 is to be used.
a. Design the sweep generator to provide linearity within $\pm 1 \%$. Speeify the thyratron grid voltage required for a supply voltage of 250 volts. The tube drop of the 884 is 16 volts and its control characteristic is given by:

| $e_{b}$ | 300 | 170 | 92.5 | volts |
| ---: | :---: | :---: | :--- | :--- |
| $-e_{c}$ | .30 | 17.5 | 10 | volts |

b. What nominal blanking interval should be used? Neglect ionization and deionization times.

4-6a. Design a free-rumning multivibrator to run at 60 cyeles. The cutoff interval of one section is to be 19 times that of the other. A 6SN7 is to be used and a plate supply voltage of 300 volts is available.
b. Calculate and plot the voltage wave forms appearing on both grids and both plates.

4-7. What is the per cent crror in the frequency of the multivibrator in problem 4-6 as calculated by the order-of-magnitude equation (4-42)?

4-8. The multivibrator of problem $4-6$ is synchronized by positive pulses delivered from an infinite impedance source to the appropriate grid. If the synchronizing pulses occur at 15 -millisec intervals, what must be their minimum amplitude for synchronization to occur? State the assumptions made in arriving at your answer.

4-9a. Design a multivibrator to operate at $\overline{5} \mathrm{kr}$ with $\tau_{2} / \tau_{1}=2$. Use a (6SN7, $E_{b b}=250$, and equal phate resistors of $100,(0) 0$ ohms.
b. Design a syme input system for the multivibrator. The sync frequency is i) kr . Do not change $\tau_{2}$. Redesign the multivibrator if necessary so that it operates with the proper duty cycle when synchronized.

4-10. A certain application requires that a multivibrator deliver a square wave with $\tau_{1}=\tau_{2}$. It is suggested that the addition of a resistance of proper value in series with each of the condensers $C_{1}$ and $C_{2}$ will improve the wave form. Discuss this suggestion and derive the necessary design equations.

4-11. Wvaluate the circuit constants for the circuit of Fig. 4-19 to meet the following requirements:

\[

\]

GSN7's are used throughout.
4-12. Derive the design equations for the saw-tooth generating circuits of Fig. $4-22 b$ and $c$. Be sure to account for the effert of the sync injection circuits.

4-13. A kit for building a television receiver has two blocking oscillator transformers:

## Transformer A

Primary to secondary turns ratio = 1: 2 .
Secondary inductance $=.02$ henry.

## Transformer $B$

Primary to secomdary turns ratio $=1: 4$.
Primary inductance $=1.2$ henry.

Which unit should be used in the horizontal deflection system? lixplain.

4-14. The circuit of Fig. 4-25 is used to develop the vertical sweep signal in a television receiver. Assume a rasonable cutoff-interval for the tube and calculate typical values for $R_{4}, C_{4}, C_{g}$, and $R_{i g}$.

4-15. Measurements performed on the vertical deflection coils of a yoke yield the following data:

$$
L=43 \mathrm{mh} . \quad Q=4.5 \text { at } 1 \mathrm{kc} .
$$

It is further determined that this coil in conjunction with a 7 -in. CRT operating at rated voltage gives a deflection factor of $17.85 \mathrm{ma} / \mathrm{in}$. If this coil is driven by a triode-connected 6F6 through a $2: 1$ ideal transformer, calculate the shape and magnitude of the grid voltage required for the 6 F 6 to produce a 4-in. vertical deflection on the CRT.

4-16. Design a trapezoidal generator to drive the circuit of problem 4-15. A 6SN7 is to be used with a supply voltage of 250 volts. Neglect flyback effects.

4-17. Modify the design equations for a trapezoidal generator to take into account shunt damping resistance across the deflection coils.

4-18. If shunt resistance damping is used in the 30 -frame-per-second deflection system which is designed in section 4-12, what average power would be dissipated in the damping resistor? Is it necessary to recalculate the peak value of yoke current to determine the answer?

4-19. The horizontal deflection coils and output transformer of a television receiver have a natural resonant frequency of 75 kc which represents approximately the highest figure obtainable in current practice. If resistance damping is used with these components, will flyback occur within the $10-\mu$ sec horizontal blanking interval specified by U. S. standards? What other features of resistance damping would make its use in this application undesirable?

4-20. Explain the operation of the voltage tripler shown in Fig. 4-52. Remember a pulse, not a sine wave, is applied. Consider the operation during the pulse and inter-pulse periods.
$4-21$. Verify eq. (4-83).
4-22. Explain why a given value of $C_{s}$ has a greater effect on the flyback time when used in the circuit of Fig. 4-44a than in the circuit of Fig. 4-44b.

4-23. Explain why a change in the value of $R_{d}$ in Fig. 4-50 affects the linearity of only the first half of the scan.

4-24. In Fig. 4-50 what portion of the sweep is affected by adjustment of $L_{1}$ ? Explain briefly.

4-25. Derive an expression for the flyback time of a deflection system which employs shunt resistance damping.

5-1. In the facsimile system of Fig. 1-7 one sam over the entire picture ocrurs over a spiral path. Can the output signal be represented by a Fourier serios? If so, is a one- or two-dimensional expansion required?

5-2. A rectangular aperture has a uniform response 1 . It length is $2 c$ in the $\xi$ direction, and its width is $2 d$ in the $\eta$ direction. Calculate and plot the aperture admittance.

5-3. Repeat problem 5-2 for a circular aperture of constant response.
5-4. It may be demonstrated mathematically that the most objectionable extraneous component in a sanned image may be eliminated by using a rectangular aperture of uniform response such that

$$
|\mu|=1 \quad \text { for } \quad k=0, l=0 \text {. }
$$

Iiscuss how this aperture eliminates the component on a physical basis.
5-5. The effective aperture on a CRT is circular and may be assumed to leave a $\cos ^{2} \theta$ variation of intensity across the width of a scanned line. If the spot radius is adjusted so that adjacent lines overlap each other a distance equal to the spot radius, a flat field is obtained. Demonstrate this analytically. What objection would arise to this overlap as far as vertical resolution is concerned?

5-6. From physical considerations why is it logical that $\boldsymbol{B}_{k}^{\prime}$ is proportional to $V_{p}$, the vertical scanning interval? (See section $5-11$.)

6-1. Derive an equation relating the foot-candle to the meter-candle.
6-2. A certain scene which is being televised has an average illuminance of 80 foot-candles. Assuming the average reflection coefficient to be 0.8 , ralculate the average illuminance of a photocathode on which the scene is focused by an $\mathrm{f} / 4.5$ lens. State the assumptions made in calculating your answer.

6-3. Derive an expression for the illuminance required on the cathode of the phototube used with a flying-spot scanner to produce a given signal-tonoise ratio. The shunt capacitance across $R_{o}$ is not negligible.

6-4. An image dissector has a 3 by 4 -in. photocathode. a. Calculate the aperture size required to give equal vertical and horizontal resolutions and a figure of merit of 100,000 .
b. For what number of active scanning lines should the associated sranning system be designed?
c. If the dissector has a three-stage electron multiplier, each with secondary emission ratio 3 , calculate the illuminance in foot-candles required at the photocathode to produce an output current of $4.5 \times 10^{-9} \mathrm{amp}$. The luminous sensitivity of the photocathode is $20 \mu \mathrm{~mm}$ )/lumen.
d. Calculate the shot noise present in the output over a 4.5 -me halfpower bandwidth.

6-5. When the output from an image dissector is viewed on a monitor tube, it is found that the entire image is twisted through a slight angle relative to the horizontal sanning lines in the monitor. What is the most probable cause of this effert on the image dissector? Explain your answer.

6-6. Does the output of an image dissector have a fixed black level? Explain.

6-7. A commercial type iconosope operates into a coupling resistance of 10,000 ohms which resistor is at room temperature. Calculate the required mosaic illuminance to give a signal-to-noise ratio of $20: 1$ within a 4.j-me half-power bandwidth.

6-8. Demonstrate that a parabolic shading voltage may be developed by integrating a saw-tooth wave of proper frequency. Assume the average value of the saw-tooth to be zero.

6-9. Draw the circuit diagram of a babaned modulator to be used for keystone correction in an iconoscope. Show the wave forms of all applied voltages. Is there any need for balancing out a spurious field frequency component in the output?

6-10. Diseuss the possibility of using magnetic rather than electrostatic deflection for the vertical deflection in the orthiconoseope tube.

6-11. Explain why saturated photoemission is not possible in the ieonoscope due to space charge limitation.

6-12. Why does no problem of space charge limitation occur at the photor cathode in the orthicon tube?

6-13. Is it possible for the return beam in the orthiconoscope to retrace the path of the incident beam? Lxplain.
6-14. Derive an expression for the maximm useful electron multiplier multiplication, $m$. corresponding to a given beam current in the image orthicon.

7-1. Discuss the adaptability of transformer-coupled and resistancecoupled voltage amplifiers to broadband video amplification.

7-2. Discuss the relative merits of trionles and pentodes for use in video amplifiers.

7-3. Derive Küpfmüller's rule for $\tau_{r}$ defined as the rise time between the $10 \%$ and $90 \%$ response values for the ideal low-pass amplifier.

7-4. Explain why the figure of merit defined in $(7-71)$ is not equal to the gain bandwidth product of an amplifier using a four-terminal coupling network.

7-5. The delay characteristic rather than phase shift is generally plotted for a video amplifier. Derive a relationship for $\tau$ in terms of $\theta_{2}$ and $f_{2}$.

7-6. The condition of maximal flatness in a video amplifier uses the largest degree of compensation without having the amplification-rs.-frequency curve go through a peak. It is satisfied if

$$
\frac{d^{2} A}{d f^{2}}=\frac{d A}{d!}=0
$$

By performing the necessary differentiation. show that this condition is the same as Case II in section $7-9$.

7-7. Calculate and plot the steady-state amplitude and delay characteristies for an m-derived, shunt-peaked amplifier for the two conditions:

$$
\begin{array}{ll}
\text { A. } \quad R_{1}=\frac{0.295 \times 10^{6}}{f_{c} C_{s}} ; \quad L=0.41+\times 10^{-6} C_{s} R_{1}^{2} ; \quad C_{1}=0.352 C_{s} \\
\text { B. } \quad R_{1}=\frac{0.255 \times 10^{6}}{f_{c} C_{s}} ; \quad L=0.296 \times 10^{-6} C_{s} R_{1}^{2} ; \quad C_{1}=0.125 C_{3}
\end{array}
$$

where $f_{\mathrm{r}}=$ highest frequency to be amplified, and $c_{1}$ is the shunt caparitance across $L$. From your results state the advantage of each design condition.

7-8. A video amplifier is being tested by the square-wave method. It is observed that the response exhibits excessive overshoot. The value of compensating inductance may be changed by moving the powdered iron core of the inductor. Should the core be moved into or out of the coil to remedy the overshoot? Explain.

7-9. A resistance-coupled amplifier using a 6 AC 7 is found to have an upper half-power frequency of 1 me when a plate load resistance of 6000 ohms is used. The amplifier is to be converted for video operation. Specify the value of load resistance and shunt compensating inductance to be used to give a satisfactory transient response and a 4 -me bandwidth.

7-10. D. A. Bell (Wireless Engineer, July 1943) has suggested that the transient response of the ideal amplifier may be calculated by considering unit function to be the limiting value as $T$ approaches infinity of one cycle of a $50-50$ square pulse, average value zero, and of period $T$. Under this assumption the amplifier output is

$$
\begin{aligned}
& e_{o}(t)=\frac{2 A}{\pi} \int_{0}^{\omega_{e}} \frac{\sin \omega\left(t-\tau_{d}\right)}{\omega} d \omega \cdot t>0 \\
& e_{0}(t)=0 \text { for }^{\circ} t<0
\end{aligned}
$$

Plot this response and show why it is nearer to physical reality than the response shown in Fig. 7-8h.

7-11. Verify eq. (7-10:3).
7-12. Design a 4-me. 3-stage video amplifice suitable for television use. All stages are to be identieal. I'se type 6AC7 tubes, and simple shunt compensation.

7-13. Repeat problem 7-12 but use series compensation. State the relative merits of the two types of compensation for this design problem.

7-14. Calculate and plot the steady-state and transient performance of the anmplifier shown in Fig. 7-25.

7-15. Using the steady-state curves of Figs. 7-10 and 7-12, compare in a qualitative fashion the transient response of a Freeman-schantz eompensated amplifier and a shunt-rompensated amplifier of $K=0 . \overline{0}$.

7-16a. Plot $A_{h} / A_{m}$ vs. $y$ for the range $0.5 \leq y \leq 1.5$ for a series-compensated amplifier.
b. Using this curve as a basis. compare the transient response of the series-compensated amplifier with that of the shunt-compensated amplifier with $K=0.44$.

7-17. Construct a table giving the following values for a shunt-compensated amplifier with $K=.5$. a series-compensated amplifier, and a seriesshunt compensated amplifier: shunt $L$. series $L, R_{1}, A_{m} / A_{m}$ (uncompensated), $A_{/ 2} / A_{m}$, and $\Delta \tau$, the departure from constant delay at $f_{2}$.

7-18. By the use of Thevenin's theorem, reduce the equivalent high-band circuit of a video feedback doublet (Fig. $\overline{7}-29 /$ ) to a generator $g_{m 1} E_{01}$ shunted by an impedance, feeding a parallel load of $C_{s 2}$ and $R_{1}$. On the basis of this equivalent circuit, explain how high-band compensation takes place.

7-19a. Design a shunt-compensated video amplifier, $K=0.5$, for a top video frequency of 4 mm . I'se a $6 \mathrm{~A}^{\prime} 7$ and assume a $C_{\text {s }}$ of $24 \mu \mu \mathrm{f}$.
b. Calculate and plot the amplitude and delay characteristics in the mid- and high-frequency bands.

7-20a. Compensate the amplifier of problem 7-19 so that the lower halfpower frequency is 40 rycles. Neglect degenerative effects of the cathode and screen grid.
b. Calculate and plot the low-hand response, taking into account cathode and screen effects.

7-21. A d.e. restorer employing a $1-\mathrm{V}$ tube has the following values.

$$
R=1 \text { Meg, } \quad R_{g}=5 \mathrm{k} \text {-ohm, } \quad R_{d}=4 \mathrm{k} \text {-ohm, } \quad r^{\prime}=.1 \mu \mathrm{f} .
$$

Caleulate the bias developed for an applied voltage of 30 volts peak, of width $5 \mu \mathrm{sec}$, and of repetition rate 15.75 ke .

7-22. Design a cathode follower to match a 52 -ohm coaxial cable. Use a blocking condenser to isolate d.c. from the cable. Be sure to adjust for proper bias on the tube.

## 8-1. Analyze the paraphase amplifier of Fig. 8-6.

8-2. Is it possible in the paraphase amplifier of Fig. 8-6 to compensate for the difference in grid voltages by adjustment of the two plate load re-
sistances? If it is, derive an expression relating these load resistances so that both output voltages have the same magnitude.

8-3. Explain how the use of push-pull deflection in the CRT permits a fair degree of non-linearity in sweep voltages. Would this be of particular advantage in the Type I closed system? Explain.

8-4. Explain how the horizontal sweep circuits in the Type III closed system are protected from the vertical sync pulse.

8-5. It is proposed to design a simple closed television system utilizing a minimum number of parts. Two commercial cathode-ray oscilloscopes are available. one of which is to be used as a flying-spot scanner, and the other as a receiver. Swrep voltages are to be generated by the two sweep circuits internal to the oscillosoopes. Draw a diagram of the complete system. siving cireuit values for all components not in the oscilloseopes. State what modifications, if any, need be made in the oscilloscopes and what provisions, if any, need be made for synchronization. Give some thought to delay problems arising from the location of the two sweep generators, one at each and of the system. To what form of subject matter is transmission over this system limited?

10-1. Flatness of field may he achieved by adjusting the viewing distance from the sercen because of the limited visual acuity of the eye. Derive an expression for viewing distance, in terms of picture height and the number of artive lines, which just allows adjacent scanned lines to be resolved. Assume that the eye can just resolve to points separaterl by 1 minute of arc.

10-2. Criticize the use of a checkerboard pattern as a subject for checking resolution in a television system. It is recommended that the eriticism be based on the problems of reproducing a repetitive function or a pulse.

10-3. Discuss the reasons why the horizontal-resolution curves of Fig. 10-7 resmble the transient-response curve of an amplifier.

10-4. Derive the relationship between the arbitrary units of $I$ and $I$ in Fig. 10-8 and the units of the same quantities in the preceding figures.

10-5. Make a calibration chart for lines of resolution and effective bandwidth for the wedges shown in the test pattern of Fig, 10-!.

10-6. Explain how "smearing" of the station call letters in a received test pattern indicates poor transient response in the system.

10-7. Criticize the test patterns of Figs. 10-9 and 10-10 for their ability to show if the CRT spot is defocused as it moves away from the center of the sereen.

10-8. Explain why receiver defects are more noticeable when test pattern, rather than normal program material, is being received.

11-1a. Derive the output voltage equations for a differentiating circuit and for an integrating cireuit, each using a resistor-inductance combination.

11-1b. ('ompare the desirability of these circuits with their $R C$ counterparts.

11-2. Discuss the separation of horizontal and vertical sync pulses from the following point of view: differentiating circuits are sensitive to steepness and timing of leading edges; integrating circuits are sensitive to pulse width. Justify this manner of considering differentiation and integration.

11-3. It is found that a vertical sweep circuit which uses the circuit shown in Fig. 11-5 slips out of synchronization when a low-amplitude sync pulse is applied. Explain the reason for this. Explain the need for holding the sync amplitude within fixed limits in order to maintain synchronization.

11-4. Design a $5: 1$ counter rircuit using an 884 thyratron as the discharge device. The input is a $50-50$ square wave of 5000 cps . Use the following constants:

$$
E_{a}=250 \text { volts, } F_{b b}=250 \text { volts. } \quad \Delta E_{n}^{\prime} \geq 2 \text { volts. }
$$

See problem 4-5 for the thyratron control characteristic.
11-5. What objections are there to using a thyratron discharge device in a television sync generator counting circuit? What other form of disrharge device would be more satisfactory? Why?

11-6. Derive the equations for the shunt admittance presented by a reactance tube. Assume that the impedance of the $R C$ branch and $r_{p}$ are both large and that $\omega R C$ is small compared to 1 .

11-7. A reactance tube circuit is to be used to control the frequency of a tuned-plate oscillator. The reactance tube is a 6SJ7 whose $g_{m}-e_{c}$ characteristic for a plate voltage of 250 volts and a screen voltage of 100 volts is given hy

$$
\begin{array}{cl}
g_{m}=\left(3000+500 e_{c}\right) \mu \mathrm{mho} & \text { for }-\bar{i} \leq e_{c} \leq-1 \text { volt. } \\
R=1 \mathrm{Meg} & C=300 \mu \mu \mathrm{f}
\end{array}
$$

The self-bias on the (6.J7 is to be -3 volts. The oscillator tank condenser is $250 \mu \mu \mathrm{f}$.
a. What value of tank inductance is required to produre an oscillator frequency of 31.5 Ke when no external control voltage is applied to the (iS.J7?
b. Draw the circuit diagram giving all circuit values.
c. What range of frequency may be covered by applying a d-c control voltage from -2 to +2 volts to the 6S.J7 grid?

11-8. The comparator circuit of Fig. 11-19 feeds the reactance tube of problem 11-7, but the phase of the fol-cycle sinewave is reversed from that shown at $d$ in the figure. Will the control voltage developed across $C_{3}$ be of the correct polarity to correct the oscillator frequency? Fixplain. What changes could be made in the reactance tube circuit to remedy this condition? Explain.

11-9. Two 6s.J7's are connected in a voltage-adding circuit with a plate load resistance of 30,000 ohms. The plate supply voltage is 300 volts. Both sereens are operated at 100 volts and the bias on each tube is -3 volts.
a. Over what range of input voltage will the operation be satisfactory?
b. Two square waves, one of twice the duration of the other, are applied to the grids. Each has a peak-to-peak amplitude of I volt. Plot the output wave form.
c. Check your result using eq. (11-35).

11-10. An adding cireuit consists of a single pentode with grid-to-cathode resistor $R_{g}$, plato-to-grid feedback resistor $R_{f}$, and plate-to-cathode load resistance $R_{L}$. Two input signals which are to be added are applied to the circuit in the following manner: earh voltage in serios with a resistor $R$ is connected between grid and cathode.
a. Show that if $R_{f}=R, R_{a} \gg R$, and the gain of the stage without feedbark is large, the magnitude of the output voltage is equal to the sum of the two input voltages.
b. Compare the relative merits of this adder and that desoribed in the text.

11-11. Discuss the use of a pentagrid mixer tube as a voltage adder.
11-12a. Is it prossible to delay a square wave, of width $20 \mu$ ser and repetition frequency 15,750 per second, $10 \mu$ sec per section without appreciable distortion in a constant- $k$ artificial line? $R_{0}=50$ ohms. Explain.
b. What effect would the distortion have on the output wave form?

11-13. Design a constan1-k delay line to provide an overall delay of at least $2 \mu$ sec with a delay per section of $0.5 \mu$ ser. The nominal impedance is to be 52 ohms and the applifil square wave has a frequeney of 15,750 pulses per second and a pulse width of $20 \mu$ sers. T'se $m$-rlerived terminating halfsections.

11-14a. Design a phase-shift network for operation at 15.75 kc . A center-tapped, 6.3 -volt filament transformer rated at 10 amperes is available.
b. If a double-pole, double-throw switch is mounted on the potentiometer in the phase shifter, how may it be used to increase the range of phase shift?

11-15. The horizontal sync pulse from a syne generator is being checked on an oscilloscope employing a 15,750 -cycle sine-wave sweop. With the pulse centered on a $10-\mathrm{cm}$ base line, the width of the pulse at the $10 \%$ amplitude points measures 2.81 cm .
a. Does the pulse width lie within the tolerance limits specified by the F.C.C.?
b. By what per cent does the pulse width deviate from the nominal value of $0,08 \mathrm{H}$ ?

12-1. By extending eq. (12-29) show that vestigial sideband transmission introduces phase modulation of the carrier. This type of distortion causes trouble in receivers of the intercarrier type. What may be done at the transmitter to minimize this distortion?

12-2. Draw the rotating vector diagrams for the following systems of transmission: (a) double sideband, (b) single sideband, (c) vestigial sideband, assuming the lower sideband amplitude is one-half that of the upper sideband. Briefly discuss the problem of phase distortion of the carrier for each of the three systems.

12-3. The data for eq. (12-64) may also be derived by making the slopes of impedance vs. frequency equal for the lumped-constant resonant circuit and its transmission-line equivalent. Derive the necessary equations and verify the data.

12-4. Verify, by plotting, that the case $n=1$ in eq. (12-64) gives the closest agreement between the series resonant circuit and its transmissionline equivalent.

12-5a. Design a type A filter using coaxial line elements for channel No. 7. The characteristic impedance is to be 52 ohms. The inner diameter of the largest tubing available is 3 in .
b. If the breakdown voltage between conductors is 75 kv per in. what is the maximum voltage which may be applied to the filter input?

12-6. The delay between a video transmitter operating on channel No. 13 and its m-derived vestigial sideband filter is to be $.01 \mu$ sec or less in order to minimize the effect of signals reflected from the filter to the transmitter. What maximum length of lossless coaxial cable may be used to connect the two units? Carry out the calculations at the video carrier frequency.

12-7. Design an $m$-derived vestigial sideband filter for channel No. i. The inner diameter of the largest tubing available is 3 in . The input impedance is to be 72 ohms. Calculate and show all dimensions.

12-8. It is desired to build a Balun of the form shown in Fig. 12-23 for use with a transmitter operating on channel No. 5. The materials on hand are such that the ratio of the outer, quarter-wave sleeve to middle conductor diameter is $5: 1$. The input impedance between terminal $b$ and ground is to be the same at the two ends of the transmitted band, 76 me and 81.5 mc respectively.
a. Show that the sleeve length should be $\lambda / 4$ at the arithmetic, rather than the geometric, mean of the band.
b. What will be the impedance between terminal $b$ and ground at the ends of the band?
c. Would a Balun using this ratio of tube diameters give better performance on channel No. 13 than on channel No. 5 ? Explain.

13-1. Verify eq. (13-18).
13-2. Sketch typical wave forms for each of the monitoring positions shown in Fig. 13-13. Assume the monitor sweep frequency to be 15.75 kc in each case.

13-3. Sketch the wave form of the composite video signal as it would appear on a monitor that has a sweep operating at frame frequency.

13-4. Compare the expressions for power gain of grounded-plate and grounded-grid amplifiers operating in Class $A$. Neglect interelectrode capacitances. Compare these results for the amplifiers operating in Class $C$.

13-5. Compare the relative merits of the synchronized clamping circuit and the diode clamper. Discuss the feasibility of designing a synchronized damper employing a single triode driven from a synchronizing source. state in what respects its operation would be inferior to that of the circuit of Fig. 1:3-14.

13-6a. Design a 300 -ohm constant-resistance network.
b. It is determined that the high-wattage resistor used in the network has a shunt caparitance of $8 \mu \mu \mathrm{f}$. Which form of the network could be used to the best advantage? Explain.
c. In general will compensation be reguired if this network is used as the plate load of a video amplifier? Explain.

13-7. Design the parallel wire line plate load for the push-pull output stage of a video transmitter which is to be operated on channel No. 12. The total output capacitance is $7 \mu \mu \mathrm{f}$. Neglect the length of the plate leads within the tubes.

13-8. Design a broadband Balun for use in channel No. 5. The input coaxial lead has a characteristic impedance of 52 ohms. Choose constants so that the line-to-ground impedance is maximized.

14-1. A 72 -ohm receiving antenna is connected to 30 feet of 72 -ohm coaxial cable. Calculate the available noise power available at the output end of the cable which has an attenuation of 2.4 db . per hundred feet.

14-2. Calculate the available power gain for the grounded-plate. groundedgrid. and grounded-cathode stages. Neglect capacitances and grid leak resistances. From these results. which of the three connections would you choose for input stage of a receiver? Does this choice confirm the results of Chapter 14?

14-3. Verify eqs. (14-38) through ( $14-42$ ).
14-4. Calculate the available power gain and noise figure for a groundedcathode amplifier stage emploving a filf and the following constants:
6. $66: \quad I_{b}=8.5 \mathrm{ma}, \quad g_{m}=5.3 \times 10^{-3} \mathrm{mho}, \quad r_{p}=7100$ ohms.

$$
R_{A}=300 \text { ohms, } \quad R_{i}=300 \text { ohms, } \quad R_{L}=1000 \text { ohms. }
$$

Assume that conjugate impedance matches are maintained at all junctions.
14-5. Repeat problem 14-4 but replace the 6.56 by a $6 \mathrm{~A}\left(\frac{5}{5}\right.$ ) which has the following constants:

$$
\begin{gathered}
I_{b}=5.5 \mathrm{ma}, \quad I_{e 2}=1.6 \mathrm{ma}, \quad g_{m}=4.75 \times 10^{-3} \mathrm{mho} . \\
r_{p}=300,0000 \mathrm{ohms}
\end{gathered}
$$

14-6. Repeat problem 14-4 for the grounded-grid and grounded-plate connections.

14-7. Repeat problem 14-5 for the grounded-grid and grounderd-plate connections.

14-8a. Discuss the possibility of lowering the noise figure of a receiver by deliberately mismatching the antenna transmission line at the receiver input by means of a lossless transformer.
b. Why is such a procedure generally of little use in television work?

14-9. A single-ended R-F stage is to be designed. Compare the relative merits of the 6J6 triode and the 6AG5 pentode for use in the stage.

14-10. Discuss reasons for designing the R-F stage to be as narrow-band as possible. What compromises have to be made because of transient response requirements?

14-11. Discuss possible problems due to Miller effect in triode R-F stages.
14-12. In what television bands is image interference from the commercial FM band ( 88 to 108 mc ) most pronounced in a television receiver which employs a 26.4 -me visual I.F. frequency?

14-13. Explain how FM interference can produce black bars on the CRT of a television receiver.

14-14. A television receiver employs a 26.4 -me visual I.F. frequency. To what frequency should the plate load of the converter be turned? Stagger tuning is not used.

14-15a. Design a series-type trap to reject the $21.25-\mathrm{mc}$ component in a video I.F. amplifier system.
b. Design a shunt-type trap employing two condensers to reject the same frequency.
c. Derive an expression for the degree of reject in decibels of the 21.25 -mc component relative to the 25.75 component.

14-16. Explain why an AFC circuit is not necessary to provide noise immunity for the vertical sweep system.

15-1. Using the approximation $\omega+\omega_{o} \approx 2 \omega$, show that eq. (15-1) reduces to the arithmetic symmetry form. (See Footnote 1, Chapter 15.)

15-2. Derive an expression for the half-power bandwidth of a high- $Q$ single-tuned stage in terms of the circuit constants.

15-3. Three synchronously tuned, cascaded amplifier stages are to have an overall bandwidth of 4 mc . The center frequency is 25 mc . 6AK's are used.

$$
g_{m}=5000 \text { micromho, } \quad r_{p}=340,000 \text { ohms, } \quad C=12 \mu \mu \mathrm{f}
$$

a. Design the component stages.
b. Calculate the over-all gain of the amplifier.
c. The plate supply voltage for each stage is 120 volts. What maximum input voltage may be used with the amplifier?

15-4. Discuss the practical troubles which might arise in applying eqs. (15-1) and ( $15-4$ ) to a tuned amplifier that uses a trionde.

15-5. What gain may be realized from a single-tuned amplifier stage employing a $6 . \mathrm{AK}^{5}$ and having a half-power bandwidth of 3.5 mc ? Assume that the following stage also employs a GAKin.

15-6. A four-stage video I.F. amplifier consists of two groups of staggered pairs, the groups being synchronously tuned. The over-all bandwidth is 4.5 me and the center frequency is 24 me.
a. Design the four stages using 6AKis's.
b. Calculate and plot the over-all gain as a function of frequency.
c. What video I.F. should be used with this amplifier? Explain.
d. Design appropriate traps to give the response curve the proper shape.

15-7a. Design a staggered quadruple employing 6AK5's to have the same selectivity function as the amplifier in problem 1 :- 6.
b. What advantages are provided by the staggered quadruple amplifier over the other design with regard to stability, gain. and alignment?

15-8. Figure 12-8b shows the ideal shape of the video I.F. pass characteristic. For what integral value of $n$ does the selectivity function of eq. $(15-38)$ most nearly approach the ideal? Assume that trap circuits may be used to help shape the curve.

16-1. Derive eq. ( $16-4$ t $)$.
16-2. Explain the bending of a wave in terms of velocity if the refractive index of the atmosphere varies with altitude.

16-3. A television receiving antenna is located 15 miles from a transmitting antenna which radiates a peak signal of 12 kw in channel No. 6. The center of the transmitting antemna is 320 fect above the ground. At what height will the receiving antenna be in a field of 600) microvolts per meter?

16-4. A ghost is received on a television receiver. IDiscuss how you might tell if it is due to mismatch in the antenna-transmission line-receiver system or to a multiple-path transmission effect. Assume that the transmission line is 40 feet long.

16-5a. Calculate the lengths required in the antenna system of Fig. 16-8.
b. If the receiver to be used has a nominal input resistance of 300 ohms, suggest two methods of overcoming the mismatch problen at the receiver input.

16-6. I Design a 300 -ohm Yagi array for channel No. 13.

16-7. A receiver is located 4 miles from Station A at a relative azimuth of $0^{\circ}$. Stations $B$ and ( are located approximately 45 miles away at a relative azimuth of $10^{\circ}$. The channel assignments are as follows:

| Station | ('hannel |
| :---: | :---: |
| A | 11 |
| B | 4 |
| C | 7 |

a. Sperify the length and orientation of a folded dipole to give a goon compromise on reception from the three stations.
b. Recommend one form of array to better the reception. (iise reasons for your choice.

16-8. A receiver is located approximately midway between two transmitters of equal power operating in channels No. 5 and No, 6 , The airline distance between the transmittors is approximately 100 miles. Recommend a receiving antenna array which will allow either station to be received with a minimum of adjacent channel interference.

16-9. It is found that the input stage of a receiver located close to a transmitter is being overloaded. How should the situation be remedied? Assume the transmission-line and receiver input impedance are both 300 ohms.

16-10. Discuss the conditions under which a rhombic antenna may be used to advantage in television reception.

16-11. Draw the block diagram of a slave unit to be used with a com-mon-video master distribution system.

16-12. An apartment house has a master antenna and distribution system which is designed to feed six 300 -ohm-input reeeivers. No amplifiers are used. Each set is bridged across the main 300 -ohm feeder through two 750 -ohm resistors, one on each side of the line.
a. Sketch the distribution system.
b. Neglecting rable losses, calculate the signal required at the antenna to deliver a $50-\mu \mathrm{vol}$ t signal to each receiver.
c. Calculate the isolation in deribels hetween any two receivers. Neglect cable losses.
d. What maximum local oseillator voltage may be tolerated at the input terminals of any receiver so that the signal-to-oscillator voltage ratio at any other receiver is at least $10: 1$ ? Assume a $50-\mu$ volt signal voltage.

18-1. Will equal intensities of the three primaries shown in Fig. 18-5 reproduce white? If not, what relative intensities are required?

18-2. Using Fig. 18-4, determine the relative intensities of the three primaries

$$
X=0.1 . Y=0.11 ; \quad X=0.17, Y=0.8 ; \quad X=0.6, Y=0.39
$$

to synthesize the color $X=0.3, Y=0.4$.

18-3. Fxplain what primaries should be used in the Nkiatron system of rolor reproduction.

18-4. Consider the possibility of using time multiplex with the skiatron color system.

18-5. Discuss the feasibility of using the color switching scheme of Fig. 18-10b, with a switching rate higher than the field frequency. Consider the problem for camerat tubes of both the instantaneous and storage types.

18-6. Tabulate the relative merits and disadvantages of the several eolor synthesizing systems described in section 18-11.

18-7. Discuss means for utilizing a tricolor kinescope in a field-sequential color system. Iraw a block diagram of a receiver utilizing the three-color tube.

18-8a. Draw block diagrams of a simultaneots color system which uses the principle of "mixel highs."
b. Sketel chamel diagrams for the system indirating reasonable bandwidthe for each signal component.

18-9. In the ('.B.S. field-sequential color system, color switehing after each line is not fasible due to the reduction in storage time (see sertion 18-17). Why is this not a limiting factor in the C.T.I. color system?

18-10. At what speed must the filter disk of Fig. 18-10b rotate in order to conform to the C.IB.S. color standards?

18-11. Explain how a 12-cycle-per-secoml flicker may be present in a C.B.S. color receiver.

18-12. Explain how a C.B.A. color receiver would have to be modified to receive a conventional black-and-white program.

18-13. Fxplain how the spacing between the three images appearing on the face of a camera tube in the ('.T.I, system may be calculated to maintain the nomal horizontal flyback relationships required for compatibility.

18-14. Devise an electronic system for color switching in the R.C.A. rolor system. It is suggested that suitably derived signals be used for gating three chamnels.

18-15. Summarize the means by which dot interlace increases the resolution of a pioture transmitted over a fixed bandwidth.

18-16. Compare the reproluction of a dot-interlace color picture by a tricolor kinesope and by a Trinoseope assembly.
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## SUBJECT INDEX

A.G.C. 601
keyed 603
Ampere turns, magnetie deflection 59
Implification 266
relative $2 \overline{1}$
Amplifier:
balanced 596
cascaded, synchronously tuned 627
cascode 559
clamping 328
reduction of grid swing $3: 32$
deflection:
balanced 349
bandwidth 350
figure of merit 57
gain-bandwidth fartor 626, tizx
gain-handwidth product 2xs
grounded-grid 499
class A 501
class (' 501
high frequency compensation, summary 309
ideal:
delay time 284
low-pass 284
overshoot 285
ring 285
I.F. 581, 609, 647
rise time 285
Küpfmüller's rule 286
line 507
low frequency compensation 316
bias cirruit 322
compensating network 319
coupling circuit 323
summary 324
modulated 520
paraphase 349
pentriode 325
preamplifier:
iconoscope 232
image orthiron 263

Amplifier (c'ont.):
single-tuned 622
bandwidth 624
gain-bandwidth factor 6 th
selectivity function ti2t
square wave testing:
high frepurncy 309)
low frequency 325
stabilizing 507
stagger tuned Ch. 15, ti2e ff
transient response:
calculation of, by square wave 312
low frepuchey 325
video:
cascaded 287
compensation:
Frecman-s hantz 297
shunt 289
simple 292
transient response 300
vertor diagrams 399
dinert coupling 5 .5
distortion:
amplitude 267
delay 267
frequency 267
non-lincar 267
phase 267
feredhack 334
mid-hand 334
low-band 335
high-band 336
figure of merit 288
high level 511
m-drived shunt poaking 302
parallel tubes in 511
resistance coupled 269
mid-hand 270
high-hand 271
low-hand 273
transiont re:ponse 279

Amplifier ( $\left.{ }^{\circ} \mathrm{om} t.\right)$ :
video (Cont.):
series compensation 303
transient response 30ks
series-shunt compensation 307
transient response 307
steady-state requirements 265, 267, 269, 275
transient response 27.5
Antenna:
batwing 541
broadbanding, 53 K
crossed dipoles 5:3
crossover network titil
dipole 532, 658
broadbanding tifio
folded 663
direstivity 532
fanl 669
lightning protection 665
master system
video distribution 677
R-F distribution 679
parasitic 666
radiation pattern 532
rereiving (h. 16, 648 ff
requirements 657
rotatable 674
spikes 670
stacked 5355, 671
super turnstile $5+1$
transmitting requirements 5.31
turnstile 535
unipole 664
Y 669, 671
Yagi 668
Aperture 37
numerieal, of a lens 193
Aperture distortion 16.3
of circular aperture 176
one-dimensional 165
two-dimensional 174
with electron beams 181
Aspert ratio, rheeking 392
Azimutrol 675

Bark porch (Fig. 11-11) 40x, 507
Balun 527
broad-band 528
narrow-band 48:3

Bandwidth:
approximate for television transmission 18
cheeking 394
Bazook: (see Balun)
Bias lighting 238
Black-negative signal 187
Blacker-than-black 356
Blanking 411
ramera 370
composite signal 346
interval 70
line 370
ratio 70
Blocking oseillator 112
controlled 600
design values 114
hold control 115
synchonization 115
Brightnoss (ser laminatnere)
Brightness control 352
Camerat tubes (\% 6, 185) ff
rolor response 198
iconoseope 216
image dissector 208
image iconoseope 246
image orthicon 254
monoscope 18.5
orthiconoseope 248
static: inage generator 43, 185
Candle 1sk
Capacitance, of resistor 513
Carrier-difference reception 604 (see
also Receiver, interearrier)
('ascode amplifier 559
Cathode follower:
available power gain 558
impedance matching $3: 38$
input admittance 233
noise figure 558
voltage gain 500
Cathoderay tube:
aluminized sereen 64
crossover point 47
deraty characteristic Fig. 2-10, 28
deeay time 8
deflection factor 52
deflection sensitivity 51
typical values 52

Cathode-ray tube (Cowt.):
electron gun 47
phosphor, decay time 8
tricolor 719
veloeity-controlled 41
Channels, R-F 371
Chromoseope 718
( Camping 241, 328, 352
in sweep generator 89
keyed 507
synchronized 507
('losed systems Ch. 8, 342 ff
defined 343
Purdue 43
type I 343
type II 352
type III 354
( oasia) line:
chararteristic impedance 471
reactance 471
Color:
analyzing systems 709
brilliance 695
chroma 695
complementary 705
eve response 694
filter 704
dichroic mirror 705
hue 695
matching 695
primaries 697
reproduring systems 715
chromoscope 718
Telechrome tube 718
tri-color kineseope 719
Trinoscope 715
saturation 695
synthesis:
additive 706
subtractive 706
transmission systems 713
triangle 697
trichromatic coefficients 699
Color television:
basic components (see Color)
(C.B.S. field-sequential 730 ff
rompatibility 723
C.T.I. line-sequential 741 ff
C.T.I. segmental-sequential 754 ff
mixed highs 729
R.C.A. dot-sequential 744 ff
('olor television (Comt.):
R. ('.A. simultaneous 724 ff
skiatron system 707
Communication chambed, requirements of 7
Comparator cincuit 422
adjustment 424
in receiver 598
Compatihility 723
Composite video signal 355
amplitude components, 396
in closed system :356
wave-form components 396
Constant-R network 167, 513
Contrast:
chreking 392
rontrol 352
('ounter cirruit 414
analysis 415
diseharge circuits 419
Critical damping 134
(ritical flicker frequency, for CIRT,
Fig 2-9, $2 \overline{1}$
Crossover network:
antenna 661
ronstant-R 467, 513

Damper tulo (nep learetion scaming)
Damping:
shunt-resistanee 129
rowistance 1:33
advantages 136
diode 139
advantages 142
Dark spot:
iconoscope 226
correction 227
image orthicon 262
d.e. insertion 2339

1) (flection:
erossed $E$ and $H$ fields 250)
(rossed $/ /$ fields 252
electrostatic 48 ff
balanced 349
compared to magnetic 61
flared plates 50
positioning 596
magnetie 55 ff
damping (see Damping)
reation scanning 142,596

Deflection (C'ont.):
magnetic (C'ont.):
rereiver circuits 591
yoke construction 58 ff
types 44
Degencration, reduction of caparitance 2:33
Delay notwork 429
artificial line 430
multivilrator $4: 33$
Dichroic mirror 705
Differentiating circuit 357
analysis 397
Diode line 502
Diplexer 529
Dipole (sere Antemna)
Directional coupler 544
Directivity pattern (ser Antemnas)
dipole 6.59
Discharge tube:
thyratron 87
varuum 89
plate resistance 89
Discriminator (sec Comparator)
Dissipation fartor 62.5
Dome system (i04 (are also Recriver, interearricr)
Dot generator 443
Dot interlace 744, 766, 771
Duality principle 137
Dynode 211
Efficiency, storage:
orthiron 253
iconownope 224
Electron:
charge 45
lens:
electrostatic 47
magnetic 52
mass 45
multiplier 210, 259
volts 195
Elemontal area 4,219
Fmission, in ironoscope 220
lirpualization 407
pulses 410
Bquilibrium voltage:
high-velocity sraming 222
low-velocity seaming 248
lye:
retina 21

Eye ( $\mathrm{C}^{\prime} \mathrm{om}$ t.)
visual acuity 21

Facsimile:
compared to television 7
Times system 8 ff
Farry-lorter haw 25
Field:
definition 31
even 72
frequeney 31
odd 72
period, interlaced scan 76
strength 650)
Figure of merit:
picture 4, 219
minimum 5
tube 288, 6;25
Filter:
color 704
constant-k 430
distributed constant 472, 476
low-pass 430
m-derived 432, 479
receiver attennation 461, 462
tolemance 464
transmitter attenuation 460, 462
vestigial sideband
crossover 467
m-deriverl 479
notching 477
offerenter tuned 466
type A 467
type 1377
Flicker 25
critical frequency 25
interline 31
overall 31
Flus:
radiant 188
luminous 188
Flyback:
in magnetic deflection 12S
minimum 128
interval 22
power supply 147
voltage multiplier 149
ration 23
horizontal 70
vertiral 69
resonance 139)

Flying spot scamming:
electronic 204, 710
mechamical 39
Fornsing:
clecerostatio 45
control 48
magnetir:
short roil 52
construction 53
control 54
long coil 213
Fourior integral 2N:3
Fourier series:
exponential form 164
in seaming amalysis 151
one-dimensional 151
two-dimensional 152 components 154
in transient response 312
of saw tooth 350
Frame 24
frequency is, 24
motion picture '25. 68:3
period 6s
Frequenes:
hames, FCC designation tits
rhamuels, television 371
ritical flicker 27
crosomer 4 tis
constant-R notwork 514
cutoff 292
fick 75, 76
frame 18, 24
geometric mean 5sti
half-power:
lower 272
upper 274
I.F:
:tural 579
visual 579
line 75, 76
negative 284
normalized $272,291,625$
power line 35
top video 20, 292
Freguency divider 345
Frequency modulation, affert on pirture 582
( Bain $^{2} 266$
Gain-bandwidth fartor:
rangle-tuned amplifier 626
( a in-handwidth factor (Comt.):
staggered $n$-uple 628
staggered pair 628
(:ain-handwidth product 288
(iamma 253
( hhost, location 655
(iibls' phenomenon 314
(Grounded-grid amplificr:
class A 501
available power gain 558
noise figure 558
voltage gain 560
rlass (" 501
neutralization 499
Hartloy law 723
Iromoseoper, 41, 44, 216 ff
bias lighting 238
dark spot 227
correction 227, 237
d-c insertion 239
efficienery, storage 224
clectron bombardment 220
equilibrium potential 222
eleetrostatic type 343
equivalent rireuit 224
keystone correction 241
illuminance levels 245
mosaic 217
output current, theoretical 219
output voltage 220
pramplifier 2352
storage 216, 218
I-F amplifier 581, 609, 647
I-F frequenc:
aural 579
visual 579
Illuminance 189 (nee Illumination)
Ihumination 189
apparent 27
motion pirtures 28
photocathode 192
Image disseretor 44, 208 ff
output current 209
magnetie focusing 213
signal to noise ratio 213
multiplier 210
noise 212
Intage iconoscope 44, 246
Image intensification 246, 255

Image orthiconoscope 44, 2.54 ff
characteristics 260
electron multiplier 259 noise 260
image intensifier 255
mesh 256
mosaic 257
pramplifier 263
shading 262, 264
target 257
Impedane matehing, cathode follower 3.38

Impulse generators 92
blocking oscillator 112
multivibrator 93 ff
Inductuner 566
Integrating circuit 3.57
analysis 309
Intercarrier recoption (see Receiver)
Interference, (o-rhamel b54
Interlare (see Scamning)
rolor 741
dot $744,766,771$
Ion spot 62
Ion trap 65
Keystone correction 241
generator 243
Kinescope, tricolor 719
Küp pmiüller's rule 286
Lambert's law 189
Lens:
electron:
electrostatic 47
magnetic 52
optical:
equation for illuminance 193
numerical aperture 193
Line:
artive 70
frequency 75, 76
inactive 70, 412
interval 72
width 72
Lincarity:
control 14.5
departure from 82
testing 392
Lock and key 13
Lumen 188
Luminance 190

Luminosity curve iks
Laminous emittance 191
Luminous internsity 188
Magnetic deflection 116 ff (see also Damping)
direct-coupled 116
grid voltage for 119
minimum flyback time 137, 777
(Prols. 4-19)
transformer coupled 117
trapezoidal generator 121
design procedure 126
Mangin mirror 617
Milliambert 192
Mixed highs 729
Mixer:
frequency 571
voltage adder 347, 348, 360
Modulation:
amplitude 446
grid 494
plate 492
Modulation index 447
Monitor, driven 370
Monoscope 185
Mosaic 217
'quilibrium potential 222
two-sided 257
Motion pictures:
flicker redurtion 29
frame frequeney 25
illumination levels 28
projector:
16 mm .687
shut terless 688
35 mm .685
standards 683
televising Ch. 17. 6s: ff
Multivibrator 93 ff
analysis 93
circuits 111
delay 433
design curves Fig. 4-16, 101
design procedure 100
synchronization 108,110
Neon tube:
pieture reproducer 38
Neutralization:
grounded-grid stage 499
R-F stage, receiver 559

Nipkow disk 3s
Noise:
available power 550
available power gain 551
bandwidth 551
figure 552
generator, equivalent cirruits 549
image orthiron 260
flying spot scanner 20t
Johnson 201
multiplier 212
shot 199
thermal agitation 201
tube:
equivalent resistance
pentode 204
triode 20.3
flicker 20:3
partition 203
shot 202
Noise figure:
rathode follower 55S
grounded-rathorle stage 5.58
grounded-grid stage 5.5 N
minimum 560
()pen system, defined 352
()rthiconoseoper 44,248
characteristios 252
deflection system 250
low-velocity scanning 248
Oscillator:
Colpitts 581
(rystal 498
I Iartley 581
receiver 577
stability requirement 575
resonant line 496
Cltraudion 581
Overlap, effeet on line structure 378
Oyershoot 285, 287

## P'aring 378

Parallel operation of tubes 511
Partition effeet (we Noise)
Pedestal 241, 321
Perveatre 146
Phase shift 266
relative 271
network 15
analysis 443
Phosphor, deray time 8

Photoemission:
rolor response 195
Finstein's equation 194
empirical laws 193
threshold frequency 194
work function 194
Photometry:
illuminance 189
inverse square law 190
Iambert's law 189
luminance 190
luminosity curve 188
luminous emittance 191
luminous flux 188
luminous intensity 188
radiant flux 188
units of 192
Phototube, output voltage 198
Piokup:
requirements 6 (see also Camora tubess)
fying spot 204
noise in 206
phosphor decay time' 207
lioture 24
frequeney 24
to reconstituter motion $\$$
reprotition rate 24
shape:
circular 14
rectangular 17
square $1 \%$
transmission Ch. 1, 1 ff
parallel 5
sequential 6
litrh 37\%
l'aite load, of modulated amplifier $5: 21$
paralkel line 524.
'ower:
in negative transmission 486
in positive transmission 487
Power gain:
available:
cathode follower 558
grounded-rathode stage 556
grounded-grid stage 558
grounded-grid amplifier:
class A 501
class C, 504
Power supply, high voltage 147
Projection system:
reflective 617

Projertion system (Cont.):
refractive 615
skiatron 620
Propagation, V.H.F. 649
anomalous 654
ficld strength 650
ghosts 655
line-of-sight range 650
Protelgram 619
Pulse cross 443
Pulsewidth measurement:
sawtooth sweep 440
sinusoidal sweep 441
Purdue system 41
(2) 523, 623

Random scan 354
Raster 67
IRayloigh-Carson theorem 658
R-() circuit:
charge 78, 79
discharge 78
time eonstant 79
Raactance curves:
open-cireuited line 471
short-rireuited line 471
Reactance tube 421
Reartion scanning 142, 59\%
damper tube 144
diode type 146
linearity control 145
voltage boosting 147
Recriver ('h. 14, 546 ff
A.F.C., 579
horizontal swerp 597
A.(i.C. 601
bandwidth 562
deflection cireuits 591
A.F.C. 597
front end 372. 561
continuous tuning 56it
functional ditgram 548
I-F amplifier 580
rharacteristic 584
double-tuned 584
stagger-tuned 587
trap circuits 587
intercarrier 604
rircuit 607
principle 605
minimum nois figure 560

Recciver (('mt.):
mixer 571
oscillator 578
projection 615
R-F stage 561
nentralization 559
tuning 562
Reproducing system, reguirements of 6
Resolution:
(effect of line overlap) :36;
factors governing 374
figure of merit 374
horizontal $3 \times 3$
rhoreking 394
over-all 388
testing 392
vertical 381
cherking 392
Ring 28.5
Ripple, offect on seaming 32 ff
Rise time 285)
R.M.A. signal Fig 11-11, 40s

Roc hird 24
Sampling, concept of $\overline{5}$
Saw-tooth voltage, gencrator s0, 11.5
departure from linearity 82 , st
trigger tubes 87
conversion ratio 83, 84
constant current 86
Saw-tooth wave, spectrum 350
Scan:
horizontal 23
interval 22
vertical 23
Scaming:
defined 7
effect on picture reproduction Ch. 5 , 150 ff
electronic 44 ff
development 41
Jinearity, testing 392
mechanieal:
farsimile 10
flying spot 40
mirror 40
Nipkow disk 38
pitch 377
trace 14
Scanning gencrators: (h, 4, 75 ff
Acaming geometry:
bidirectional 21

Scanning geometry (Cont.):
direction 21
effect of ripple 21
helter skelter 71
interlaced 30,72
even-line 76
odd-line 76
need for 389
progressive 30, 67
random 71, 354
speed 21
spiral 15
standards 371
Scanning lines:
intensity 376
optimum number Ch, 10, 374 ff
pairing 378
Scophony system 11, 41
Secondary emission ratio 211
aluminum 186
carbon 186
nickel 222
Serration 405
Shading:
iconoscope 227, 237
generator 230
image orthicon 262, 264
Shot noise:
emission limited 199
voltage limited 199, 203
Sidebands 447
Signal-to-noise ratio:
ieonoscope 233
image dissector 213
minimum usable 199
receiver 552
Skiatron 620
for color reproduction 707
Snell's law 46
Speetrum:
saw-tooth wave 350
seanned image:
interlaced sean 160
progressive scan 157
square pulse 429,764
Square wave:
spectrum 429,764
testing:
high response 309
low response 325
Stagger tuning ('h. 15, 622 ff staggered $n$-uple 638

Stagger tuning (Cont.):
staggered $n$-uple (Cont.):
arithmetic form 645
asymptotic forms 642
gain-bandwidth factor 628
selectivity function 628, 641
staggered pair 629
gain-bandwidth fartor 636
selectivity function 629
Standards:
committers for 366
intercarrier reerption 613
picture Ch. 2, 13 ff
receiver I. J'. 579
synchronizing signal 408
transmission 370
Standing wave ratio:
dofined 539
measurement 543
Static image generator:
monoscope 185
Purdue projert 43
Storage principle 216, 218
Supersync:
blacker than black 356
closed system 356
Swerp generator:
saw-tooth 80, 115
spiral 15
trapezoidal 121
Syne stretcher 488, 510
Syne stripping 360
Synchronization Ch. 11, 395 ff
blocking oscillator 115
multivibrator 108, 110
sweep generator 92
Synchronizing signal:
composite 408
development 402
dimensions 408
equalizing pulse 410
horizontal 402
separation:
horizontal and vertical 356, 401
syne and video 360
serration 405
testing:
dot generator 443
pulse eross 443
saw-tooth sweep 440
sinusoidal sweep 441
vertical 403

Sync generator 345, 412 ff
comparator circuit 422
counter circuit 414
delay network $\$ 29$
reactance tube 421
requirements 412
operation 434
voltage addur 425

Telecasting standards:
R-F 371
scamning 371
Telerasting system:
commercial ('h. 9, 365
block diagram 36is
Telechrome tube 7 IS
Television, definition 1
Test pattern 390. 391
testing band width 394
Thermal agitation (ser Noise)
Thymatron:
deronization time is
trigger tube si with feedback s , $\mathrm{s}, \mathrm{s}$
Tilt 28:2, 326
Time constant, R-(` rircuit, 79
Timing unit, interlaced scan 75
Transconductance, conversion 576
Transient response:
(alculation 312
ideal amplifior 28:3
ideal roceiver 384
R-C amplifier 279
series peaking 306
series-shunt paking 307
shunt peaking 301
teviting 309, 325
Transmission:
dot, Appendix, 761 ff
double sideband 447
negative 484
positive 48.5
receiver attenuation 461
single sideband 451
tramsmitter attemuation 460
vestigial sideband 454
filtering 465 ff
Transmitter Ch. 13, 484 ff earrier frequency 648
components:

Transmitter (Cont.):
components (Comt.): antenna 531
coupling loop 527
diplexer 529
filter (see Filter)
modulating sertion 519
oscillator:
crystal 498
regonant line 496
plate load 521
R-F section 496
transmission lines 527
video section 506
Du Mont 490
General Electric 489
modulation:
grid 494
plate 492
monitoring 507
requiremonts 489
R.(.A. 491

Trap eireuits:
absorption 590
degenerative 589
serís 587
shunt 587
Trinoscope 715
Ultratudion 580
Unblank interval 70
Unipole 664
Unit function 277
Utilization coeffieient 19
Utilization ratio 382
Vestigial sideband transmission Ch. 12, 446
Voltage adder, analysis:
graphical 427
linear 426
Voltage booster 147
Voltage multiplier (see Flybark power supply)

Wavelength, in pieture Fouriar eomponents 156
Work function 194
White-positive output 253
Young-Helmholtz theory 694
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