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This paper describes a pulse code modulation (PCM) encoder that
employs a delta modulator as the analog -to -digital converter. A tapped
binary shift -down counter cause delta modulation
signals to be converted to a uniformly quantized PCM format. When tap
weights are optimized with respect to a minimum mean square error criterion,
the number of shift register stages necessary to obtain a fixed level of output
quantizing noise varies inversely with delta modulation sampling rate.
Because the tap weights may be rounded to a modest number of binary
places, the arithmetic operations are simple to implement. A significant
portion of the delta modulation-to-PCM converter may be time shared
among several signals.

I. INTRODUCTION

Although delta modulation (AM) has been the subject of many
theoretical and experimental studies, instances of its practical ap-
plication are, to date, rare. In commercial systems, the most prominent
digital representation of continuous signals is pulse code modulation
(PCM). Relative to PCM, AM has the advantage of admitting sim-
pler means of analog -to -digital and digital -to -analog conversion.
However, the AM sampling rate is higher than that of PCM and in
many cases the transmission rate is also higher.

Since the discovery of delta modulation in the early 1950's,I, 2 in -

321



322 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1969

vestigators have proposed various modifications of the elementary,
single -integration AM system (for example, double integration AM2,
high information iM3, continuous AM4) for the purpose of decreasing
the required sampling rate. Generally, lower rates are achieved by
means of operations on the continuous signals presented to and ap-
pearing in the delta modulator and thus at the expense of equipment
complexity.

In this paper we propose a PCM encoder that incorporates the sim-
ple single -integration delta modulator and a transversal digital filter
that converts the AM sequence to a uniformly quantized PCM se-
quence. For this encoder, we demonstrate an inverse relationship be-
tween the AM sampling rate and the number of digital filter stages
required to achieve a specified level of PCM quantizing noise power.
With this encoder the advantages of AM, in particular the simple
means of analog -to -digital conversion, may be combined with those
of PCM: a linear representation of the continuous signal and in many
cases a lower transmission rate than that required by simple AM. This
union of AM and PCM is achieved with a digital filter which may be
readily implemented with integrated circuit devices.

In the following sections of this paper, we demonstrate the validity
of a transversal filter as a AM-PCM converter by reference to a
AM-analog-PCM signal processing sequence. We then criticize the
digital filter design method that is based on simulation of the analog
system and we proceed to demonstrate the relevance of a mean square
error design criterion. The associated synthesis method results in a
class of encoders for each output signal-to-noise ratio. Within each
class the required sampling rate is inversely related to the number of
digital filter stages.

II. THE AM SYSTEM

Fig. 1 shows a delta modulator that transforms a continuous input
signal y (t) to the binary sequence

{ bn,} = , b_, , 1)0 , b, , (1)

in which b, may have the value +1 or -1. These binary symbols are
generated at T second intervals; we assume that y(t) is a member of
a class of signals band -limited to W Hz. Thus we can represent y(t)
by a sequence of PAM samples generated at the rate of 2W per sec-
ond. In order to simplify the AM-PCM conversion, we constrain the
delta modulator such that its output rate, 1/7, is an integral multiple



PCM ENCODER 323

of the PAM rate. The ratio of its input (AM) rate to its output
(PAM) rate is a basic parameter of the AM-PCM converter. This
ratio is the integer

R=
2WT

1
(2)

The other basic parameter is the step size, 8, the gain of the modula-
tor feedback loop. Assume that the linear filter in this loop is an
ideal integrator with impulse response

f(t) = 1 for t z 0
= 0 for t < 0 (3)

so that the integrated AM signal, x(t), contains a step of height ±S at
each AM sampling instant and is constant between sampling instants.
R and S determine the inherent quantizing noise of the delta modulator,
and 6, in a practical system, is selected to provide a proper balance
between granular"' quantizing noise (that predominates for high values
of 5) and slope -overload noise (the predominant form for low values of
5).5'6'7 In the analysis to follow, assume that no slope overload occurs;
to make this assumption valid, we specify the parameter S such that
5iT, the maximum slope of the analog signal that may be reconstructed
from fbn), is four times the rms slope of y(t). If y(t) is a sample function
of a stationary time series with power density spectrum Y(f), the spec-
trum of the time derivative of y(t) is (24)2Y(f), and the parameter /3,
the AM step size as a multiple of rms signal amplitude, is

= -5 = 81-rfe (4)
0'

where we define

1. =
Jo 12 Y(f) df

if'

fo
Y(f) df

as the "effective frequency width" of the analog input. If fc is ex-
pressed as a constant times W, the cutoff frequency of Y (f) , it is
clear that equation (4) is proportional to TW, so that for a given
spectral density function, $.1? is a constant.

The AM design condition of equation (4) is identical to the one
adopted by van de Weg° in his analysis of the granular quantizing
noise of AM and it is analogous to the "40- loading" which is the basis

(5)
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Fig. 1-Delta modulator.

of Bennett's analysis of PCM quantizing noise.10 If slope overload
noise as well as granular noise is taken into account, analytic and
simulation studies'', 7 indicate that for minimal overall quantizing
noise, the parameter 13R [a constant in equation (4) ] should increase
with increasing R. For R = 32, equation (4) approximates the opti-
mal step size, but for lower values of R the total quantizing noise in-
herent in {b) may be reduced if a lower 8 is accepted. A decrease in
8 reduces the quantity of granular noise in the AM system while in-
creasing the slope overload content.

The analytic work reported in this paper follows Bennett and van
de Weg by constraining the A M parameters to conform to equation
(4) and by assuming that no slope overload occurs. [If y (t) is drawn
from a gaussian random process, the probability that its derivative
exceeds 8/7 is less than 4 X 10-5.]

III. THE OM-PCM CONVERTER

Fig. 2 shows a AM-PCM converter that consists of an analog-to-
PCM encoder operating on the analog signal produced by a AM
receiver. This receiver contains a replica of the delta modulator feed-
back loop and a linear filter that in many analytic studies is con-
sidered to possess an ideal low-pass transfer function. This filter
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x ( t ) LINEAR
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(yt) SAMPLER
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Fig. 2- AM-analog-PCM converter.
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processes the integrated AM signal, x(t), and rejects the portion of its
quantizing noise that lies outside the W Hz bandwidth of the original
analog signal. In Fig. 2, AM signals are accepted by the converter at
T second intervals and PAM samples are presented to the PCM quan-
tizer every 1/2W = RT seconds. The PAM sample that approximates
yiR = y(jRr) is '31R = fj[(jR + /11)T] in which the delay of the filter
h() is assumed to be Mr seconds. This output sample is related to
b}, the AM input of Fig. 2, by

oo

yiR = 3 E gnbjR-i-/tf-n (6)

where g = g (nr) and 8g () is the impulse response of the AM
receiver. Thus, g () is the convolution of f () and h().

In the case of single integration AM, f () is the unit step function
and g() is the unit step response of the filter h(), that is,

g(t) = f h(u) du.
0

Thus h() may be scaled such that

lim g = 1

(7)

which implies that a number N exists such that equation (6) may be
approximated with arbitrary accuracy by

N-1 ot,

ti 6 E gnbiR+m_n + bE (8)

The second term in equation (8) may be realized by an up -down counter
operating on the AM input delayed by Nr seconds. The first term is
the weighted sum of the outputs of a tapped binary shift register. The
structure implied by equation (8) is shown in Fig. 3.

Figure 3 represents a transversal filter with analog coefficients gen-
erating a discrete -time analog output, 1. The required quantization
of {MR } may be realized by means of the quantization of the filter
coefficients.* The purpose of the converter implies the digitization of
Fig. 3 and its implementation (with finite -precision arithmetic) as the
entire AM-PCM converter.

* In this paper, a PCM encoder is assumed to consist of a sampler and quan-
tizer only. In a transmission system this encoder would be followed by a
"channel encoder" that represents the quantized signal in an appropriate (for
example, binary or multilevel) format.
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Fig. 3 - Digital AM-PCM converter [D(r) denotes a r second delay].

3.1 Simulation of the Analog System
If this digital converter is designed to simulate the analog -interface

structure of Fig. 2, the filter coefficients, g,,, may be derived as
samples, separated by r seconds, of the unit step response of the filter
h () . In order to find N, the required number of coefficients, a number
e is chosen to represent the maximum tolerable truncation error. This
error is bounded in the following expression

1 - g(nr) q - g(t) I dt.
n=N T N7

Because 8/r is constant with changing sampling rates the truncation
error requirement implies a constant value of NT or N/R. Thus the
number of filter stages is proportional to the AM sampling rate when
the design procedure is based in this manner on the simulation of the
analog interface converter. A similar conclusion was reached by
O'Neal who employed a different simulation procedure but found
the number of required filter stages to be N = 10R.t

(9)

3.2 Critique of the Analog Simulation Method
The principal goal of the present study is to demonstrate the rela-

tionship between the AM speed (proportional to R) and the digital
filter complexity (indicated by N), required to obtain PCM output
signals of a given quality. As R increases, the difference between

t O'Neal, J. B., unpublished memorandum relating to the computer simulation,
the results of which are given in Ref. 6.
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the integrated AM signal [x(t) in Fig. 2] and the analug input is
reduced; this implies that in order to achieve a fixed output fidelity,
the noise rejection requirements of the digital filter may be relaxed.
It would be desirable to represent the reduced performance demands
on the converter as a decrease in its complexity, N. Since the simula-
tion design technique achieves the opposite result we use a minimum
mean square error design which admits the calculation of optimum
coefficient values for any N and the derivation of the desired trade-off
between AM speed and converter complexity.

3.3 Minimal Mean Square Error Design

The converter in Fig. 3 derives an estimate of yiR that is a linear
combination of a finite set of sample values of x(t). Thus we are able
to use the covariance statistics of the sampled data sequences {mil} =
{ y(jRr)) and {x} = fx(nr)) to calculate optimal (with respect to
mean square error) values of the filter coefficients.

We consider the desired PAM sample, PH? , to be an estimate of yiR
that is based on the statistical evidence of the AM sequence, ,

b_i , b0 , b1 , , biR.Af , beginning in the indefinite past relative to
t = jRr and terminating with the (jR Myth binary symbol. If M
is negative, the estimation process involves prediction of ?hi, on the
basis of information available (at the delta modulator) prior to t =
jRr. In the case considered here, M will range over nonnegative num-
bers and the estimator will have a lag of Mr seconds.

The linear estimation design problem involves the specification
of the infinite set of coefficients an in the estimation formula

iR+M

PiR = E . (10)
--oo

This problem will be approached by a consideration of the sample
values of x(t), the integrated AM signal:

x(t) = S bn for kr =< t < (k 1)r.
n=-oo

Each sample value, x = x(nr), depends on the entire history of the
AM sequence. The character of x(t) and its relation to y ( t) , the
original analog signal, are illustrated in Fig. 4. Except when the
system is in a slope overload condition, x. differs from the analog
signal by no more than two times the step size. Thus,

lx - y.1 <2S. (11)
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Fig. 4- Analog input, y(t), and integrated AM signal, x(t).

Equation (11) and Fig. 4 suggest that x,ti is closely correlated with
yo? for values of n near jR. Such correlation implies the usefulness
of the N = 2M 1 samples, xJR_m, xjR, . . . , xmi.m in the estimation
of ym . These N sample values comprise the statistical evidence of the
estimate,

= E akXf1?-k (12)

Adoption of equation (12) requires the derivation of only a finite
set of coefficients, a significant improvement over the situation sug-
gested by equation (10). The two estimation procedures are identical,
however, because the infinite set of a in equation (10) may be cal-
culated directly from the N values of ak as

= 6 E ak -M n M
km-Af

hf

an = S E ak = am n > M
km -M

Thus equation (12) may be rewritten,

(13)

3f

biRmn (14)thR = E Ce2if

n= -M n -M+1

which is equivalent to equation (8) with N = 2M ± 1 and ogn+m = an .
Thus the estimation procedure of equation (12) may be realized by the
structure shown in Fig. 3.

We now consider the mean square estimation error of equation (12)

= E{(y,R - giR)2) (15)

or
Af Af Al

n = 0-2 - 2 E akEl{yiRs,R,} E E akalE{xiR-kxiR-1)
k-- k.= -31I --Al

(16)
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where E{} is the expectation operator. The expected values on the
right side of equation (16) are, respectively, the cross -covariance
function of {yin) and {x} and the autocovariance function of {xn).
It has been shown that if y (t) is a member of a stationary ensemble,
the sequence of samples {xn} is also stationary.11 Thus we may adopt
the notation

cl3k = EIY iRXiR-ki

for the cross -covariance which depends only on Ilel and

r, = ...?_kx;R-1}

(17)

(18)

for the autocovariance which is a function only of Ii4 = 11 - ki. Equa-
tion (16) will now be expressed in matrix notation in terms of I. and
A defined as column vectors (N X 1 matrices) with components CDk
and ak(-M < k < M) respectively, and in terms of tP, defined as the
N X N autocovariance matrix with components C./ = ri,(-M S k,
1 < M). Thus we have

n = 0-2 - 2A c13 ± A TIM . (19)

If the mean value of y (t) is zero the coefficients for which 77 is mini-
mized are given by12

A* = (20)

and the minimal mean square error is

nmin = - CDT 4,- (21)

which is the result of substituting A* in equation (20) for A in equation
(19)

The Appendix shows that when y(t) is a sample function of a sta-
tionary gaussian process the estimation error may be expressed in terms
of the quantizing noise correlation vector Q with components Qk(- M
k < M), the correlation coefficients of the error samples {y - x}.
Equation (21) may be approximated by

]min Q 0 - TIP -1(2. (22)

IV. ENCODER CHARACTERISTICS

The Appendix gives formulas for the correlation coefficients, r and
ci associated with the encoding of an analog input signal that is a
member of a stationary gaussian ensemble. These formulas have been
applied to the calculation of filter coefficients [equation (20)] and the
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quantizing noise power [equation (21) ] of the PCM samples gen-
erated by optimal linear processing of the AM sequence. In particular,
the relationships among the following three parameters have been
investigated: (i) R, the bandwidth expansion ratio, (ii) N, the num-
ber of coefficients, and (iii) S = o2/77,,u, the signal -to -quantizing -noise
ratio.

This signal-to-noise ratio is a function of the spectrum of the
processed signal and of N and R which have been treated as inde-
pendent variables in the calculations. In a practical design procedure,
S would be the independent variable, specified according to the system
fidelity criterion. With S fixed, N and R vary inversely; in practice
their values would be selected as a compromise between the objectives
of achieving low AM speed (low R) and a simple converter structure
(low N).

Figure 5 pertains to a system whose gaussian input process has a
flat spectrum band -limited to W Hz. The solid curves show S as a
function of R for various values of N and the broken curve indicates
the result of optimal analog processing of the integrated AM signal.
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Fig. 5 - Performance curves, flat spectrum.
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This curve, the ratio of .2 to n, [see Appendix, equation (42) ], is a
bound on the solid curves. It corresponds to the signal-to-noise ratio
of a transversal filter with an unlimited number of stages. The slope
of the broken curve is 30 dB/decade.

The lowest curve in Fig. 5 indicates the signal-to-noise ratio of the
encoder with a digital filter with one coefficient. For R > 16, this coef-
ficient may be set equal to unity with little (less than 0.5 dB) loss in
estimation accuracy. With a unit coefficient, the converter reduces to
an up -down counter alone, and the encoder consists only of a delta
modulator and a counter as shown in Fig. 6. In this case each PCM
output is a sample of the integrated AM signal, x(t). Sampling this signal
(whose bandwidth is RW Hz) at the Nyquist rate of the analog input
results in aliasing of the high frequency noise components of x(t) into
the W Hz signal band of the coded signal. The noise power in the output
of Fig. 6 is the entire mean square error of {x},

Q. = E { (Y. - x.)2} -f-?-a" 62/3, (23)

so that the signal-to-noise ratio increases with AM speed at the rate of
20 dB/decade.

The effect of setting N = 3, which involves the addition of a 2 -stage
tapped binary shift register to Fig. 6 is (for R > 16) a signal-to-noise
ratio improvement of more than 7 dB or a AM speed reduction by a
factor of 2.4 for a fixed value of S. Two additional stages (N = 5)
further increase S by 2 dB or reduce the AM speed required for fixed
S to less than one-third of that required when only an up -down counter
is employed. Figure 5 demonstrates the manner in which further
(through diminishing) improvements are obtained with the incorpora-
tion of additional coefficients and stages of delay.

Notice some of the functions that the transversal filter may be said
to perform. In particular its noise reduction effects may be viewed
as the result of filtering in the frequency domain, of statistical esti-
mation, or of digital interpolation. Viewed as a substitute for the
analog filter in Fig. 2, the transversal filter may be said to reject the
out -of -band components of the error signal, y (t) - x(t). As the num-
ber of stages increases, the filter cutoff becomes sharper and the
output noise power is reduced.13 Considered as an estimator of a
random variable, the filter bases its estimates on an increasing number
of correlated data as N increases. The quadratic form, QTR, -1Q, con-

sisting of correlation coefficients, increases with increasing N and
therefore the output noise power given by equation (22) decreases.
Finally, the filter may be viewed as an interpolator. As the number
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of filter stages increases, the AM speed may be decreased and a
proportionally greater step size may be tolerated in the delta modu-
lator. The resolution of the AM signal is thus reduced while the
accuracy of the PCM output is maintained due to the interpolation
performed by the digital filter between increasingly separated AM
quantization levels.

4.1 Digitization of Coefficient Values
The data of Fig. 5 apply strictly to an analog estimate obtained

with analog coefficients. ("Analog" numbers in this context mean
numbers quantized to the precision of the numerical methods used in
calculating the coefficient values.) In a practical application of the
AM-PCM conversion method, the coefficients would exist in digital
form; in order to investigate this situation, we will consider the effect
of rounding the values of the derived coefficients to a limited number
of binary places.

In the discussion that follows, it will be convenient to divide equa-
tion (14) by S and to consider the estimator of yiR/8, given by

-1 co

y' R_ N- 7,
'YnuiR-n + E biR-n (24)

n=-M n- A!

in which yi = ai/S. The coefficients of equation (24) are related to
the components of A, the coefficient vector, by the sums

= E ak -M < n < M . (25)
k=-M

In the digitization of the AM-PCM converter, the set of analog
coefficients, y_m, . . . , yo, . . . yam, is rounded to L binary places by
means of the computation

7,(L) 2-(L-1) X [the greatest integer < 2(L-1)7, + 0.5]. (26)

Corresponding to the limited -precision coefficients of equation (26)
is a quantized coefficient vector,

A (L) = [a_ m(L), , ao(L), , a m(L)V,
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whose components are calculated according to

a_ nr (L) = 7 _ M (L)

(IA) = y; (L) - y; -1(L) -M 1 < i < M. (27)

The mean square error of the digitized converter may be calculated
from equation (19),

n (L) = o-2 - 2 [A (L)] T013/1 (L) + [A (L)]T 11/ A (L) (28)

For each estimator considered in the derivation of Fig. 5, the signal-
to-noise ratio, 0-2/7/ (L) , has been computed for L = 1, 2, . . . , 15

binary places in each coefficient.
Under the assumption that the quantization of coefficients is not

allowed to degrade the signal-to-noise ratio by more than 0.5 dB,
Table I has been obtained. L* in this table is the minimum value of
L for which the inequality

10 log [n(L)/nmid < 0.5

333

is valid over all R z 10.
When the coefficients are rounded to L* places according to Table

I, we find in every case that ym(L) = 1 so that equation (24) may
be specified as

a
= E -y,i(L*)b,R_ E bi, . (29)

n --M M

The second summation in equation (29) is the output of the up -down
counter (which requires no weighting) the first summation may be
implemented by means of a tapped binary shift register with 2M = N
- 1 stages.

It is also the case that for n < M, y(L*) < 1, so that each of
the N - 1 tap weights is a proper binary fraction that may be rep-
resented by L* - 1 bits. The output of the counter ranges over the
set of integers and the tapped shift register serves as an interpolator
so that the resultant PCM output is more finely quantized than the

TABLE I - EFFECT OF COEFFICIENT ROUND -OFF

Required coefficient accuracy (L*) 1 4 4 5 7 8

Number of coefficients (N) 1 3 5 9 17 33
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sample values of the integrated AM signal, of which it is a weighted
sum.

4.2 Other Signal Spectra
The data of Fig. 5 relate to the processing of analog input signals

that possess a flat band -limited spectrum. Converter performance
characteristics have also been obtained for analog input signals with
spectral density functions of the general form

2r
17(f) = X f I W

fc tan -1
(27r1V) (27D2+ f:

f.

=0 f > W.
Such spectra result when band limited white noise is processed by a
low-pass RC filter with corner frequency f = 1/RC.

Corresponding to the examples analyzed by O'Neal, two spectra
conforming to equation (30) have been considered.° In one case the
ratio fc/W, of corner frequency to cutoff, is 0.25 and in the other case
this ratio is 0.068. These spectra relate to broadcast television and
Picturephone® visual telephone signals, respectively; the perform-
ance curves are given in Figs. 7 and 8. The shapes of these two
families of curves are similar to one another; both resemble the
curves in Fig. 5. The principal difference betwen any two correspond-
ing curves is a vertical translation whose magnitude is the squared
ratio, expressed in dB, of the two relevant step sizes.

Thus, for any of the three spectra considered and a given N and
R, the signal-to-noise ratio in dB is approximately the value of S
given in Fig. 5 plus the correction

-10 log [3 f,2] dB. (31)

(For signals with a flat spectral density function fi,2 = i.)

For spectra in the form of equation (30) , this correction is°

11.19 - 10 log 27(f`fin - fV1
tan-' [27(W/fc)] f

= 11.35 dB for fc/W = 0.25

= 16.89 dB for fc/W = 0.068.

For speech signal processing, realistic analytic results are more
difficult to obtain. Signal spectra vary from speaker to speaker; the

(30)

(32)
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portion of the speech spectrum to be conveyed depends on the ap-
plication. A particularly severe problem arises when a range of signal
levels must be accommodated by the encoder. To treat this problem,
it may be possible to introduce companding to the delta modulator;
but the solution currently favored is the acceptance of a higher AM
sampling rate than would be required if the signal level were fixed
and the introduction of a digital compandor14 to operate on the
uniformly quantized signal produced by the AM-PCM converter.

4.3 A Design Example
This section demonstrates the form of a converter designed to process

the digital representation of analog signals with a band -limited RC
spectrum in which fc/W = 0.068. We assume that a PCM signal-to-
noise ratio of at least 41 dB is required, and refer to Fig. 8 to determine
values of N and R for which this requirement may be met. For each value
of N illustrated in Fig. 8, the required 1? is given in Table II. Thus the
converter in which N = 5 and R = 24 meets the stated objective. Table
III gives the optimal coefficients ai , a, , and the limited precision set,
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7,(4), for -2 < i < 2. The signal-to-noise ratio associated with the
analog coefficients is 41.9 dB and that associated with the coefficients
rounded to four binary places is 41.8 dB. (When the coefficients are
limited in precision to three binary places, the value of S is reduced to
39.9 dB.)

Figure 9 demonstrates, in the schematic form of Fig. 3, one imple-
mentation of the converter. The indicated arithmetic operations need
be performed only once for every 24 AM inputs accepted by the conver-
ter. These operations consist of modification of the sign of each coef-
ficient (multiplication by ±1), addition of four 3 -bit numbers, and
addition of their sum to the counter output. The sign modification and
coefficient addition operations (shown in the broken box) may be per-
formed by a combination of Boolean logic elements with four binary

TABLE II-VALUES OF N AND R FOR S 41 DB IN FIG. 8

R 67 29 21 18 17 15 13

N 1 3 5 9 17 33 cx)
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TABLE III-CONVERTER COEFFICIENTS, N = 5

i ai al
7i(4)

(binary form)

--2 0.15996 0.15996 0.001

--1 0.22575 0.38571 0.011

0 0.22866 0.61437 0.101

1 0.22575 0.84013 0.111
2 0.15996 1.00009 1.000

337

inputs and five outputs. Because the logical processor is required to
operate during only one of every 24 basic time intervals of the system,
the possibility exists for it to be shared among other digital signals.

Notice that, in general, for converters in which N = 5, it has been
found that coefficient values may be truncated to four binary places
without unacceptable degradation of converter performance. Further-
more, the coefficients, -yi(4), have, in general, the values given in
Table III. Thus, regardless of the spectrum of the analog input and
the sampling rate and step size of the delta modulator, the same
converter structure may be employed to produce a near -maximum
(within 0.5 dB) PCM signal-to-noise ratio. This signal-to-noise ratio
is a function primarily of the step size of the delta modulator. Except
in the manner that it determines the step size [through equation
(4) ], the precise shape of the spectrum of the input signal has only
a secondary influence on system performance. With regard to the
AM sampling rate, variations in R affect the converter only by vary-
ing the number of AlV1 inputs accepted between the generation of

(bn}

r

D (r) D(r) D(T)

bjR-2 R -I

0.001

0.011

D (r)
UP- DOWN
COUNTER

bJR+i

0.111

0.101

TIME SHARED ELEMENTS

Fig. 9 - Converter structure for N = 5.
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PCM outputs. The configuration of the logical processor (arithmetic
unit) is not altered by changes in AM sampling rate.

V. CONCLUSIONS

The PCM encoder described combines the principal advantage of
delta modulation, a simple means of analog -to -digital conversion,
with the advantages of PCM, a linear representation of the coded
signal and often fewer bits per second than are required with AM.
The result of adopting the minimum mean square error criterion, in
the synthesis of the AM-PCM converter, is a family of encoders for
each possible level of output quantizing noise and thus considerable
design flexibility.

The transversal filter in the converter has a particularly simple
configuration. The sequence of signals to be processed is represented
by one bit per sample so that the only required arithmetic operations
are addition and subtraction of prespecified coefficient values. These
coefficients may be rounded to a modest number of binary places and
the digital filter may be considered to be a combination of elementary
Boolean logic elements rather than an arithmetic unit. With the
exception of the up -down counter, the elements of the AM-PCM
converter may be time-shared among several signals.

In addition to being applicable as a general-purpose PCM encoder,
the device described in this paper may be adopted to serve in a digital
communication system which performs local office switching of signals
coded in a AM format and trunk transmission of PCM signals. In
this application there would be a AM modem for each analog station
and a limited number of AM-PCM converters for processing trunk
calls. Elements of such a system are shown schematically in Fig. 10.

APPENDIX

AM Signal Statistics, Gaussian Inputs"

Expressions have been derived for the matrices required in the ap-
plication of equations (20) and (21) to the determination of filter coef-
ficients and values of noise power under the assumption that y(t), the
input to the delta modulator, is a member of a gaussian ensemble. The
correlation coefficients C. and r, are presented in this section and the
following section expresses the AM and PCM quantizing noise char-
acteristics in terms of these correlation characteristics.

The covariance statistics are expressed as functions of the AM step
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Fig. 10-An application in which the delta modulator and the AM-PCM
converter are separated.

size, 6, its normalized value, $ = 5/0-, and the correlation coefficients of
the analog input,

Pk =
1E

jy(92,7-)y[(n k) r]; . (33)

These coefficients are samples, taken at T second intervals, of the
autocorrelation function, p() , of y (t) . The power density spectrum,
Y(  ), is the Fourier transform of .72p() .

The cross -covariance of the integrated AM sequence, {x.}, and the
samples of the analog input, {yiR}, is proportional to the autocovari-
ance of {yi}. Thus,

and in general

cI30 = cr2{1 + 2 exp [ -2722k21}

= Pk4)0 (34)

For the autocovariance of {x,}, we have the more complicated
formulas:

= 0-2{1 + 4 exp 27 2k2 -r u 3]}
2{1

2 1-
k=

27r2k2 e1}
= po-2{1 + 4 exp [ 32 -I- Li7 m..1

{ex
72(k2 + m2 2MkP0

2
1

p [ - exp'
7r2(k2 + M2

20

[ 27r2k21}
02

( -1)"1+1

2mkpl }

for ,u even
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= pcril ± 4E exp 2 72 k2-1k=1L 132 J)

.{exp [ _72(k2 + m2 2Mkpl
202

262 12., E 1)"
7 r =1 k=1 ?MC

- exp [
7r2(k2

m2 2mk p)1}
202

for µ odd. (35)

In most cases of practical interest, the AM step size is a fraction of
the rms input signal and the formulas in equations (34) and (35)
may be simplified considerably. All of the single summations in
these formulas involve powers of

2r2 19.7
exp [-731 = exp [- 02 ,

which for < 0.5 is less than 10-34. In this event we have the very
accurate approximations

c1)0 o-2 and ro a-2 + 82/3. (36)

In the formulas for 7., , there are double sums of the difference of two
exponential terms. When equation (36) applies, the second term is
negligible and the first term has significant values only when the two
indices of summation are equal. We thus have the approximation,

r, ^Jppor 2 + 12 exp)Pk[ -7r2/c2(1r k., lc
02 (37)

which is valid in most cases of practical interest.

A.1 Quantizing Noise

A consideration of the statistical properties of the quantizing noise
signals that appear in the analog-AM-PCM encoder provides insight
into the signal processing operations described in this paper. In the
delta modulator, we have the error signal y (t) - x(t), that is sam-
pled and quantized to produce the AM sequence, {b}. This is a high
frequency signal with effective bandwidth RW; the filter, h(), in
the AM -analog receiver of Fig. 2 has the role of rejecting its out -of -
band components. Similarly, the digital AM-PCM converter rejects
an increasing proportion of the power of the error signal as N, the
number of filter stages, increases. Equation (6) indicates that the
performance of a digital AM-PCM converter with an unlimited num-
ber of stages (N = oo) is equivalent to that of the analog -interface
converter of Fig. 2.

The autocovariance coefficients of { y - x}, the sequence of
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error samples, are

Qk = ERN - xn)(Y.,k - xn,k)1 = O2Pk rk - 2c1,k . (38)

Equations (34) and (38) may be combined in the expression

4,- 2C
C

1 (rk -(13k - 2 (rk oc k 1 =
24

in which we have set

(39)

432]C =0
k.71.2

= + 2 exp [- 2

k = 1

Equation (39) may now be substituted into equation (21) for minimum
mean square error, nmin. Appearing in the resulting expression for nmin
are the terms rT111-1 and ',Fir in which r denotes the column matrix with
components rk(-111 k 5 M) . The two matrix products are transposes
of one another; both are identical to quite simple matrices. Thus,

rTIV1 = [0, 0, , 1, , 0, 0] = [1,-171T. (40)

When equation (40) is applied, equation (21) may be expressed in
terms of the quantizing noise statistics as

C \ 2 (C - 1)
n min - UCI - 1) (Q° Q74 -1Q) 2C - 1

2

62
(41)

in which Q is the error covariance vector and Q0 is the total power
in the error signal, (y,, - xn). Thus QT0-1Q represents the amount
of noise rejected by a digital filter whose coefficients are given by
equation (20). Because is positive definite, equation (41) indicates
that such a filter cannot enhance the quantizing noise power of the
system.

As N increases without limit, the mean square error approaches
the quantizing noise power associated with the optimum analog in-
terpolation filter of the AM signals. This quantity may be expressed
in terms of the signal spectra as"

lc 0 = lim
C )2 1

n mi° 2C - 11 RN-Ko
Q0 ± 2

ri [E* (f TV )]2 (C - 1)2 2

JO (2C - 1) Y*(f TV) E*(f TV) c4 2C - 1 (42)
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in which Y* (  ) and E* (  ) are the power spectral density functions
of {y}, the sampled analog signal, and {y - x}, the sampled error
signal, respectively. Thus

Y*(fW) = + 2 ph cos
If = net Y[W(f 2nR)] (43)

and

E* (f147) = Q, + 2 E Q, cos R (44)

The sum in equation (42) of Qo and the infinite series is the quantiz-
ing noise at the output of an ideal low pass filter with bandwidth W
Hz. The integral represents the additional noise power reduction
that results from an optimal, rather than a flat, filter transfer function.

When the approximations given in equations (36) and (37) are
valid, the correlation coefficients that appear in equations (41) and
(44) may be approximated by

52

(20 -- 3
Q" z, 2 exp

232 (-1)"k [ 721c2(1 =di
k=1

, 02
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Diode Array Camera Tubes and
X-ray Imaging

By ARTHUR N. CHESTER, THOMAS C. LOOMIS,
and M. M. WEISS

(Manuscript received September 11, 1968)

A modification of the silicon diode array camera tube has been carried
out which permits X-ray images to be displayed on a television monitor.
The silicon target, 50 to 150 Am thick, serves as the tube's vacuum window.
Each X-ray photon generates a large number of holes in the silicon sub-
strate. Most of these can be usefully collected, and effective quantum effi-
ciencies over 1000 have been measured. Absolute measurements of the
spectral sensitivity have been made and show good agreement with the-
oretical predictions made using values of hole lifetime and surface re-
combination velocity obtained from optical measurements on the same
target. The silicon diode array offers a number of inherent advantages in
X-ray imaging compared with the conventional amorphous selenium target.
Among these are greater quantum efficiency, high sensitivity, and tem-
perature stability. The diode array sensitivity greatly exceeds that of film in
this X-ray energy range (5 to 20 keV). Moreover, because the video signal
current is linear as a function of X-ray photon flux over a wide dynamic
range, relative intensities may be compared directly rather than necessitat-
ing densitometer measurements as does film. The performance of the many
types of X-ray imaging systems in different applications is compared in
some detail.

I. INTRODUCTION

The silicon diode array camera tube, developed for Picturephone®
visual telephone service applications,' has proved to be a versatile
device. The possibility of using the diode array target for X-ray
imaging had been discussed on various occasions, but a particularly
useful step was the realization by E. I. Gordon that, since each X-ray
photon could produce a great number of hole -electron pairs, very
high quantum efficiency might be expected in this application.2 Sub -
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sequent measurements bore out this expectation.3, 4 There are many
uses for a practical imaging device with high visual brightness, rang-
ing from medical and biological research applications to production -
line testing of silicon wafer crystal orientation.5

This paper describes the modification of the camera tube for X-ray
imaging and measurements of spectral response obtained with such
a tube. The relevant features of all the various X-ray imaging tech-
niques are compared in the context of specific applications to identify
the particular devices which are most suitable for specific purposes.
This permits a balanced evaluation of the usefulness of the silicon
diode array camera tube for X-ray imaging, as well as shedding light
upon other possible imaging systems.

II. DESCRIPTION OF DETECTION SYSTEM

The fundamental unit of the detection system is the diode array
camera tube' developed for the Picturephone visual telephone station
set. Let us start with a brief summary of the operation of this tube,
as it applies to X-ray detection.

The camera tube target consists of a thin disk of n -type silicon,
typically 0.800 inch in diameter, whose uniform thickness may range
from 0.7 mil up to several mils, depending upon the specific application.

An array of p -n diodes is formed on one side of the silicon disk
by standard photolithography and diffusion. Early versions of the
target used diodes of 8 -,um diameter spaced on 20-p,m centers, cover-
ing a rectangular area approximately 1 cm on a side. In recent versions
the diode spacing is 15 tan. These dimensions are consistent with speci-
fications for the Picturephone visual telephone set and are not neces-
sarily optimum for X-ray applications.

The target substrate is maintained at a potential of 5 to 10 volts
positive relative to the electron gun cathode by the target bias voltage.
An electron beam is scanned across the diode array, building up a
negative charge on the p -side of the diodes until that surface of the
target is charged clown to cathode potential; then additional arriving
electrons are repelled and do not land on the target (these are col-
lected at another electrode, the collector). Under these conditions the
diodes are reverse -biased, and in the absence of light will store their
charge for a long time. The storage time is limited by diode leakage
current. The amount of charge that leaks off between the successive
times that the electron beam accesses a given diode (the frame time)
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is replaced when the electron beam reaches that diode again. The
associated charging current constitutes the video signal. The charg-
ing current observed when the target is not illuminated is called the
dark current.

The detection ability of the diode array arises because the rate at
which the diodes discharge can be greatly accelerated by various
means. For Picturephone visual telephone service applications, an
optical image is focused on the side of the silicon disk opposite the
diodes. Photons create hole -electron pairs in the substrate; the holes
diffuse to the nearest diodes and are swept across the space charge
region, partially discharging the diodes. For X-ray detection, an
X-ray photon is absorbed by a substrate atom, producing a fast
electron carrying most of the original photon energy.° This electron
creates many hole -electron pairs as it decelerates, losing its energy in
a distance of no more than a few p.m.7 The resulting holes diffuse to
adjacent diodes and discharge them. In either case, a video signal
will be produced when the electron beam accesses those portions of
the target which have been discharged by exposure to light or X-rays.

In the present work, the diode array was scanned in 275 horizontal
lines; the frame time (the time required to scan all diodes once)
was 1/30 second. The video bandwidth was about 1 MHz, and the
picture was displayed on a TV monitor .

Provision was also made for blanking off the electron beam, al-
lowing only every Nth frame to be read. This technique, described
as "N:1 frame delay," allows the diodes longer between sweeps to
lose charge in response to X-ray flux; thus within limits it increases
the magnitude of the video signal obtained by increasing the integra-
tion time of the camera tube. This is simply analogous to using a
longer exposure time in photographic work. The result is increased
contrast in the displayed image.

The normal diode leakage current is also integrated; however, the
extra dark current signal that results is not deleterious for storage
times up to =1 sec. After a sufficiently long delay all diodes will dis-
charge completely because of leakage, regardless of X-ray signal;
thus excessive frame delay reduces picture contrast. The other un-
desirable feature of excessive frame delay is that moving objects will
blur when frame delay is too long. In the early stages of the experi-
ment, very long frame delays were subjectively unpleasant to use
because the picture would only be displayed a few times a second,
leading to flicker; however, this effect has now been minimized by
using a long -persistence cathode -ray -tube in the monitor and could
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be eliminated completely by using a storage tube for repetitive dis-
play of the same frame.

The diode array target is ordinarily mounted inside the camera
tube vacuum envelope behind a glass window 0.100 inch thick. Since
that thickness of glass would have introduced excessive attenuation
of X-radiation, for X-ray use the tubes were assembled without mount-
ing a diode array in the tube. The glass window of the tube was re-
placed with a copper plate in which a hole of 3/8 inch diameter was
drilled. The diode array target was attached to the outside of the
window, covering this hole, with Delta -Bond adhesive,* a high -tem-
perature epoxy with clean vacuum characteristics. The tube was proc-
essed at a temperature of 190°C. Thus the diode array target itself
served as the tube window and had to support the tube vacuum
against atmospheric pressure. The target used in this work had a
mechanically measured thickness ranging from 0.0104 to 0.0109 cm
and a phosphorous diffusion at the back surface to reduce the hole
recombination velocity at the surface. Because of dimpling in the
target, resulting from the pressure difference, and the lack of beveling
around the hole, causing distortion in the electric field between the
last focusing element and the target, the electron beam could only
provide uniform sensitivity over an area about 1/4 inch in diameter
on the target. Other tubes have now been constructed which avoid
target distortion by using a beryllium or mylar window to hold the
vacuum, allowing the target to be mounted inside the tube more or
less conventionally. The usable sensitive area of the target in such
tubes is the size of the entire diode array (1.34 x 1.34 cm in the
present design).

III. CALIBRATION OF A MONOCHROMATIC HIGH -INTENSITY X-RAY SOURCE

A fluorescence X-ray tube with a copper anode was used to excite
characteristic X-radiation from nine different samples, ranging in
atomic number from vanadium to tellurium, as indicated in Table I.
This radiation passed through a brass collimator 4 inches long with
a 3/i6 inch inside diameter, into which brass tubes of smaller inside
diameter could be inserted to provide further collimation. The detec-
tor was positioned so that its window was 2.01 cm from the collimator.
To reduce the energy spread of the resulting radiation an appropriate
absorbing foil was introduced into the output beam, consisting of an
element with a critical absorption energy just above the Ka lines of

* Wakefield Engineering, Inc., Wakefield, Mass.
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the radiator being used. It was determined by using a proportional
counter with a multichannel pulse -height analyzer that the absorbing
foil removed not only a great deal of X-radiation at lower energies,
but also greatly attenuated the K/3 lines produced by the radiator.
Thus the transmitted radiation was essentially monochromatic, con-
sisting only of the Ka lines of the radiator being used, and ranged in
energy from 4.95 keV (2.5 A wavelength) to 27.3 keV (0.45 A wave-
length).

Once combinations of radiators and foils had been selected to pro-
vide X-radiation only in narrow spectral ranges, it was necessary to
calibrate the absolute intensity of the output beam. This was done
using a scintillation counter with a Siemens GS -DM ZO/B X-ray
detector. By using a cobalt radiator with varying numbers of 0.003
inch aluminum absorbing foils, it was determined that this detection
system reads 1 percent too low because of counter dead time loss at
a count rate of 300,000 per minute; apertures were therefore chosen
to keep all count rates on the Siemens detector below this level for
the remainder of the measurements.

The detector used for calibration was a General Electric SPG
4 scintillation counter. The counting efficiencies used were calculated
for a NaI crystal of nominal thickness 0.040 inch. Experiments are
under way to establish an accurate experimental efficiency curve for
this detector.° The efficiency of the Siemens detector was determined
by comparison with the GE detector, using a crystal monochromator
source, and was found to vary from 60.1 percent at vanadium to 88.6
percent at tellurium. The peak efficiency was 90.5 percent for cadmium
Ka; the efficiency was above 79 percent for all the wavelengths sub-
sequently used except the vanadium Ka.

Measurements were then made of the photons per second issuing
from an aperture of diameter 0.020 inch for tube currents of 40, 11,
and mA, using a full -wave rectified power source, with peak tube
voltages of 40 and 50 kV. Background intensities were subtracted in all
cases. The statistical precision of these measurements was adequate
to give a fractional standard deviation (N--%) of 0.003 or less for each
wavelength.9

In order to provide more X-ray intensity for detection by the silicon
camera tube, a series of apertures of increasing size was used, finally
arriving at an aperture 2.21 mm in diameter. The proportional counter
was used to obtain intensity ratios between various apertures, and
the final value for the intensity using the 2.21 -mm aperture relative
to that using the 0.020 inch aperture was determined to be 75.9,
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with a calculated statistical precision of 3.5 percent. The maximum
calibrated intensity available varied from 110,000 to 577,000 photons
per second, depending upon the X-ray energy, as indicated in Table I.

The particular combination of aperture, radiators, foil filters, detec-
tor distance, and X-ray source measured thus provides a variable -
energy monochromatic output of known intensity. If the instability
of the power supply -detector combination is taken to be 0.2 percent,
this indicates that the relative intensities available at different ener-
gies are known with a standard deviation of 0.36 percent, and the
absolute intensity at any given wavelength is known with a standard
deviation of 3.5 percent.

IV. MEASURED X-RAY SPECTRAL RESPONSE AND SENSITIVITY

The camera tube was mounted with its diode array target 2.01 cm
from the 2.21 -mm aperture and the X-ray beam was chopped at 13
cps using a lead chopper blade. The video signal was synchronously
detected to provide greater measurement accuracy. It was verified
that the video signal obtained did not change when the size of the
scanned area on the diode array was increased. The magnitude of
the 13 -cps signal was compared with the video signal measured with
a dc meter without chopping the X-ray beam; the rms deviation in
this calibration factor was found to be 3.8 percent. This introduces
an error in the absolute scale of the measurements, in addition to
the 3.5 percent resulting from errors in measuring intensity ratios
using different apertures.

The noise in the synchronous detector signal had an rms value of
0.2 microvolts. An X-ray beam whose intensity was just sufficient
to give a signal on the synchronous detector equal to this noise level,
if directed onto the camera tube without chopping, would have given
a dc video current of 0.79 pA. Since video currents of about a nano -
ampere were required to produce a strong image on the monitor with
the beam size used here, many of the X-ray intensities measured
therefore did not produce a visible spot on the monitor. The error
bars indicated in the graphs indicate the range of values represented
by this error of 0.2 microvolts, since the 0.36 percent error in the
relative calibration of the X-ray source was too small to affect the
accuracy of these measurements. The overall presumed accuracy of
[ (3.5) 2 + (3.8)2i = 5.2 percent is not indicated in the figures but
should apply to the absolute magnitude of the measurements.

Figure 1 indicates the dc response of the diode array camera tube
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Fig. 1-Video electrons collected by tube No. TN -84 as a function of incident
X-ray energy.

as deduced from the synchronous detector measurements. Since the
number of hole -electron pairs produced when an X-ray photon is
absorbed is a linear function of the available photon energy, it was
felt that it was most meaningful to plot numbers of collected electrons
as a function of photon energy rather than photon wavelength. Figure
1 gives the number of video electrons collected per incident X-ray
photon and per keV of incident X-ray photon energy.

V. DETERMINATION OF TARGET SUBSTRATE PARAMETERS

In order to extract information more indicative of the physical
processes leading to the X-ray detection, some further processing of
this data is necessary. If information can be extracted about the
intrinsic quantum efficiency of the detection process, then the prac-
tical performance of diode array targets of various thicknesses and
various physical properties can be estimated. In this section the hole
lifetime and surface recombination velocity are determined for the
target used in our experiments.
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One piece of information necessary for this computation is the
absorption coefficient of the diode array target for the various wave-
lengths of X-rays used. This in formation is well known, and for this
work was taken from a table published by Philips Electronic Instru-
ments.1°

It is also necessary to know the distribution in position of the holes
generated in the silicon when an X-ray photon is absorbed. This is
relatively simple to determine under the assumption that the X-ray
photon upon absorption produces a very fast electron carrying most
of the photon's energy; this electron then produces many hole -electron
pairs as it loses energy. The rate of production of the fast electrons
decreases exponentially with distance as the X-ray beam is absorbed;
thus the rate of hole production will also have this exponential pro-
file, spread out slightly by the range of the fast electrons in the
silicon substrate. However, an estimate of the range of fast electrons
of the appropriate energy yields values less than 5 percent of the
1/e absorption distance for X-rays in silicon in the energy range
treated here. Thus a hole production rate that decays exponentially
with distance will be assumed in this energy range.

The last piece of information that is needed is the fraction of holes
generated that are collected by the diode and thus lead to a video
signal, for the exponentially decaying hole generation rate previously
obtained. This can be determined fairly well as follows. The absorp-
tion mechanism for photons in the near infrared is primarily hole -
electron pair formation, the photon energy involved being sufficiently
small that only one hole can be produced per photon absorbed.
Moreover, different hole generation geometries can be obtained since
the absorption coefficient of the silicon varies as a function of wave-
length. To duplicate the X-ray absorption depths relevant to the
measurements reported here, it would be necessary to use infrared
light varying in wavelength from 0.87 to 1.11 microns."

However, even though light and X-radiation are chosen having the
same absorption depth in silicon, the hole generation geometry may
differ in the two cases. Unless the absorption coefficient is sufficiently
great that virtually all of the light is absorbed in a single pass
through the target substrate, light will be reflected from the surface
at which the diodes are located, changing the simple exponential
spatial dependence of the hole generation rate to some more compli-
cated form, and making the hole generation geometry different for
the light and the X-rays. Since absorption and optical interference
are known to take place" in the oxide -resistive overlay region, even
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the reflectivity of the diode surface of the substrate is complicated
and wavelength -dependent.

Crowell and Labuda have developed a recombination -diffusion
model for hole collection in a diode array target which is valid for
light in the visible part of the spectrum, where multiple internal
reflections may be ignored.13 The measured optical collection ef-

ficiency of the diode array target in this wavelength range can be
used to determine sufficiently accurately the two parameters required
in this model, namely, the hole lifetime in the substrate and the hole
recombination velocity at the illuminated side of the target. Although
the collection efficiency predicted by the model becomes invalid when
applied to infrared light, it is perfectly valid for X-rays of all wave-
lengths, since X-radiation maintains the exponential hole generation
geometry regardless of the absorption of the substrate because the
X-rays are not appreciably reflected at the surfaces of the silicon.
Crowell and Labuda's collection efficiency model was applied to the
X-ray camera tube to determine the necessary target parameters.

First, measurements were made of the number of video electrons
collected per incident photon for light in the wavelength range 0.46
to 1.15 microns. Since A. J. Chick's computer calculations of the
collection efficiency predicted by Crowell and Labuda's theory did
not include the effects of reflection at the silicon -air interface and
the "dead layer"14, 15 at the illuminated side of the silicon target, the
measured collection efficiency was corrected before comparing with
the theoretical curves.

The measured collection efficiency was first multiplied by a factor,
exp (+aim) , to eliminate effects resulting from absorption in a "dead
layer" of thickness La = 0.2 ikm. The absorption coefficient a of
silicon for visible light was taken from published data." The meas-
ured collection efficiency was further increased by 1/(1 - R) to
correct for reflection at the silicon surface, using published values of
the reflectivity of silicon.16 This yielded the open data points shown
in Fig. 2, which represent as accurately as possible the number of
video electrons collected per optical photon passing through the dead
layer into the active region of the substrate.

The reflectivity of the diode array was measured, as described in the
Appendix, to verify that the reflectivity corrections being made were
accurate. If the measured values of reflectivity are used to obtain the
collection efficiency for wavelengths greater than 1µm in Fig. 2, the
two solid data points are obtained. However, Crowell and Labuda's
theory neglects internal reflections. Thus the corrected values of col-
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Fig. 2 - The data points represent measured values of collection efficiency
for tube No. TN -84, corrected for reflectivity and dead layer absorption as
discussed in the text. The solid data points use measured values of reflectivity
rather than published values. The solid curve gives the predictions of Labuda's
theory, which is expected to be valid only at wavelengths shorter than 7....-.0.93Am
because of its neglect of internal reflections.

lection efficiency shown in Fig. 2 may be used only at sufficiently short
wavelengths such that the exponential hole profile within the substrate
caused by the incident photons is not distorted by internal reflection
from the diode surface of the target. To keep the intensity of light
arriving at the diodes below 5 percent of that entering the target, the
target thickness must be about three times the 1/e absorption depth.
In the present target, with thickness of about 0.0107 cm, this requires
considering in Fig. 2 only those wavelengths shorter than r-:.10.93

The predictions of Crowell and Labuda's theory were then cal-
culated for various values of hole lifetime T and surface recombina-
tion velocity S. The depletion layer depth was taken to be 5 pm, a
typical value for the conditions of vidicon operation (substrate resis-
tivity 10 ohm -cm, target voltage 5-10 volts).17 The theoretical pre-
dictions were compared with the experimental data as follows.

Computed collection efficiency curves were drawn for a large num-
ber of values of S, ranging from 50 to 1000 cm per second, with 7

ranging from 5 p.sec to 10 msec. These ranges of values were known
from previous work to include any values of the parameters which
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might be encountered. The values of the collection efficiency at 0.50
jam wavelength and at its maximum were found to give good dis-
crimination between the curves, and the values of S (cm/sec) , (µsec)
selected for further comparison were: (50, 11) , (70, 12) , (100, 12) ,
(100, 13) , (140, 13) , and (140, 14) . The rms deviations of these
curves from the measured values (with oscillatory behavior removed
as discussed in the Appendix) were calculated for wavelengths 0.50,
0.65, 0.80, and 0.90 ium, and the maximum value. Only one curve
was found to agree within one averaged deviation at as many as four
of these points; moreover, at the remaining point it was still only
1.35 averaged derivations away from the measured value.

The values determined by selecting this curve as the best fit were
T = 12(±0.5) usec and S = 70(-10, +15) cm per second. This is shown
as the solid curve in Fig. 2. The uncertainties quoted assume a probable
error of half the interval to the next closest values of S or r examined.
These values are consistent with the values T = 10 Asec, S 50 cm per
second found by Buck, Casey, Dalton, and Yamin in similar diode array
targets." The hole diffusion coefficient D in silicon has been taken
as 10 cm2 per second".

VI. CALCULATED SPECTRAL RESPONSE OF DIODE ARRAY TARGETS

Using the values determined above for the hole lifetime and surface
recombination velocity, a predicted X-ray quantum efficiency may be
calculated for comparison with the measured values in Fig. 1. This
is done for a variety of target thicknesses to provide an estimate of
how the collection efficiency would be expected to change with target
thickness, since it would be desirable for many applications to extend
the spectral response to higher X-ray photon energies.

First, an upper limit to the number of video electrons collected
per incident photon may be calculated, which will ultimately limit
the performance of any silicon diode array target which does not
incorporate heavier elements in substantial quantities. This is ob-
tained by assuming that the holes produced by every X-ray quantum
absorbed in the target are all collected, so that the limitation on
quantum efficiency at low energies is the smaller energy per photon
available for making hole -electron pairs, and at higher energies is the
lack of absorption of these X-ray photons by silicon. Specifically,
the fraction of X-ray photons absorbed by the target is obtained
using published X-ray absorption coefficients for silicon.10 It is then
assumed that each 3.50 eV of energy in an absorbed photon leads
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to a video electron. Such a calculation is consistent with a model
which assumes that virtually all of the photon energy is transferred
to an electron upon absorption ; this fast electron produces hole -
electron pairs as it decelerates (expending for each pair the value
3.50 eV) ," all of the resulting holes are collected.

Such a calculation leads to the collection efficiency curves in Fig.
3, which give an upper limit to the quantum efficiency that could
be anticipated using any target principally composed of silicon. The
rise in collection efficiency in the 100 keV range occurs because the
absorption coefficient of silicon, which drops approximately as E-3
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for X-ray energies in the range 2 to 30 keV, drops less rapidly at
higher energies, falling at a rate slower than 1/E above 85 keV. This
slower drop is more than compensated for by the greater energy
available per photon which, of course, rises linearly with E. How-
ever, since this increased absorption occurs from Compton scattering
rather than the photoelectric effect,° it may be less efficient at pro-
ducing hole -electron pairs.

The additional information, provided by the values T = 12 ptsec
and S = 70 cm per second obtained in the previous section, permit
more specific calculations to be made for the conventional type of
diode array target having a "dead layer" of thickness 0.2 pm, with
holes generated in the substrate either diffusing to a diode and being
collected, recombining in the volume, or diffusing to the illuminated
side of the target and recombining with electrons without leading to
a video signal. The depletion layer thickness will again be assumed
to be 5µm.

The calculation is made using Crowell and Labuba's collection
efficiency theory, corrected for the presence of the dead layer, again
assuming that every 3.50 eV of absorbed X-ray energy leads to the
production of a hole. A computer program by A. J. Chick using this
theory leads to the curves in Fig. 4, which predicts the actual X-ray
collection efficiency that should be observed using silicon diode array
targets of various thicknesses, with the substrate parameters taken
to be T = 12 ysec, S = 70 cm per second.

Notice that the target thickness yielding the greatest collection effi-
ciency is about one hole diffusion length LD in thickness, since LD =
(DT)I 4 mils. The experimental points indicated in Fig. 4 for tube
No. TN -84, with target thickness 4 mils, are percent lower than
the calculated values. This discrepancy may arise from error in estimat-
ing the dead layer thickness, lack of accurate experimental calibration
of the X-ray source, and neglect of excess recombination" in the
theoretical treatment. Other contributing factors may be electrons lost
by photoemission at either surface of the target and a ±5 percent
uncertainty in the mechanical measurement of the target thickness.

One final curve of some interest is the quotient of the theoretical
predictions of Figs. 4 and 3. Since Fig. 3 gives essentially the total
number of holes generated per incident photon and Fig. 4 gives the
number of electrons collected per incident photon, the quotient of
these values is the fraction of generated holes which are usefully
collected by the diodes. This number, referred to here as the "geome-
trical efficiency" of the target, depends only upon the geometry of
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the collection: absorption coefficient, substrate parameters, and target
geometry. It is shown in Fig. 5 as a function of absorption coefficient,
and the values presented apply to both X-ray detection and visible
light detection, so long as the exponential hole generation geometry
is maintained. Corresponding X-ray energies and optical wavelengths
are indicated in the figure. As expected, the geometrical efficiency
asymptotes to its maximum value when the absorption coefficient
becomes so small that the hole generation is essentially uniform
throughout the target volume.

VII. COMPARATIVE EVALUATION OF VARIOUS X-RAY IMAGING TECHNIQUES

The X-ray imaging devices known to the authors may be classified
into the following categories:
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(i) Film -Film may be directly sensitive to X-radiation or make
use of a phosphor screen placed in close contact with the film.

(ii) Direct fluoroscopy -A fluorescent screen is viewed directly by
a dark -adapted observer.

(iii) Image -intensified fluoroscopy -Systems in this category seem
to have the common feature that image amplification occurs without
dissecting the image sequentially. A conventional technique of this
type uses a fluorescent screen in intimate contact with a photoemitter,
taking the emitted electrons by electron focusing and minification to
produce a brighter image on a cathodoluminiscent phosphor screen,
which in turn may be viewed directly or imaged with a television
system first. In this category would fall direct photoemission by
X-rays, with later electron imaging. Another modification would
replace the electron imaging stage by a solid-state image intensifier.

(iv) Flying spot tubes -A collimated X-ray beam is periodically
scanned across an object to be examined, and a detector of high
counting efficiency collects essentially all photons penetrating the
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object. Although this is strictly speaking not an imaging system, it
serves the same function for certain applications (for example, med-
ical and radiographic) and therefore is to be considered competitive
for such applications.

(v) Scanned -image camera tubes-These systems use sequential
image dissection with subsequent electronic amplification. The tubes
that have been constructed of this type use an electron beam to scan
a photosensitive surface, usually a photoconductor. The diode array
camera tube is in this category.

Qualitative comparisons among some of these systems have been
given in the past.21-3° The present discussion will be more quantitative
and relate to specific practical applications.

7.1 Microscopy
The resolution element d is defined so that the modulation transfer

function of the system is 50 percent at a spatial frequency of 1/2d
line pairs per unit distance. The resolution obtainable with standard
X-ray film is about a pm,31, "2 and films of finer grain are avail-
able. Although film does not permit real-time viewing, it is still the
most convenient choice for many applications, and can be used for
motion studies by using a movie camera or a rotating film drum. The
resolution of fluoroscopic screens ranges from 0.4 to 0.7 mm ;22, 23' 33-35

these are inappropriate for very fine imaging.
In scanned -image camera tubes a practical limitation likely to be

encountered is bandwidth and electron beam spot size. Bandwidth is
not too severe a limitation upon resolution, since it only limits the
number of resolution elements in the picture (for a fixed frame time)
rather than their size. Thus, finer detail may be observed at the
sacrifice of viewing a smaller area of the image.

The limitation on electron beam spot size is more basic but again
tradeoffs can be made. From Pierce,36 the current density at a picture
element, assuming an ideal lens, is

i.pot = icsathode(1 (1)) sine 0. (1)

In this equation,

= eV/kT, (2)

with V the target potential with respect to the cathode and T the
cathode temperature. 0 is the maximum angle with respect to the target
normal which the paths of arriving electrons make, and joathode is the



362 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1969

emission current density at the cathode. For an approximate calcula-
tion one may take V 1 volt, and kT le 0.1 volt, so that 1 -I- c13',.:.; 10.
In practical devices an appropriate value is sin 0 = 0.1. The current
density available from a CPC cathode (a typical choice for diode array
camera tubes) as measured by MacNair is joathodo = 2.5 A/cm2;37 this
cannot be bettered by more than about a factor of four, and then only
at the expnse of operating lifetime.' Thus a practical limitation is

jabot = imax/d2 (,-;.-1 0.25 A/cm2. (3)

For example, in tubes now available the maximum beam current is
about i,ax = 6µA, giving a minimum spot size of d pm, which
agrees approximately with experience.38

In an electron beam scanned device, therefore, a spot size d = 5
iAm, according to these considerations, permits only the relatively
small amount of beam current imax = 60 nA; because of secondary
electron emission, the maximum signal current available is still less.
Practical difficulties in design, because of nonideal imaging, may make
such small spot sizes hard to achieve. Thus, dynamic range must be
sacrificed to get very high resolution with such a device.

The problem of lateral diffusion of carriers is particularly trouble-
some in connection with high resolution camera tubes. In the case
of a diode array device there is virtually no electric field in the target
substrate and carriers simply diffuse to the diodes. For an S = 0 sur-
face13 and lower energy X-rays, with the carriers generated near the
surface, the carriers will, on the average, diffuse laterally a distance
equal to the thickness t of the target while they diffuse an equal dis-
tance t to the depletion region of the diode. This lateral spread would
give a picture element of approximate size d = 2t. This will only be
slightly reduced (to perhaps 1.5t) for X-rays of higher energy, even
when a finite surface recombination velocity is taken into account.
Since the minimum thickness for a self -supported target is about 10
pm at present, the attainable resolution for such a target is only
about 15-20 pm. Higher resolution would probably suggest a thinner
target, mounted on a beryllium entrance window. Similar considera-
tions apply to other possible target materials, such as amorphous
selenium,* PbO, or CdS (See Refs. 39 and 40, 21 and 41, and 21,
respectively). However, these latter materials are not generally
fabricated to be self -supported as is the diode array target.

Another effect that can be of some importance in determining the

* Westinghouse Type WX-5129 X -Ray Vidicon, Westinghouse Electric Cor-
poration, Electronic Tube Division, Elmira, N. Y.
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resolution arises from the nature of the primary photoprocess. Since
a single fast photoelectron is produced when an X-ray quantum is
absorbed, and since the velocity of that electron may have any di-
rection with respect to the direction of photon incidence, the finite
range of that electron's energy loss means that carriers are produced
approximately throughout a sphere whose radius is the range of the
hot electron in the substrate. The resolution element d will be taken
to the diameter of that sphere. For example, in silicon an approximate
value is'

d = 0.028[E(keV)J"65 tan. (4)

This formula is quoted as having validity in the range 2 to 20 keV.'
Since a similar formula given for the range of electrons in aluminum
(only one less in atomic number than silicon) yields a value for range
of 32.3 µm at 100 keV, not too far different from the measured value

55 ,um," it is reasonable to expect that the expression for silicon also
retains validity to higher energies than 20 keV. This would indicate,
in the case of silicon, a picture element of size d = 3.9 gm at 20 keV,
increasing to 23.8 gm at 60 keV. The range for electrons would be
expected to be smaller' for heavier target materials such as selenium,
CdS, or PbO.

Finally, it is also possible that such effects as generation of sec-
ondary X-radiation and Compton scattering could impair resolution,
especially at energies above 50 keV; these might have to be con-
sidered in the design of a very high -resolution camera tube.

The X-ray camera tube in its present form has an estimated resolu-
tion of about 25 ',cm. Depending upon the energy and intensity of the
X-rays to be detected, the foregoing discussion indicates that this
probably cannot be reduced to less than 5 or 10 pm in a camera tube
of this type.

7.2 Medical Applications
For medical imaging applications it is desirable to have a large

sensitive area (at least 6", preferably 12" in diameter)", 43.44 and
good video response to high energy X-rays, a typical effective X-ray
energy being 60 keV. The former constraint does not apply to dental
work. In addition, it is particularly necessary to minimize the dose to
the patient by making effective use of as many incident X-ray photons
as possible.

Film meets all these requirements most effectively when only a
single picture needs to be made and when development time is not a
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consideration. However, it is not practical for motion studies because
of the inconvenience of sequentially exposing such large areas on suc-
cessive frames of film.

Although direct fluoroscopy is very efficient in producing an optical
image from the incident X-radiation, the eye is an inefficient gatherer
of light and thus loses much of the advantage gained by the high
quantum efficiency of the fluorescent screen."-" Although the fraction
f of usefully absorbed photons may be as high as 0.65, so that the
majority of the incident X-ray photons are effective in producing
visible quanta, each incident X-ray photon leads only to 510-3 optical
photons at the retina of the eye, so the effective f of the system must
be taken to be this much smaller value!" Since this fraction f deter-
mines the amount of information transmitted by the detected photons, as
pointed out by Rose,45 for an f of 10-3 the statistical fluctuations in
the detected signal are so great that only one -thousandth of the in-
formation contained in the incident photon flux is transmitted through
the detection system.

When an image intensifier is used, the number of quanta per pic-
ture element never falls below the number originally usefully ab-
sorbed; the various stages of transmitting the picture information
in the image intensifier system only act to increase the number of
quanta per picture element, and even with the inefficiency of the
eye's optics the number of photons reaching the retina is typically
still an order of magnitude higher than the number of X-ray photons
usefully absorbed.22 Values of f for an image intensifier system could
he as high as =0.65, depending upon X-ray photon energy, since the
primary photoprocess uses this fraction of incident photons in direct
fluoroscopy. However, in practice, thinner fluorescent screens are used
in order to improve the resolving power of the system. Depending
upon the energy of X-rays and the resolution required, values of
f from 0.01 to 0.55 (but usually below 0.1) have been reported in these

systems.22, 24, 29, 40, 47 A useful compromise providing better resolution
than direct fluoroscopy but still having a much higher effective f
might be estimated to have f = 0.1.

Notice that with f = 0.1 only one photon in ten is detected. Thus
even though the image intensifier display exhibits genuine quantum
noise, it should be possible to reduce the dose to the patient a factor
of ten without impairing the picture quality.

In addition to the present work, the usefulness of the silicon diode
array camera tube for detecting X-rays in this energy range (c:-..160 keV)
has been demonstrated by Harpster and Jacoby." To compute the
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efficiency of the silicon tube and other photoconductive camera tubes
(using PbO, CdS, and Se targets), it is first necessary to discuss some
aspects of camera tubes using photoconducting targets. It has been
shown, for example by Rose49'5° and by Redington,' that the require-
ments of short response time (low "lag"), low dark current, and high
photoconductive gain (referred to here as the geometrical efficiency g)
cannot be simultaneously satisfied using ohmic contacts. The only
way to keep g fairly large consistently with the other requirements is
to use "blocking" contacts. Since these do not inject additional carriers
from the electrodes the dark current can thus be kept acceptably low.

When a blocking contact is used, there is a depletion region ad-
jacent to the contact, across which appears the voltage drop which is
applied to the target. Carriers generated in this region are efficiently
collected because of the electric field present, but carriers generated
outside this region must diffuse to the depletion region before recom-
bining if they are to be collected. Although the width of the depletion
region can be widened by increasing the target voltage, in practice it
is not generally possible to extend the depletion region throughout the
target thickness because carrier injection will occur at higher voltages.
This carrier injection increases dark current, and makes the contact
effectively ohmic rather than blocking. Thus, although contacts to
amorphous selenium X-ray vidicon targets are blocking in nature,
the width of the depletion region is sufficiently small that most car-
riers are collected by diffusion rather than by being swept through a
region by an electric field. This would explain why the optimum tar-
get thickness reported by Smith4° was approximately equal to the
carrier diffusion length, and is also consistent with depletion layer
thicknesses discussed by Rose49 and van den Broek.52

Since blocking contacts have been achieved in Pb0,52 amorphous
selenium," and CdS,53 it is certainly possible to construct X-ray
camera tubes, using such target materials, in which carriers are col-
lected by diffusion to the electrodes, although the fabrication of the
contacts may give some practical difficulty. Therefore such camera
tubes can be easily compared with the silicon diode array tube since
the method of carrier collection is similar and the same restraints
that apply to the silicon tube (limited target thickness to prevent
lateral diffusion of carriers and consequent resolution loss, and to
prevent loss of carriers by volume recombination before collection)
will also apply to these tubes.

If blocking contacts can be maintained at sufficiently high voltages
that the depletion region can be extended through the target thick-
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ness, the sensitivity will be much greater than estimated here. Such
contacts were apparently not obtained in the work reported by Smith
on amorphous selenium targets.4° In the case of PbO films, the au-
thors are not aware of X-ray measurements reported in sufficient de-
tail to determine the mechanism of carrier collection.

The applicability of various camera tube targets to medical X-ray
detection can be assessed under the assumption that the generated
carriers diffuse to the target surface and are collected there. The targets
will be assumed to be as thick as possible so that as much of the incident
radiation as possible can be used. Specifically, the target thickness will
be taken to be ten times the diffusion length for minority carriers in
the particular substrate being considered. This is as thick as can be
allowed if each absorbed photon is to produce at least several collectable
carriers, since CI° 10' and since a 60 keV photon produces around
104 carriers in each of these materials. In any case, this manner of
choosing the thickness is sufficiently general to provide some sort of
meaningful comparison, particularly since the geometrical efficiency
g should be similar for all four types of targets, as discussed in connec-
tion with Table III. A comparison of these types of camera tubes
appears in Table II.

According to results obtained in Section 7.1, the resolution of such
camera tubes would be expected to be better than the 0.4 mm obtain-
able with fluorescent screens, since such screens are subject to lateral

TABLE II - COMPARISON OF CAMERA TUBES FOR
MEDICAL APPLICATIONS

Substrate Material Diffusion
Length

pm

Target
Thickness

pm

X-ray Photon Energy

40 keV 80 keV

a, ism -1 f a, pm -1 f

Pb0 (tetragonal) 1.2* 12 0.0132t 0.147 0.00492 t 0.0573
Se (amorphous) 10t 100 0.00365§ 0.306 0.00115§ 0.109
CdS (n -type) 6.4¶ 64 0.00703t 0.362 0.00256t 0.151
Si (n -type) 11011 1100 0.000176§ 0.176 0.00008§ 0.084

* See Ref. 56.
t See Ref. 57.

See Ref. 40, p. 352.
§ See Ref. 10.
¶ Reported values differ by about a factor of two, but the value given here is

typical. It is obtained from the equation L = (Dr)112 using a hole diffusion constant
D = 0.27 cm=/sec and hole lifetime r = 1.5 Asec. These values are given by
I. Broser, Physics and Chemistry of II -VI Compounds, ed. M. Aven and J. S. Prener,
New York: John Wiley and Sons-Interscience, 1967, p. 520.

II Calculated from measurements reported in Fig. 2 of this paper.
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light scattering. The values of absorption coefficient a for X-rays, as
indicated, are given in inverse pLm. The fraction of photons usefully
detected is taken to be simply f = 1 - exp (-at) for thickness t.

The table indicates that only using CdS in a scanned image tube
offers hope of improvement in usable fraction f over conventional opti-
cal image -intensifier systems as long as carrier collection depends
upon diffusion. Its combination of high density and ease of fabrication
makes it a possible candidate for medical applications. A silicon target
has not only the disadvantage of a lower f, but the problems con-
nected with a higher dark current, as discussed in the following sec-
tion.

However, the very best imaging device for medical applications re-
mains the final possibility considered here, the flying spot X-ray sys-
tem. Although the production of X-radiation by such a system is
necessarily very inefficient, about 90 percent of the photons trans-
mitted by the patient can be detected with certainty, and thus this
system is to be preferred if cutting the dose to the patient is the prin-
Cipal consideration. However, the practical difficulties of producing
sufficient X-ray intensity in a scanned X-ray beam seem to still re-
main an essential limitation to the method. Discussions of this sys-
tem appear in Refs. 23, 27, and 54.

7.3 X -Ray Diffraction and Other Applications
The type of application toward which this section is oriented is the

case of an X-ray image of limited intensity which is to be detected as
conveniently as possible. A typical application in mind here is that
of Laue diffraction work. Another, usually applicable to higher en-
ergy X-radiation, is industrial radiography.

As in the case of many other applications, film is useful but not
always the optimum detector. Its variable exposure time gives it
effectively a very wide dynamic range, but it is highly nonlinear
(gamma 1)55 and relative intensities cannot be easily measured."
The desire to see a picture more rapidly, either by reducing exposure
time or eliminating the developing process, or both, provides motiva-
tion to consider other imaging systems. Moreover, the increased sensi-
tivity provided by alternate systems for low energy X-radiation may
permit imaging in cases where the required film exposure time would
lead to excessive fogging.

Image intensifier systems have been used in the past in such applica-
tions as Laue diffraction work, to allow continuous monitoring of the
diffraction pattern as a crystal is oriented.23.35' The inherent lirnita-
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tion in these systems is their limited resolution of d 0.4 mm, owing
in part to lateral scattering of light."

Scanned -image tubes can improve upon resolution, permitting ori-
entation of very small crystals (requiring more highly collimated
beams) or more accurate measurement of larger crystals than would
he possible with an image intensifier system. Because of unity gamma,
relative intensities at a given X-ray energy may be measured elec-
tronically. In addition, the integration time during which the image
is being accumulated in the charge pattern on the target can be varied
electronically, corresponding to varying the exposure time when us-
ing film.

There are several ways in which scanned -image camera tubes may
be compared. The points of comparison are charge storage time, sen-
sitivity, and convenience. Since, in a tube without electron multipli-
cation, amplifier noise usually dominates, comparison of sensitivity
also constitutes an evaluation of signal-to-noise ratio or picture
quality.

The difference between the applications currently under discussion
and medical applications is that rather than there being a limitation
upon total number of photons incident upon the viewed object, there
is instead a limitation upon the total photon flux rate available to
illuminate it. Thus the number of incident photons per picture element
is proportional to the integration time ri which is used to accumulate
the picture. Since the signal increases linearly with r but the noise
increases no faster than the square root of T., it is advantageous to use
the longest integration time that is consistent with linear system response
and operator convenience. If changes in the image are to be observed,
for example changes in a Laue pattern as a crystal is oriented, it is
probably desirable that the integration time not exceed second,
and frequently preferable to make it even less, say 0.1 second.

Since the integration time may be arbitrarily increased without
changing frame time by frame delay, as described in Section II, the
maximum integration time that can be used is determined simply by
the duration of time for which charge can be stored on a picture
element. In the case of a photoconducting camera tube this time
constant can be very long. Charge storage times longer than 2 min-
utes have been reported for tubes with amorphous selenium targets,"
and similarly long storage times should apply to photoconductors with
such high dark resistivities as Pb05° and CdS.

In a diode array target, the dark leakage current determines the
charge storage time. For tube No. TN -84, it was found that the dark
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current was a linear function of the quantity (VT - 1.5 volts) over
the range 1.5 VT < 5 volts. It will be assumed that an appropriate
model for the effect of the dark current is therefore a resistance R
connected across the diode capacitance C. Because of the nature of the
photo -process, absorbed photons may be represented by a current
generator. The electron beam is represented by a battery of voltage
V = VT - 1.5 and a switch whose momentary closure represents the
scan of the electron beam across the diode in question. The current
through the battery is the video current. This extremely simple equiv-
alent circuit is shown in Fig. 6.

Consider the following experiment: The electron beam is blanked
off at t = 0, just after reading a frame, and after a time T a source of
optical or X-ray photons is flashed briefly on. This source is con-
fined to a limited area of the target so that both light and dark sig-
nals are available for comparison. Now after an additional time T
during which there is no photon source and still no electron beam, the
electron beam is again turned on and allowed to scan. As the electron
beam sweeps the target, the integrated current flowing to both those
regions without photon input and those with photon input is measured.
The difference in these quantities will be called the signal amplitude.

In terms of the equivalent circuit, consider that the circuit rep-
resents a diode or picture element. Some fraction p of a frame time
prior to t = 0, the switch was briefly closed and the capacitor ac-
quired the battery potential. Then at time T the current generator
furnished a unit pulse of charge. Then after time T plus an additional
(1-p) frame times, the switch was briefly closed again and the
charge passing from the battery to charge the capacitor was meas-
ured. This constitutes a measurement of the video signal plus ac-
cumulated dark current. The experiment is also repeated, but with-
out the current generator pulse, to measure only the accumulated

DIODE
CAPACITANCE
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PHOTOCARRIERS

GENERATED
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Fig. 6 - Equivalent circuit for one picture element in a diode array camera tube.
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dark current. The difference of these two measurements is again the
signal amplitude.

The reader may determine by a simple circuit analysis that T is
varied the signal amplitude changes in proportion of exp (-T/RC).
Thus by varying the frame delay time T it is possible the charge
storage time TR = RC of the circuit.

Such an experiment was carried out with the tube just described,
No. TN -84, and it was found that the signal amplitude did decay ex-
ponentially as a function of the frame delay time T. The only departure
from exponential decay occurred at very long delays and was found to
be caused by there being insufficient beam current available to com-
pletely charge down the target after such a long-time loss of charge.
The results were that the charge storage time was 0.184 ± 0.027 seconds
at 27.5°C, increasing to 1.197 ± 0.341 seconds in the range 7 to 11°C.
Since this target did not have diodes with low leakage currents, showing
instead the relatively large dark current of 70 nA/cm2 at 32°C, other
diode array targets should have even longer charge storage times.
Charge storage times as long as r -z-:,85 seconds seem to be possible with
better targets (this assumes a cooled target with dark current 0.1 nA/cm2
and a typical diode capacitance value of 2000 pF/cm2). Storage times
longer than about a minute are probably not needed in sequential
imaging applications, since film is a convenient medium for such long
exposure times.

The result is that for typical sequential imaging applications both
the silicon diode array and potential X-ray photoconductive target
materials (selenium, CdS, and Pb0) have sufficiently long charge
storage times to be used. The next point taken for comparison be-
tween different camera tubes will be sensitivity.

As before, camera tubes will be compared assuming blocking con-
tacts, but only a relatively thin depletion region, so that carriers must
diffuse to an electrode for collection. To compare sensitivity, it will
be assumed that the photosensitive target material is chosen to have
the thickness of one carrier diffusion length to insure high collection
efficiency. In the case of silicon this implies a target thickness of
0.004 inch, which does lead to the very greatest sensitivity in the
predicted curves of Fig. 4. For selenium this gives a target thickness
of 10/A., which agrees with the optimum target thickness reported by
Smith.4° The same assumptions will be made about CdS and Pb0 for
this comparison. Obviously the question of optimum target thickness
depends upon not only the bulk and surface properties of the mate-
rials, but upon the energy of X-rays which it is desired to detect, and
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the comparison here can only be qualitative. Nevertheless, it is in-
structive to consider how the sensitivities of various types of camera
tubes would compare for use in the lower energy region such as that
appropriate for crystal diffraction studies; these assumptions offer
a simple and unbiased means for evaluation.

Another piece of information needed is the average energy, AE,
required to free a carrier. Measured values are available for PbO,
CdS, and silicon, but aparently not in the case of selenium. These
energies typically seem to be roughly proportional to the band gap
energy in the material, as shown in Table III and discussed some-
what in Ref. 57. Thus a value of AE for selenium is estimated that is
consistent with the other values and tends to be optimistic in its pre-
dictions of sensitivity (that is, the value of AE is as small as would
be consistent with other values in the table). The typical energies for
these applications are taken to be 10 keV and 25 keV for this corn -

TABLE III - COMPARISON OF CAMERA TUBES FOR
LOW -ENERGY IMAGING

Substrate Material
Pb0

Tetragonal
Se

Amorphous
CdS

n -type
Si

n -type

Absorption discontinuities between 13.03-15.86 12.65 26.712 none
5 and 30 keV* Lpb K so KCd

Target thickness t, Am( = diffusion
length) t 1.2 10 6.4 110

Carrier production energy, AE, in
eV 8t r,----6.7§ ,-----8.3¶ 3.511

Ratio of LIE to band gap# 3.48 3.19 3.46 3.18
Absorption coef. a, (An1)-1:t

E = 10 keV 0.1117 0.0226 0.0496 0.00804
E = 25 keV

f = 1 - exp ( -at):
0.0465 0.0134 0.00431 0.000576

E = 10 keV 0.125 0.202 0.272 0.586
E = 25 keV 0.054 0.126 0.027 0.060

Geometrical efficiency g - 0.80** __ 0.88ff
Relative response, S = fE/SE:

E = 10 keV 156 302 328 1680
E = 25 keV 169 470 81 428

* Handbook of Chemistry and Physics, 48th ed., Chemical Rubber Company,
p. E-125.

f See Table II for references.
t See Ref. 57.
§ Estimated to make the ratio of AE to band -gap the same as for silicon, which

constitutes an optimistic estimate for the purpose of estimating the overall sensitivity.
¶ The average of the values 7.3 and 9.3 quoted by Lappe (Ref. 57).
11 See Ref. 19.
# Band gap energies are from R. H. Bube, Photoconductivity of Solids, New York:

John Wiley & Sons, 1960, pp. 233-234.
** For target thickness 0.001". See Ref. 39.

t From Fig. 6 of this article, with t = 0.004" and E = 10 and 25 keV.
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parison, and the usable fraction of the incident photons f = 1 -
exp (-at) can be calculated in terms of the absorption coefficient a
and the thickness t of the target, as shown in Table III.

The relevant target parameter that determines the size of the
video signal is the product ?if. Since n is the number of video electrons
collected per usefully absorbed X-ray photon, and since each photon
produces a number of carriers equal to E/AE, it follows that

= gE/SE. (5)

In this equation, g is the geometrical efficiency, the same quantity
discussed in connection with Fig. 4, which was defined as the frac-
tion of free carriers generated which lead to video current. Since the
target thickness has been taken equal to the carrier diffusion length,
the geometrical efficiency will be quite high, as may be determined
from Fig. 4. Table III shows typical values for g for silicon and
selenium. Because of the choice of target thicknesses, it is appropriate
to assume that the geometrical efficiency will be close to unity for
all the target materials here considered. Therefore, instead of compar-
ing relative sensitivities on the basis of ?if = gfE/6S, a meaningful
comparison of sensitivity can be made by simply comparing the
quantity

S = fE/AE. (6)

Thus a comparison of sensitivity between various scanned camera
tubes for low -energy imaging can be made in a semiquantitative way
by comparing a single sensitivity number S at the X-ray energies of
interest. This has been done in the last two lines of Table III for
X-ray energies of 10 and 25 keV.

The PbO target performs poorly because of its extremely short
carrier diffusion length, necessitating a very thin target. At 25 keV
selenium is the most sensitive, followed closely by silicon; at 10 keV
silicon is by far the most sensitive (selenium has less than 20 percent
of its sensitivity). To emphasize the sensitivity of silicon, notice that
X-ray imaging in the 10 keV range has been carried out with a silicon
diode array with sensitivity approximately equal to that of Polaroid
film (ASA 3000) using a standard cassette with internal fluorescent
screen.

If it is possible to extend the depletion region to greater depths,
then increased target thicknesses may be possible without loss of
geometrical efficiency. In such a case the sensitivity of any of these
possible camera tubes could be greatly increased. In the case of silicon



X-RAY IMAGING 373

this could be clone by reducing the substrate resistivity, providing that
this did not also lead to increased dark current. With the other target
materials this could be accomplished by fabricating effective block-
ing contacts which could remain blocking up to sufficiently high volt-
ages to extend the depletion region, or by making good p -n junctions
in material of low resistivity. The most progress along these lines has
probably been made with Pb0 targets, although the published ob-
servations concerning X-ray detection with Pb0 camera tubes seem
to be too sparse to permit detailed comparisons with the silicon
camera tube.

A further point for comparison that is relevant is the uniformity
of sensitivity over the energy range that it is desired to operate. For
the materials discussed here, Table III shows the positions of any
absorption discontinuities occurring in the range 5 to 30 keV. Since
the absorption of the elements in question changes by a large factor
(2 to 5) at the energies indicated, the presence of absorption discon-
tinuities is reflected in a great difference in the sensitivity of the
camera tube on either side of these energies. This can be an incon-
venience, both because of the unfamiliar appearance it may give to
familiar Laue diffraction patterns and because of the great variation
in threshold sensitivities when X-ray flux intensities are to be meas-
ured. From this standpoint, both Pb0 and selenium seem undesirable
for low -energy imaging. CdS is better, having only a discontinuity at
26.712 keV, but silicon is clearly the target material least contami-
nated with unwelcome discontinuities in absorption. In fact, silicon
has no such discontinuities above 1.838 keV, which is too low in en-
ergy for open-air diffraction work anyway.

The final point for comparison was referred to as "convenience",
which includes whatever practical considerations may be relevant to
selection of a camera tube for particular applications. A disadvantage
of silicon diode array tubes arises when very long integration times
are required, since some form of target cooling must be supplied to
presently produced targets to obtain integration times much longer
than a second. Although tubes are now being designed incorporating
internal solid-state cooling, it would still be desirable to eliminate
this additional complication. Improvements in target processing will
probably permit integration times as long as ten seconds, even at
room temperature, when targets with lower dark current become
available.

There are other respects in which the silicon diode array looks more
desirable. It can withstand high temperatures without damage (at
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least several hundred degrees Centigrade) , whereas an amorphous
selenium target tends to crystallize above 30°C.58 Moreover, although
the diode array requires some special techniques for diffusion, the
resulting target is durable and can withstand the kind of high tem-
perature bakeout that seems always to be required when producing
vacuum tubes with high reliability and years of life.

Some other general advantages to scanned camera tubes are com-
mon to all the types considered here. The dc level on the television
monitor can be adjusted to provide a threshold signal below which
no image appears, which is useful in removing background noise from
the image. The apparent magnification of the image may be varied
electronically by changing the raster size. Finally, simple electronic
techniques like triggering a time -delay oscilloscope at the beginning
of a frame allow the video signal current to be accurately measured
at any desired locations in the image.

The question of damage resulting from incident X-radiation is still
open. Silicon diode array targets coated with a silicon resistive over-
lay show a slight increase in dark current where they have been ex-
posed to a direct beam from an X-ray tube. No damage at all seems to
occur below a certain X-ray intensity, although this qualitative judg-
ment may not turn out to be genuine when properly measured.
Finally, this damage tends to anneal out when the tube is left warmed
up without incident X-rays for a few hours, although some damage
can still be detected.

These descriptive features have mainly emphasized the silicon diode
array camera tube since the authors have very little information on
the practical aspects of the other types of X-ray camera tubes. Com-
mercially available tubes* are of the selenium target variety; they
have relatively short life and cannot withstand high temperatures.
Some information is available in the literature concerning Pb0
tubes21. 41 but apparently not on CdS.

VIII. CONCLUSIONS

The following are the distinguishing features of the silicon diode
array camera tube as applied to X-ray imaging. This device has high
sensitivity and a smooth spectral response in the range 5 to 30 keV.
Electronic zooming can be used to vary picture magnification. Silicon
is easy to work with and clean for vacuum tube use; good fabrication

* Westinghouse Type WX-5129 X -Ray Vidicon, Westinghouse Electric Cor-
poration, Electronic Tube Division, Elmira, N. Y.
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technology has been developed, especially locally. Silicon camera
tubes can be baked out at high temperatures.

Among the less desirable features of the silicon diode array are its
relatively high dark current, requiring not too high an operating tem-
perature, and, for low -intensity detection, requiring cooling of the
target. In addition, for very long charge storage times, cooling would
be necessary. The silicon diode array seems to exhibit some damage
at high X-ray flux rates. It requires competent photolithographic
techniques to fabricate, and for certain applications (such as medical
work) it seems to be less desirable than CdS.

Future lines of work will include both improvement of the device
and pursuit of practical applications. Measurements will be made of
the photoemission from the surfaces of silicon diode array targets that
have gone through all the usual special surface processing used to lower
the surface recombination velocity. Tubes will be constructed having
larger sensitive areas, at least 34 inch in diameter, by covering the
silicon disk with diodes and using a beryllium or mylar window to
hold the vacuum instead of the silicon itself. Thicker targets will be
used to increase X-ray absorption, and attempts will be made to
make fully depleted thick targets, making use of lithium drifted
silicon substrates. The possibility of carrier injection from denser ma-
terials deposited on the silicon as an overlay to increase X-ray ab-
sorption will be pursued. Tubes with internal solid-state target cool-
ing, now being assembled and developed, will be tested. In addition,
tubes may be built using internal electron multiplication as well as
target cooling in hopes of carrying out photon counting and pulse
height discrimination of photon energy.

Practical applications to be pursued will include techniques for
X-ray orientation of crystals by conventional Laue techniques and
other approaches. Some preliminary results on crystal orientation,
as well as some simple topographic studies of crystals using the diode
array camera tube, are reported elsewhere.4 X-ray imaging will prove
useful in several health physics applications. With proper calibra-
tion of radiation dose rather than photon flux, and beam intensity
profile determinations, this technique will be useful in establishing
dose distributions in X-ray beams to which humans are exposed
either accidentally or intentionally, as in X-ray radiotherapy. Such
measurements are being made by M. M. Weiss. Use of the camera
tube as a magnifying monitor in both X-ray and electron microscopy
is being evaluated, the latter by Fabian Pease. Finally, the possibility
of using denser target materials such as CdS will be considered for
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further pursuing possible applications of the camera tube in medicine
and radiography.
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APPENDIX

Measurements of Silicon Diode Array Target Reflectivity
In Fig. 2 the measured collection efficiency of the camera tube is

shown, as corrected using published values for the reflectivity of
silicon.16 The data points show a certain oscillation in magnitude as
a function of wavelength. To understand this effect more fully, the
reflectivity of the target was measured:

A Bausch & Lomb grating monochromator model No. 33-86-03
with 675 grooves per mm and 3 -mm slits was used with a tungsten
source and a Corning No. 2-64 infrared transmitting filter, the latter
serving to remove second -order diffracted rays from the output beam.
An aperture 2 mm in diameter as placed at the exit slit. Light from
the monochromator passed through a 6.4 -cm focal length lens and
was reflected from a half -silvered mirror with an angle of incidence
of about 45°, and the image of the 2 -mm aperture was formed on the
diode array target. The limiting aperture for this incident light was
an 2 -cm diameter aperture placed next to the lens, and the optical
path length from this aperture to the target was 13 cm. Thus the
incident light arrived at angles ranging up to tan -1 (1/13) = 4.41°
with respect to the normal to the diode array target. Light reflected
from the target again passed through the half -silvered mirror and
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through another lens, which imaged the surface of the target on a
solar cell. The diameter and placement of this lens were such that
light was accepted leaving the target at any angle up to 14° with
respect to the target normal. The light was chopped at 13 Hz and
synchronously detected.

The reflectivity of the target was determined by comparing the
13 -Hz light signal detected in the arrangement just described with
the signal measured when the diode array target was replaced with
a multilayer dielectric mirror. Two such mirrors, kindly loaned by
L. B. Hooker, together furnished a reference reflectivity exceeding
99 percent in the wavelength range 0.85 to 1.5 microns. Care was
taken not to saturate the solar cell during these measurements.

The reflectivity thus measured is plotted in Fig. 7. The data be-
come increasingly less accurate at longer wavelengths because of the
greatly reduced sensitivity of the solar cell at these wavelengths.

Fig. 7 reveals the same sort of oscillations previously observed in
the collection efficiency data points of Fig. 2. Unfortunately it is not
possible to correct the measured collection efficiency data using the
reflectivity of Fig. 7 to verify that all the oscillations in Fig. 2 are
spurious.

There are several reasons for this. First, the spectral width for
the reflectivity measurement was about 100 A, a significant fraction
of the spacing between the reflectivity minima (,-:::700 A), whereas the
measurements of Fig. 2 were made with a considerably narrower
spectral input. Second, since the oscillations presumably arise from
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interference between multiple internal reflections in the target, their
magnitudes should be strongly dependent upon the range of deviation
of the incident light from the normal, which was also different in the
two sets of measurements because of the different geometry used (a
Perkin-Elmer monochromator was used for the collection efficiency
measurements). Moreover, the collection efficiency measurements
were made with the target newly mounted on the tube, but by the
time the reflectivity measurements were made, the target surface had
unavoidably become dirtier. These differences in surface cleanliness
could easily have changed the amount of reflection either internally
or externally at the silicon -air interface enough to change the magnitude
of oscillations in the reflectivity from the values that would have been
measured on a clean surface.

Moreover, it is not even possible to accurately compare the measured
value of reflectivity (27.5 ± 1.0 percent) for wavelengths 0.80i.im <
X < 1.0,um with published values of reflectivity, which amount to about
32 percent in this wavelength range." It is quite possible that the scat-
tering due to surface contamination was adequate to account for the
discrepancy between the measured and the published values.

However, it is still possible to learn a lot of information from the
reflectivity measurements. First they confirm the periodic behavior
observed in the collection efficiency measurements. The minima in
reflectivity observed at 0.91/Am and 0.98/2m could have arisen from in-
terference between internal reflections in the target. Since the absorp-
tion coefficient is too great for much penetration to occur at these
wavelengths, this would have to be caused by a thin surface layer of
the target having slightly different optical properties from the rest
of the target substrate. Its thickness may be estimated by setting

from which

0.91(n + 1) = 0.98n,

n = 13.

This gives an optical thickness for the layer of

(7)

(8)

2n(0.98) = 6.4eum. (9)

Thus these oscillations in the reflectivity could be accounted for by a
layer of thickness 2µm since a typical refractive index for silicon in this
wavelength range is It appears that this thickness of layer
would also account for the oscillation in the collection efficiency dis-
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played in Fig. 2. It is not known whether such a layer could be caused
by impurities or dislocations near the surface.

Since the true magnitude of the oscillation cannot be accurately
known, further remarks refer to Figs. 2 and 7 with the oscillating
features replaced by slowly changing average values.

As previously pointed out, the discrepancy between the measured
value of reflectivity of X27.5 percent and the published value of 32
percent in the wavelength range 0.83-1.0mm probably results from
scattering. Since the factor needed to correct the measured values of
collection efficiency to obtain Fig. 2 should really be 1/ T (T = trans-
mission of the silicon surface for entering photons) rather than 1/(1 -R),
the measured reflectivity values should really be augmented by the
scattering if they were to be used to obtain Fig. 2. Thus it seems pref-
erable to use the larger value 32 percent, as obtained from the literature,
for this correction, at least for wavelengths shorter than 1.0Am.

For wavelengths beyond 1.0Am, the published values of reflectivity
continue to decrease, approaching 30 percent," but the values given
in Fig. 7 rise significantly at longer wavelengths. Since the absorption
coefficient of the silicon decreases sharply in this wavelength range,
falling to only 4.24 cm -1 at 1.11Am,11 the target rapidly becomes virtually
transparent to light as the wavelength increases past 1.0Am. Thus the
reflectivity of the target becomes the reflectivity of the front surface,
augmented by the reflectivity of the back surface (measured to be

40 percent by a similar technique), finally complicated at sufficiently
long wavelengths by multiple internal reflection if the front and back
surfaces of the target are sufficiently parallel. Thus this rise in measured
reflectivity at longer wavelengths is to be expected.
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Approximate Large -Signal Analysis of
IMPATT Oscillators

By J. L. BLUE
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Insight into the large -signal operating characteristics of IM PAT T oscil-
lators has been obtained from detailed numerical calculations of D. L.
Scharfetter and H. K. Gummel. However, their calculations are relatively
expensive in computer time. Small -signal analyses of IM PAT T diodes
are much less expensive, but give little reliable information about oscillator

performance.
This paper presents a model for large -signal analysis of IMPATT

diodes which requires less than 1 percent of the computer time used by
Scharfetter and Gummel's method, but still provides a realistic description
of I M PAT T oscillators in modes of operation which maintain carrier
velocity saturation. We show graphical results, based on numerical com-
putations, which provide information about phase relationships in
IM PAT T oscillators and improve understanding of the two -frequency
mode of operation.

I. INTRODUCTION

Considerable insight into the large -signal operating characteristics
of IMPATT oscillators has recently been obtained by D. L. Schar-
fetter and H. K. Gummel through numerical calculations involving
a complete modeling of the physical processes taking place in the
diode.1 They solve the one-dimensional partial differential equations
for the generation, diffusion, and drift of holes and electrons, as well
as Poisson's equation and the differential equations for the circuit
in which the diode is embedded. Their analysis, which has led to
improved understanding of IMPATT diodes and insight into new
modes of oscillation, includes most of the important physical effects.
Since their model is so detailed and accurate, their analysis is a
large-scale computer project. Even after the computer programs are
debugged, analysis of IMPATT diodes is relatively expensive.

383
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Another possible method is small -signal analysis, which is tractable
numerically and more economical.2-4 However, small -signal analysis
gives only a limited amount of information about large -signal oscilla-
tion.

An intermediate model has been presented by W. J. Evans.5 How-
ever, his simplified large -signal model requires short transit -time in
the drift region. He obtained a single first -order differential equation
for the diode current, and was able to solve analytically for the
(large -signal) diode current and voltage as a function of time. Unfor-
tunately, the restriction to short transit time and his use of other
approximations severely limit the applicability of his results.

This paper presents a model for large -signal analysis of IMPATT
diodes which incorporates most of the important physical processes
in the diodes, but which is more tractable numerically than that of
Scharfetter and Gummel. Because the new model requires far fewer
computer hours than Scharfetter and Gummel's model, parameter
studies are feasible; because the new model contains more physics
than Evans' model or the small -signal models, the results are more
reliable and more effects can be studied.

II. LARGE -SIGNAL IMPATT MODEL

We consider a one-dimensional diode, neglect diffusion, and assume
that the electric field is large enough so that holes and electrons move
at scatter -limited velocities. The latter assumption is essential for
simplifying the calculations, but means that our model is not appli-
cable to some important oscillator modes, such as analyzed by Schar-
fetter, Bartelink, and Johnston.6

The other important simplification is that in Poisson's equation
we neglect the space charge of the ac component of the particle
current in the avalanche region. The detailed calculations of Schar-
fetter and Gummel show that this is a good approximation for the
classical Read mode of operation and other modes where the width
of the avalanche region remains fairly constant during the oscillation
cycle.? We include the space charge of the de component of the par-
ticle current in the avalanche region, and both ac and dc components
of the particle current in the drift region. This says that the shape of
the electric field profile in the avalanche region does not change in
time, although the magnitude of the field does; that is,

Eavai(x, t) = f(x) + E(t) (1)
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This is equivalent to the commonly -made assumption that the particle
current is constant in the avalanche region.2, 5' 7 Given a bias current
and the doping in the diode, we can calculate f (x) by solving a second -
order differential equation by standard methods.3' 4

We can treat diodes in which holes and electrons have unequal
scatter -limited velocities and unequal ionization coefficients, although
the model we have chosen for computation assumes the same values
for electrons as for holes. The ionization coefficients may be any
given function of the electric field, such as A exp (-b/E).

Besides the simplifications resulting from our diode model, we
obtain important simplifications by solving directly for a periodic
solution, rather than solving for a transient solution which eventually
becomes periodic. We save computation time both because we elim-
inate solving for the unneeded transient solution, and because we
are able to use more advantageous numerical methods.

Notice that the essential approximations are constant carrier veloci-
ties and equation (1) ; many combinations of additional approxima-
tions may be made, so that we are describing a whole hierarchy of
IMPATT models. The aproximation of equation (1) can be over-
come by a recursive method of solution, the first step of which is
the subject of this paper. However, for most purposes equation (1)
is sufficiently accurate.

III. IDEALIZED DIODE

In the rest of this paper, we consider a fairly simple model of an
IMPATT diode; we are able to emphasize the essential features of
the method without becoming lost in algebra. (We plan to treat the
most general case in a subsequent article.)

We consider a diode with a uniform electric field [f (x) = 1] in the
avalanche region (of length da) , and one drift region (of length dot) .
We assume equal hole and electron velocities and ionization coef-
ficients, so that the continuity equations for holes and electrons in
the avalanche region are

ap(x, t)/at = va[E(t)][p(x, t) n(x, t)] - v ap(x, t)/ax

an(x, t)/at = va[E(t)][p(x, t) n(x, t)] v an(x, t)/ax.

The importance of the approximations discussed in Section II is
that they enable us to avoid dealing with the hole and electron den-
sities as functions of both space and time. We proceed much as did
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Read and Evans,5 adding the two continuity equations to obtain
an equation involving the particle current density

819(x, t)/at = 2va/9 - qv2 a(p - n)/ax. (2)

The total current, particle plus displacement, is

1,(t) = Ip(x, t) e (9E(x, t)/at. (3)

IT is independent of x; since E in the avalanche region is independ-
ent of x, 4 (x, t) is also independent of x. Using this fact, we integrate
equation (2) over the avalanche region. Neglecting reverse saturation
current, we obtain

=r2v4
do

If we use a (E) = A exp (-b/E), and define Ec as the "critical" field
(that field necessary to maintain the dc current under static condi-
tions) then a(E0) = 1/da. We obtain

2v1
a19/at = ri Aci-Ec/E(,) 1]. (4)

(Evans linearized the electric field, and used

2v r(t) _1].az,/at =

We retain the more nonlinear version.)
We treat the case in which there is an applied voltage* V (t) in ex-

cess of that required to maintain the dc reverse bias current density
L. The avalanche electric field is reduced by the space charge of the
particle current in the drift region; as in Read, we have

E(t) = E, V(t)/(da dd) - 1 f 9(t1)(1
E - Tei

t' -
Td (5)

where Td = dd/v is the time for particles to pass through the drift
region after leaving the avalanche region. In equation (5) and the
remainder of this paper we specialize to the case da << dd, as Read and
Evans did.

Equations (4) and (5) , together with suitable initial conditions,
may be solved for E (t) and 4(0. The total current, which is equal

* We could equally well treat the case where there is an applied terminal
current IT(t). It is only slightly more difficult to embed the diode in a circuit;
then we use Kirchoff's laws to write V(t) in terms of IT(t) and the circuit
parameters, generally as an integral over Jr.
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to the terminal current, may be obtained from equation (3) :

IT(t) =
da d

dV(t)/dt f
-Td

4(t') dt'. (6)

The first term is the displacement current and the second is the par-
ticle -induced terminal current, I T I)

Instead of solving the initial -value equations for the transient solu-
tion, and extending the solution far enough in time for the limiting
periodic solution to be obtained, it is preferable to solve directly for
only the periodic solution. We assume V (t) to be periodic (not neces-
sarily sinusoidal) with period T, and find solutions E (t) and Iv (t)
which also have period T. Now we need solve only for t in the inter-
val (0, T) . It is more convenient to rewrite equation (4) as an integral
equation; integrating equation (4) from 0 to t, we obtain (T. = da/v)

Ip(t) = 4(0) exp
Ta

[(AdorEsE" - 1] el. (7)f
We substitute equation (5) for E(t'), and have a single integral

equation for Ip(t), which we shall not write explicitly; since
1,(t + 7) = 4(t), we solve only for 0 t < T. Because of its complexity,
it will be solved numerically; for our method to be useful, we must be
able to find numerical solutions quickly and reliably. We solve this non-
linear integral equation by a standard iterative method, which converges
quickly and stably.

We divide the interval (0, T) into M intervals, let t,, = nr/M, and
solve equation (7) approximately for the M values Ip(t), n = 1, 2,
. . . , M. The integrals are evaluated by, for example, the trapezoidal
rule, with integrands evaluated only at times t,,. We obtain a system
of M nonlinear equations for the values I,(t.), which are easily solved
by, for example, the matrix analog of the Newton-Raphson method.
More accurate integration rules than the trapezoidal rule may be
used. They are more complicated to program, but save execution time
because, for a given accuracy, fewer points need be used.

After the (tn) are found, then the /7,(4,) may be found from equa-
tion (6). Then we Fourier -analyze IT and V; the ratio of their funda-
mental components is the large -signal admittance at the frequency
v = 1/T. The ac power delivered by the diode also is easily calculated.

The small -signal admittance can be calculated analytically. It is

Y (CO -
r 1 Ct)2/ CO: -I

(d. + dd)Td (co) ico/c02.Tdi
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where

and

(co)
exp (-i(.0TaLT 0-21 icoTd

2 2«'(E c)vl 0
co: =

This admittance agrees with that of Gilden and Hines, when their
"passive resistance of the inactive zone R3" is neglected.2

IV. RESULTS

We analyze a germanium IMPATT oscillator similar to the one
reported by Swan.8 The results, which are presented graphically, are
meant more as an illustration of typical results obtainable than as a
comprehensive analysis of Swan's oscillator. In particular, the uniform
avalanche region approximation is inadequate. However, even these
preliminary results can clarify some aspects of IMPATT oscillator
operation.

The diode we analyzed has an avalanche width dd = 1.5 x 10-4 cm,
a drift width dd = 3.5 x 10--4 cm, and a carrier velocity v = 5 x 106
cm per second. The ionization coefficient is ce(E) = 5.9 x 10+8 cm -1
exp [ -1.2 x 106 (V/cm)/E].

Figure 1 shows typical solutions for the ac components of V(t), 4(t),
and /T9(t). Two cycles are shown; we plot /T, instead of I T, because the
displacement current component of I T delivers no power. The frequency
is 5 GHz, and the ac voltage amplitude is 10 volts. The avalanche
region particle current is extremely nonsinusoidal, and becomes more so
with increasing ac voltage amplitude. The fundamental component of
4(t) lags the ac voltage by about 49.5 degrees; this phase angle also
increases with increasing ac voltage, approaching 90 degrees. The phase
is closer to 90 degrees for higher frequencies; this may be attributed to
the lessened effect of drift region space charge on the avalanche region
field. (Read showed that the phase is 90 degrees when the space charge
can be neglected, so that the electric field in the avalanche region is in
phase with the terminal voltage.) The phase will be discussed further in
connection with Fig. 3.

Figure 2 is a complex -plane admittance plot; the dc component of
IT is fixed at 500 A/cm2, and the ac component of V (t) is a pure sine
wave, as it would be if the diode were embedded in a high -Q parallel
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Fig. 1- AC components of V, I,,, IT, at frequency 5 GHz, current density
500 A/cm2, ac voltage amplitude 10 V. Two cycles shown.

resistance -impedance -capacitance (RLC) circuit with only one res-
onant frequency. The solid curves are curves of constant ac voltage
amplitude; the dashed lines are curves of constant frequency. For
frequencies about 6 GHz and above, the negative conductance de-
creases with increasing ac voltage amplitude. For lower frequencies,
the negative conductance first increases, then decreases with increas-
ing ac voltage amplitude. For some low frequencies, for example 4
GHz, the diode has positive small -signal conductance, hut negative
large -signal conductance for large enough ac voltage. This type of
behavior agrees with that found at low frequencies by the detailed
calculations of Scharfetter and Gummel.9

Insight into this type of behavior may be obtained from Fig. 3, which
shows the amplitude and phase (with respect to the ac voltage) of the
fundamental component of /5(t). Curves of constant ac voltage ampli-
tude are solid and curves of constant frequency are dashed. To transform
any point on this plot to a complex admittance plot, one first multiplies
the complex number representing the point by

[exp ( - ico Td) -1]/(-iwTd)
to give the fundamental component of /2,9 . (For small coTd , this is
approximately the same as rotating the phase plot point of /, clockwise
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Fig. 2 - Complex -plane plot of diode admittance as a function of frequency
and ac voltage amplitude. AC component of V(t) = A cos wt. Current density
500 A/cm'.

by 1-COTd .) If the resulting point is in the second or third quadrant, then
the diode has negative conductance at that frequency and ac voltage
amplitude. Then the amplitude is divided by the magnitude of the
fundamental component of the ac voltage amplitude; finally the point
is moved directly upwards by ad/(da dd) to add in the displacement
current component.

At low frequencies, increased ac voltage amplitude improves the
avalanche current phase considerably; at 4 GHz, where the small -
signal conductance is positive, the improvement is sufficient so that
the approximately .--1(0Td rotation puts the phase plot point into the
third quadrant, and negative conductance results for amplitudes
above about 12 volts.

Figure 4 shows output power in the fundamental, in watts per
square centimeter. Maximum output power is obtained near the fre-
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Fig. 3 - Magnitude and phase plot of fundamental component of avalanche
particle current, /p(t), as a function of frequency and ac voltage amplitude. Cur-
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quency with largest small -signal negative conductance. Efficiency
depends upon the de voltage across the diode, and therefore on the de
electric field in the drift region. The idealized model merely assumes
this field large enough to maintain scatter -limited velocity. A better
lower bound is obtained by calculating, at each point in the diode,
the reduction in field resulting from the space charge of the current
pulse drifting away from the avalanche region. Since IT is independent
of x,

e dE(x, t)/dt = 4(t) E dEaval(x, t)/dt - .1,(t - x/v).

Integrate from 0 to t and subtract the dc component to obtain

AE(x, t) = f [4(t') - Iv(t' - x/v)] dt'.

Requiring the de field at x to be as least as large as

max [- A_E(x, t)]

gives the minimum field in the drift region allowable, and thus gives
the minimum drift voltage and maximum efficiency. The maximum
AE is also of interest, since in our model it is assumed that no ava-
lanching takes place in the drift region. If Ea is the minimum electric
field for which appreciable avalanche ionization can take place, then
we must require that

max [AE(x, t)] ± max [- AE(x, t)] <

for all x. This limits the allowable ac voltage amplitude. Numerical
results indicate that, for a given current density, the allowable ac
voltage amplitude depends only weakly on the frequency of oscillation
and the shape of the voltage waveform V(t). For our sample diode, if

c-:3 105 volt/cm, 20 volts ac amplitude is, approximately, the limiting
voltage for the simple diode model used. A more general model, with a
nonuniform avalanche region, could partially include avalanche -
broadening, and thus be used to analyze diode modes of operation with
larger ac voltage amplitudes.

Swan, Lee, and Standley recently reported marked improvement
in the performance of an IMPATT oscillator embedded in a micro-
wave circuit resonant at two frequencies, the fundamental and its
second harmonic.8, 1° As an aid in understanding their results, in the
rest of this section we present calculations in which V(t) has the
form Vocos cot + 1/2Vosin 2wt. (This particular waveform is not the
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optimum form, but is illustrative.) "Best" values of the magnitude
and phase of the second harmonic depend on the frequency and mag-
nitude of the fundamental, the bias current, the particular diode
used, and the standards of performance to be applied to the diode.

Figures 5 to 8 correspond to Figs. 1 to 4; Vo is now chosen so that
half the peak -to -peak value of V (t) is 5, 10, 15, or 20 volts. In com-
paring the oscillations resulting from a two -frequency V (t) with a
one -frequency V(t), we have chosen to compare voltage waveforms
with equal ac peak -to -peak amplitudes, not with equal amplitudes
in the fundamental, because of the ac amplitude limitation discussed
earlier.

Figure 5 shows solutions for the ac components of V(t), 4(t), and
/T(t); the frequency of the fundamental is 5 GHz, and the maximum ac
voltage is 10 volts. The fundamental component of 4(t) lags the funda-
mental component of the ac voltage by about 60 degrees instead of
49.5 degrees.

Figure 6 is a complex -plane admittance plot; for clarity, the lines
of constant ac voltage are omitted, and dots are placed at 0, 5, 10, 15,
and 20 volts. For nonsinusoidal ac voltages, the admittance at the
fundamental can move to the left of the small -signal admittance
line, resulting in a better negative conductance-to-susceptance ratio.
This is especially apparent at 4 GHz ; comparison of the 4 GHz, 20
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Fig. 5-AC components of V, /2 IT at frequency 5 GHz, current density 500
A/cm2, ac voltage amplitude 10 V. Two cycles shown.
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V points in Figs. 2 and 6 indicates that the addition of a second
harmonic component has improved the diode negative conductance
by a factor of three, and the negative conductance-to-susceptance
ratio by a factor of four.

Figure 7, corresponding to Fig. 3, shows in more detail the phase
improvement obtained with addition of the harmonic component to
the ac voltage.

Figure 8 shows output power in the fundamental. At higher fre-
quencies, maximum output power is less than that shown in Fig. 4.
At 5 GHz, maximum output power is about the same as in Fig. 4,
but occurs at an improved negative conductance-to-susceptance ratio.
This ratio is important when the diode's parasitic resistance Rp, which
we have neglected, is included, since the power is proportional to
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-90°

Fig. 7 - Magnitude and phase plot of fundamental component of avalanche
particle current, /i,(t), as a function of frequency and ac voltage amplitude.
Current density 500 A/cm'.

-Gi (G2 + B2) - Rp. At 4 GHz, maximum output power is sub-
stantially better than that shown in Fig. 4. The nonsinusoidal form
of V(t) improves the phase of /T (t) sufficiently so that, even though
V (t) contains less of the fundamental, the output power in the fun-
damental remains about the same.

5 6 7 8 9 10

FREQUENCY IN GHZ

Fig. 8- Output power in fundamental vs frequency for various maximum
ac voltages. Current density 500 A/cm".
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V. CONCLUSIONS

We have presented a numerically tractable method for analyzing
large -signal IMPATT oscillators. It requires less than 1/100 of the
computer time used by Scharfetter and Gummel's method, but still
provides a realistic description of IMPATT oscillators in modes of
operation which maintain carrier velocity saturation. (One solution
takes about one second of computation time on the GE 645 computer,
if we use 15 time steps per period.) Numerical calculations based on
a simplified version of the model have provided information about
the phase relationships in an IMPATT oscillator and improved un-
derstanding of the two -frequency mode of operation.
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Digital PM Spectra by Transform
Techniques

By LEIF LUNDQUIST
(Manuscript received September 10, 1968)

We derive an expression for the power spectrum of a class of nonstationary
processes with periodicity in the two-dimensional autocorrelation function
such that R(t, , t2) = R(ti T, t2 T). Such a class includes many of the
common digital signals. The method of derivation is based on the double
Fourier transform which relates the spectrum of any signal to its autocor-
relation function. This points to a very simple method of finding digital
spectra.

The results are applied to derive the general expression for the power

spectrum of a wave phase modulated with a pulse stream E ang(t - nT).
-c°

The only restrictions on the pulse stream are that the a's are independent
and have identical probability distributions, and g(t) is integrable and of
finite length.

I. INTRODUCTION

The power spectrum of a signal x(t) can be defined in many ways.
Every definition, however, has to yield some measure of the expected
power at the output of a narrow bandpass filter, as a function of the
center frequency of the filter.

If x(t) is deterministic then the square of the magnitude of its
Fourier transform represents energy density as a function of fre-
quency. If the signal has finite length the energy is finite and we can
define the power density to be the energy density divided by the
length of the signal. If the signal has infinite length the energy may
be infinite, but for realizable signals we can still define the power
spectrum by operating on a finite time interval and finding the limit
as the interval approaches infinity. This limit may include a set of
8 -functions.

If x(t) is a random signal the direct way of defining the power spectrum

397
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is to find the Fourier transform of a sample function xo(t) on a finite time
interval T. , take the magnitude square, divide by T. , average over all
possible xo(t), and finally take the limit as T. -> co .1

If x(t) is stationary, the power spectrum is proportional to the
Fourier transform of the autocorrelation function. This is a very
useful property which often simplifies the task of finding the power
spectrum.

The use of transform techniques can be extended to nonstationary
processes by means of a double Fourier transform.2 There is a very
simple relationship between the double Fourier transform of the auto -
correlation function R(t1, t2) of x(t) and the expected energy (or
power) as a function of frequency. Through the proper definitions
this technique includes both stationary and deterministic processes
as special cases.

One would not expect that the term power spectrum would have
much meaning in the general case of nonstationary processes. For
one thing it would require infinite observation time to measure the
spectrum. For some special classes of nonstationary processes we can
talk about power spectra. For instance if the autocorrelation func-
tion is a function of the time difference and only slowly varying with
time we can talk about locally stationary processes.

Another class of signals where power spectrum has a meaning is
where periodicity in R (t1, t2) exists. We will study signals for which

R(t1 , t2) = R(t1 -F T, t2 T). (1)
We will show that for this class of signals the transform technique
can be used to derive a simple expression, equation (26) , for the power
spectrum. It is believed that this method of arriving at the power
spectrum is simpler than the direct way used by Anderson and Salz
in their treatment of digital FM spectra.3

Equation (26) is given in such a form that it can easily be used
for many of the common digital signals. It should be especially use-
ful when the digital pulses are overlapping. We apply it to digital
PM which was not included in Ref. 3.

II. GENERAL CONSIDERATIONS

A signal x (t) has the autocorrelationt

R(t1 , t3) = E{x(t1)  x*(t2)].

t The symbol* denotes complex conjugation.

(2)
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We definet
r 03 rco

r(cch ,c02) = R(11 , 12) exP -I- 3W212) d11 dt2 . (3)

Papoulis has derived a number of properties for the transform pair
(see Chapter 12 of Ref. 2).

Define

p(r) = R(t t) dt

and

W(w) = p(r)e-iwT dr.

W(w) is the average energy spectrum and it can be shown that

W(w) = r(w, w).

If x(t) has infinite length we can define the average power spectrum as

= lim W"(6') (7)

where Wo(co) is the energy spectrum of x(t) taken over an interval of
length T. .

Combining equations (2), (3), (6), and (7) we have
!To/2 To/2

E[S(ti) X*(t2)1 exp [-ico(ti - 12)] dt1 dt2
Ern J- T0/2 .1- TO/2

T o-.co 2R-71

(8)
If we change the order of integration and expectation and observe

that the double integral is separable and that one integral is the con-
jugate of the other we get

E
To/2

x(t)e-'" dt2]
S(W)

J-To /2

To-.co 271 -To

which is the definition of power spectrum given by Rice.'
A large class of digital signals has the property

R(t 12) = R(1, T, t2 T). (10)

Papoulis has shown that in this case r(co, , w2) consists of line masses
t Notice the signs in the exponential.

(9)
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in the (col w2) -plane. The line mass on w, = w2 gives the average power
spectrum SW such that

r(w1 , w2) = rr(coi , w2) + (27022(,,,) - w2) (11)

where , co2) has no line masses on wi = w2 . From the definition of
r(co, , w2), equation (3), we get

Let

1,00

T(coi , w2) = R(1, , t2) exp ice2t2) dt, d12 . (12)
-Q. -.0

ti = + T (13)

12=t (14)

then
oo

r(coi , w2) = f fee R(t r, 1)

 exp [-jwir - j(w, - w2)1] dr dt. (15)

We divide the 1 -axis in intervals of length T and get

c,

oih , = E R(t + T, 1)
0=-00 I=QT 7=-co

 exp [-MT - Kw' - w2)1] dr dt. (16)

From equation (10) it follows that we have periodicity in t; in each
interval t E {qT, (q + 1)71 we let

t t qT

and equation (16) becomes

r(w, , oh) = °±1 f T re R(t + T, t) exp (-jwir)
t -o

 exp [-Ash - W2) (1 qT)] dr dt (17)

or

r(w, , w2) = j=
r

jr__ceR(1 + T exp [-jwir - - co2)/1 dr dt

00

(5(., - .2 - 27) (18)

The set of 8 -functions gives us the line masses mentioned earlier. S(w) is



DIGITAL PM SPECTRA 401

the mass on w1 = w2 , and from equations (18) and (11)
rT

8(w) =

1

- J J,_,R(1 T 1)e-i" dr dt. (19)
27T

We return to the original variables t1 and t2 which are absolute times.
Using equations (13) and (14) we get

1 rT
= 12) exp [-jco(ti - 12)] d11 d12

We segment the t1 -axis in intervals of length T

(q+1)7'

fi -aT
S (CO = m

q

R(11 12)

The kth term of the sum is

(20)

exp [-jw(ii - 12)] d/2 d11 . (21)

1 (k+1)T T

Sk(CO) 'Ty R(11 , 12) exp [-jo.)(ti - 12)] d11 d12 . (22)27rsi-o
From the definition of autocorrelation of equation (2) :

R(t1 , t2) = R*(t2 , t1). (23)

Substitute equation (23) into equation (22) and change the variables
such that

11 -4 t2 - kT and 12 kT.

Because R(t1, t.) is periodic as shown by equation (10) it follows
that

or

r(_k+i)T rT
Sk(CI)), it,.0R*(1 12) exp [jw(ti - 12)] d12 d11 (24)=

27T

sk (w) = St -k)(0)). (25)

We can then combine terms in equation (21) where q > 0 in pairs and
equation (21) becomes

1
rT 7'

8(w) = J R(11 , 12) exp [-ico(ti - t2)] d11 d12
27rT {io

`°+1)TJ
.7'

+ 2 Re [2:, R(11 , 12) exp [-Mt' - 12)] d11 dt2.il (26)
Q-1 ei..q7' 0
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III. DIGITAL PHASE MODULATION

Represent the signal by

x(t) = V, cos (wet + OW)

where

(27)

95(1) = ang(t - nT). (28)
0m-oco

We assume that the a's are independent with identical probability
distribution and g(t) is integrable and of finite length such that g(t) = 0
outside the time interval {0, p T} . Otherwise g(t) is arbitrary.

The Appendix shows by means of transforms that the one sided
spectrum of x(t) is

V
S(we = r(co, w) (29)

where w is the difference between the actual frequency and the carrier
frequency. r(wi , w2) is defined by equation (3) with

R(ti , t2) = E{exp - i(1)(t2)] (30)

If we substitute equation (28) into equation (30) and use the fact that
the an's are independent we get

R(11 , t2) = 11 E[exp ijan[g(t, - nT) g(12 - nT)M. (31)

To show that R + T, t2 + T) = R (t1, t2) let t1 + T and
t2 -> t2 + T and reindex such that n n + 1.

R(11 T, 12 T)

= II E[exp fja,[g(ti - nT) - g(12 - nrin (32)
73-00

Since we assumed identical probability distributions the periodicity
follows.

In order to use equation (26) we now have to evaluate R (t1, t2) for

0 5 ti 5 00 and 0 5 ta 5 T.

Since t2 {0, T}, g (t2 - nT) will contribute in the factors when

- (p - 1) n 0.
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Now t1 e {qT, (q + 1)T} and g (ti - nT) will contribute when

-(p-1)-1-q5n5q.
In order to determine for which n's only one will contribute and for
which n's both will contribute to the factors in equation (31) let us
look at Fig. 1. We see that if q < p then there will be factors where
both contribute. Equation (21) becomes

R(1, , 12) = fl El exp [-jag(12 - nT]}
-p+1

911 E(exp {ja[g(t, - nT) - g(t2 - nT)]})
-37+ q+1

E { exp [jag(t, - nT)]). (33)

In the first product we let n n p and in the second n -> n -p +
q. We also let ti -> t1 + qT and this part of equation (26) becomes

1 T T

Re Eele° J
- T f f

7TY'
fl [E(exp fjag[t, (q - n)11]})

e -1 0 0 n..1

E(exp { -jag[12 (p - n)7]})]

 II E[exp (ja{ g[ti (p - n)T] - g[t2 (p - q - n)T]))1

 exP [-ico(11 - 12)] dt, dt,} (34)

The first double integral in equation (26) we get from equation (33)
with q = 0. Let n -) -n,

217, LT forII E(exp {ja[g(t1 nT) - g(t2 nT)]})

 exp [-jo.)(ti - 12)] dt, dt2 . (35)

We have yet to find the terms where p < q 5 co . If we look at Fig. 1, we
see that

O

R(1, , t2) = II E{ exp [-jag(12 - nT)]1
-9+1

E{ exp [jag(t, - nT)]1
-p+0-1

(36)
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14-
g(t2-nT)

IIIIIIIIIIIIiiiIIIIIIII n
-p

g- (t1-nT)

Fig. 1- Contributions to R t2).

In the first product let n - -n, and in the second let n -n q, and
finally t1 t1 qT . Substituting the result into terms in equation (26)
where q > p we get

1

irT

p-1 12 ao

11 El exp [jag(t nT)]) e-'"dt  Re [E
0 n=0 Q..1)

which becomes

1

rT

1---
irT

T p-1
E { exp [jag(t nT)]}e-l" di

0 n.t0

0o D-1

{Re [E e-i"T E e
Q=1 gm.1

n..0

T p-1
Ef exp [jag(t nT)fle-i" dt

0

2

2

(37)

(pcon
3[co 271 1 [(p - 1)coTisill 2

(38)+
2

-cos
2 j . wT

sin T
Substituting equations (35), (34), and (38) into equations (29) and (26)

S(coe + co)

11

I
- 2 27rT

rT

J

p-1 E(exp-1-ja[g(ii +nT) -g(12nTAI)
o 0 71.=0

 exp [-jco(ti - 12)] d11 d12 +

(pcoT)

T p-1 2

11 Efexp [jag(t -1-nT)])e-iwe dt
n=0

sin P-1

- 2 cos - 1)w771 \ 2 1 21?, {E e-i"T[(P
2 j

sin (1)
'2=1
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T

f Tf 121 [E(exp fjag[ti (q - n)T]
0 0 n..1

E(exp -jag[t2 (p - n)T]})] E[exp (ja[g[ti (p - n)T]

- 012 + (p - q - n)T]})] exp [-ico(ti - 12)] dt1 dt2}

+ ET

T

exp [jag(t nT)])f0 n -o

. 27rmt(- dt
2

6(0) 27m)11
exp 3

IV. EXAMPLE OF PM SPECTRA

(39)

A complete evaluation of equation (39) is not attempted here. We
compute S(0.), + co) for the case when g(t) is a rectangular pulse of dura-
tion T < T, and height 1. We assume that a has r levels which are
equidistant and equally probable such that

k - 1= ao a (40)

/la )} = (41)

First we rewrite equation (39) with p = 1:

- 2 2T[ 1 LT foT E(exp {ja[g(t1) - g(t2)11)

 exp [-jcp(ti - t2)] dt1 d12

j:T E[ei"")] exp [-jwt] dt

6{0., 2rm} T
nn-co T 2ri

The expected values in equation (42) will be

E(exp tja[g(ti) - g(12)11)

S(w, + w)

2

1 t {i[ao
r

- 1

tir

- g(12)}}
r

(42)

(43)
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and

E[ei"")] = exp

JOURNAL, FEBRUARY

1[j(cei, k

1969

(44)cf)g(t)]

From equations (43) and (44) it follows that

iT
iT

E(exp tja[g(ti) - g(t2)]}) exp [-jw(ti - 19)] d11 d12
0 Jp

1

r k=i

T

exp [i(a.
k 1 - jwt dt

2

(45)a5(t)

since we can separate the integrals and because the integral over t2
is the conjugate of the integral over t1. Also

T

E[ei"")]e-i" dt

Let us set

2

1 rE fr
exp [j(af,

r k-1 0

k - 1 a)1g(t) - jwt dt
2

. (46)

f r
exp [4«,, kr 1 ce)g(t) - *di dt = Fk(co) (47)

Then equation (42) becomes

{
=8(w° w) T Tr7' r I

1 1-4,1,Fk,w, _

-
T

E,__,
1 (27M)

.r

E - Fk(6))
r 2]

2

2T(5(CO (48)

With g (t) = 1 for t E {0, T} and 0 for t e {r, 77} we get (after some
trigonometric manipulations)

T72.

8(co, =
2

co

+ E
m__eo

2

r2T2

2
T

27rT

(0T)-
sin -2

WT

2

sin
(inirT)-

T
nnrr

2

2

1 [sin (2)

[sin (cr)-
2

+ (1 - y,-)2
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2

sin mr(1 -
T

2 7 (1

mr(1 -

mirr)sin
(

- sin [mr(1

miry
Mr(1 -

sin (lc!)
2 , a(r -1)][w 27m1

cos [Mr +
sin (--)

2r

2r

(49)

The continuous part of the spectrum is independent of ao. Only the
random deviations from a0, and the pulse length determine the con-
tinuous part of the spectrum. The term ao is related to the periodicity
of the signal and consequently the spectrum spikes will be functions
of ao

There are some interesting special cases of equation (49). If (a/r) =
n27r then the continuous part of the spectrum disappears. We would
expect this because from equation (40) it follows that during each
pulse a phase excursion of ao plus an integer number of 21r is made.
This is the same as modulating with a periodic signal where in one
period we have aog (t) .

If T T all spikes except the carrier spike go to zero this gives

S(co, + w) = 2

T -
T

s in (92-)
2

2ir coT

2
_ - .

sin

r2

2

--r-
`S 111 (CL2r)

_

S(w)

1

-2
Sin

r2
si

(a
n 2r)-

(50)

which is a familiar result. This is independent of ao because in this
case a, is just a constant phase angle added to the carrier at all times.

It is interesting to note that if a = n277-, the carrier spike will also
disappear.

V. CONCLUSION

There is a large class of nonstationary processes which yield sig-
nals with periodicity in the two dimensional autocorrelation function
such that R (ti + T, t2 + T) = R (ti , t2) . Such a class includes many
of the common digital signals.
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A simple expression has been derived for the power spectrum of
such a signal. It was done by means of the double Fourier transform
which relates the spectrum of any signal to its autocorrelation func-
tion. For this class of signals the method is very powerful.

The results were applied to get the general expression for the power

spectrum of a wave phase modulated with a pulse stream E ag(t -
-CO

nT). The only restrictions on the pulse stream are that the an's are
independent and have identical probability distributions and, g(t)
is integrable and of finite length. As an example a rectangular pulse of
length r < T was considered.

The same method can be used for digital FM to arrive at the ex-
pression given by Anderson and Salz.3 It can also be shown that the
expression given here for PM goes into the one for FM given in Ref.
3 with the accrued phase per pulse equal to 0. This corresponds to ar
= 0 in Ref. 3, a case which was not treated there. We get this FM
case by substituting

cod g(t') dt'f
for g(t) in our equation (39) where oid is a frequency deviation parameter
defined in Ref. 3.

APPENDIX

Carrier Translation
An angle modulated signal is represented by

x(t) = V, cos [wet 0(t)].

The autocorrelation function of x(t) is

R 2.(ti , t2) = E[x(t1)  x*(t2)]

which becomes

Rz(t V:
12) = (exP [icoc(ti 12)]ElexP Lic6(11) .10(12)l}

 exP [ - icoc(ti t2)]E exP [ - ic5(ti) - MIA}

+ exP Liwc(ti - t2)lE { exP [j0(t1) - j0(12)]

 exP f-icoc(ti t2)1E I exP [ -jc4(11) jcb(t2)] })

(51)

(52)

(53)
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The average energy in the two first terms will for most practical cases
of modulation go to zero. To show this we take the double Fourier
transform of the first term

or

V2
Nu), , 02) = a2{ exp [ico,(11 12)]1 * 52(E { exP [MA) j4)(12)] })

4

r1(w1 , w2) = 4 (2702. gcol - cot)

(54)

 (5(c02 + cot) * ga{ exP [j4 (11)i4 (t2M) (55)

where a, is a double Fourier transform operator and * means convolution
in both ti and t2 . The plus sign in the second 6 -function comes from the
plus sign in front of w2 in the definition of the double Fourier transform
of equation (3). Equation (55) shows that we can find ri(co, , w2) by
first finding

gal exP [jcb(11) J4(12)]})

and then move it in the (co' , (42) -plane so that the point (0, 0) falls at
((o - (.44,). (See Fig. 2.) To find the average energy we set coi = coa 
We see then, if

32(E{ exP [MA) jcI)(12)]})

does not have any significant mass density for frequencies of the order
of co, there will be no contribution from ri(co, , w2) falling on the line

= CO2 . This will be the assumption here, that is, the modulating func-
tions do not produce sidebands as far as co, away from the carrier. Then
it also follows that the second term in equation (53) will not contribute.

Now let us set

Thus

If

E{ exP [j4)(11) - MIA = R(11 , 12)

E{ exp [-ji(11) j0(12)]} = R*(11 , 12)

00 (02) = 2[R(t1 4)]

then from equation (3) it follows

52[R*(ti , 12)] = r( , - coi)

(56)

(57)

(58)

(59)
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Taking the double Fourier transform of equation (53) then yields

V:
rx(coi oh) = -4 (202  [gall - co.)  (5(0)2 - co.) * r(coi co2)

+ + we)  6((.02 + * r(-0,2 , -oh)]. (60)

If we look at Fig. 2 we see that the convolution just means sliding
r(w oh) and r ( -w2 , - w,) along the line w, = w2 . We want the portion
of re(w, , w2) that is located on the line. The sliding process takes the
portions of r(w, , w2) and r(-w2 , - w,) that are already on the line
and moves them to the points (we we) and ( - we , -we), respectively.
Setting wi = c.o2 = we w in equation (60) and performing the convolu-
tion we get

rx(w, w, we + -TT= [r(w, + r(-w, -w)]. (61)
4

The second part in equation (61) is just the mirror image of the first
and the one-sided spectrum becomes

where

s(wc +
v:

= r(w,

r(w 0)2) = 52(E{ exP Ug6(t1) - io(tO]l).

Fig. 2 - Carrier translation.

(62)
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PSK Error Performance with Gaussian
Noise and Interference

By ARNOLD S. ROSENBAUM

(Manuscript received September 13, 1968)

A single, constant amplitude, in -band, additive interference is included
in the analysis of detecting phase shift keyed signals in gaussian noise. For
coherent detection we give a method applicable to any M -phase system, and
evaluate the symbol error probability for M = 2, 3, and 4. For differential
detection we treat the important cases M = 2, 4, 8, and 16, offering com-
prehensive numerical results for each.

The analysis in each case is based on a single sinusoid with random
phase adding to the noisy phase shift keyed signal. The results are then
interpreted to include an angle modulation impressed on the continuous
wave interferer. The receiver consists of an ideal phase discriminator with
a perfect slicer. The channel is also assumed ideal in that intersymbol
interference is not considered.

I. INTRODUCTION

Phase shift keying (psk) is becoming more popular as a modulation
scheme for transmitting digital information. Lately much analysis has
been done for both coherent and differentially coherent detection.
Unfortunately the analyses done to date have generally considered
only two signal degradations: channel anomalies (such as distortion,
gain and delay variations, and so on) and thermally generated noise
modeled by a gaussian random process. This article considers the
effects of a spurious signal, or interference, falling in the band of the
desired signal, as well as gaussian noise. It is understood that both
the noise and the interference additively corrupt the desired signal;
these are the only perturbing factors.

For coherent detection, the phase probability density function for
the received composite of signal, noise, and interference is found.
From this, the theoretical error probability may be evaluated for

413
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any M -phase system. We give comprehensive numerical results for
the important cases, M = 2, 3, 4.

For differential detection we present analysis and results for M = 2,
4, 8, and 16. In the binary case a simple closed form solution was
found which yields both a good approximation and exact bounds to
the actual error probability. The solutions to the multilevel M > 2
differential detection problem, which are exact, required machine
computation of a double integral; complete numerical results are given.

Finally, we draw general comparisons between coherent and dif-
ferential detection error performance as affected by interference.

II. SIGNALS, NOISE, AND INTERFERENCE

A phase shift keyed signal has the form (ignoring any amplitude
function)

s(t) = cos [27rfat OM] (1)

where we choose to normalize the peak signal amplitude to unity.
The digital modulation is carried in the angle of s by 08(t) , which
assumes discrete values from a set of M equally spaced points in
[0, 27r] at the sample times T seconds apart. Thus the Nth message
or baud is modulated by

2rk0.(NT) = -M
'

k = 0, 1, 2, , M - 1 (2)

where each of the M values of k is equally probable.
For a coherent receiver an M-ary symbol is transmitted in one

baud by the value of k. For a differential detection receiver the in-
formation is transmitted by the changes in k (or carrier phase)
between adjacent bauds.

The noise is presumed to originate thermally and is therefore
modeled in the usual fashion by a stationary zero mean gaussian
random process with uniform spectral density. At the output of a
symmetrical bandpass filter the noise voltage may be written as'

n (t) = u (t) cos (27f,t) - v(t) sin (24,t) (3)

where u and v are low-pass, stationary, independent, zero mean gaus-
sian random processes with ensemble averages

(7e) = (u2) = (v2)., = (4)

equal to the noise power.
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In the differential detection analysis we make the further restric-
tion that the noise process autocorrelation vanish at the baud inter-
val, thus

R(T) = 0. (5)

This assures the four gaussian random variables

u(to), u(to T), v(to), v(to T)

to be uncorrelated and hence independent.2
Interference shall consist of a constant amplitude, possibly angle

modulated, sinusoid which lies within the bandwidth of the detector.
It is assumed to originate independently of the signal, and so it is
natural that its phase relationship to the signal is random with all
angles equally probable. Therefore let

i(t) = b cos [244 -I- 0,(t) + (6)

which has a peak value of b, and is angle modulated by cki. The arbi-
trary phase angle r, independent of ot, is a random variable whose
probability density function is (27-)-1 when reduced modulo 2/r.

For coherent detection, where the interference is observed only
once per symbol, the random phase variable r vitiates the modulation
cpi because the sum (fit + r) is distributed exactly as if it were uni-
form. This is discussed in Section III.

III. COHERENT DETECTION

An ideal phase discriminator is assumed which compares the re-
ceived wave (composed of signal, noise, and interference) with the
unmodulated signal carrier (the reference) and produces instantly
the signed phase difference between the two inputs.

The detector examines the discriminator output and announces
an estimate of the transmitted symbol. The detector operates with
no timing error and with zero width decision thresholds. Using maxi-
mum likelihood detection based on equal a priori symbol probabilities,
the thresholds are at 7r/M, (37)/M, . . . , [(2M - 1)77 -UM. In a
phasor diagram these thresholds correspond to (27)/M angular sec-
tions centered about the M signal positions.

The approach used to find Pe, the probability of a symbol error,
is to find the probability density function of the phase of the re-
ceived composite (s + n + i), and then integrate the density over
the error regions.



f )-(x = (27.7)2

'2' exp {-b--2- [x2 + (y - 1)11 cos (4. n)} dck
0 0-

(10)

where 77 = tan -1[ (y - 1)/x] is not a function of 41.
This integrates directly to

f x y(x , y) = --2 1a
exp {- [x2 + (y - 1)2 + b2]}

Lira- 2

1

0{b r
[x2 1)2]i
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We first notice that the phase angle of the interference relative
to the signal is, from equations (1) and (6) ,

(t) = 2ir(f;- fs)t+C(t) - gt).(t) (7)

where r is independent of the other terms on the right-hand side.
Since r is uniformly distributed modulo 27r, the relative interference
phase process CO is also uniformly distributed modulo tar. This is
a general result for the modulo addition of several variables, one
of which is uniform.3

Figure 1 is a phasor diagram of the receiver input components,
signal, interference, and noise, at a sample time to. The phase refer-
ence is 27f 8t ct,,, so that the signal lies along the reference (vertical)
axis. The orthogonal noise phasors are assumed to be at angles 0 and
7r/2, relative to the signal. We seek the probability density function
of the resultant angle A, and begin by considering the two dimen-
sional joint probability density function of the cartesian coordinates
of the resultant phasor. Conditioned on 013, it is clearly jointly gaus-
sian with means

(x)a, = b sin 4), (y)., = 1 b cos cf. (8)

so that

ixY(x, y i 95)

= 27r0.2 exp 21[(x - b sin 0)2 (y - 1 - b cos 4))2]} (9)
1

Eliminating the 4) dependency gives

exp {- [x2 + (y - 1)2 + b2]}

(11)
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417

Fig. 1- Phasor diagram of the signal, noise. and interference components at
a sample time to.

where /0 is the zero order modified Besse' function of the first kind.
We now convert equation (18) to polar coordinates through the

usual transformation

x= r sin a and y= r cos a (12)

which has the Jacobian r. Then the polar coordinate two-dimensional
density is integrated over all radius values to yield the desired proba-
bility density function of the angle.

fn(a) =
2ra-2

I

-

0
exp 9 [r- + - 2r cos a]

_a-

 I0 -.5 (r.,- + 1 - 2r cos a)1 r dr.[ (13)

The above integration has been done numerically to generate exact
fa (a) curves for several values of

-20 logio[21,',0] = carrier to noise ratio in dB (CNR),

-20 logi0b = carrier to interference ratio in dB (CIR).

It is clear from equation (13) that 1..4(a) has at least the symmetries
of cos a.

Figure 2 offers typical families of f.4 probability density function
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Fig. 2 - Probability density function of the phase of s n i for various
CIR values. (a) CNR = 10 dB, (b) CNR = 15 dB, (c) CNR = 20 dB, (d)
CNR = 25 dB.
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curves for representative CNR values. As the interference amplitude
increases it is seen to control or to affect the shape of the curve to
a greater degree. At high interference levels a saddle -like shape ap-
pears with peaks at roughly tan -lb, as one would expect in the
absence of noise.

Since equation (13) is the probability density function of the
angle of the complete receiver input, and since the probability of a
symbol error is the probability that A lies outside the region [ -7/111,
it/111] at to, we have

r/.1f

Pe = f A(a) fA(a) da (14)
fr/M

which by symmetry is

Pe = 2 f f A(a) da. (15)

Again, integral (15) was clone numerically (a simple summation
of the fA data) for practical combinations of CNR, CIR, and for

= 2,3, and 4. The results appear in Figs. 3-5.*
The above method, which employs two (rather simple) machine

integrations, yields exact results but at the expense of not generating
useful expressions for Pe. Therefore we now indicate one approach
which yields Pe for ill = 2, and bounds Pe for M > 2, as a convergent
series. 'We begin by considering binary reception.

Referring back to Fig. 1, an error is made if la 1 > 90° or, equiv-
alently, if the resultant resides in the lower half plane y < 0. Then
for fixed 4c.,

Pe cl) = (27ro2)-1 f c exp
-1

(y - 1 - b cos 0)2 J dy
9 -

= 2 erfc
b cos gh

(2)10-

Averaging over the uniformly weighted gives

Pe = 1 f erf c (1 b cos 4') dq5
r 0 (2)10-

(16)

(17)

This integral, which is virtually the cumulative distribution func-
tion of a sine wave of amplitude b plus gaussian noise of variance Q2

* The abscissa values are true carrier -to -noise power ratios, and are not ad-
justed to reconcile bandwidth to bit -rate differences. One may do this by sub-
tracting 2 dB (3 dB) from the abscissa values for M = 3(4).
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(evaluated at -1), has been examined by Rice4 and others. It can be
evaluated by expanding the integrand in a Taylor series about (202)-1
and then integrating term by term. If the interference is small, b << 1,
only the first several terms need be retained for reasonable accuracy.

The Pe values obtained for Binary may be used to bound the symbol
Pe for M > 2. The decision thresholds are at ±7r/ 111 for the M-ary re-
ceiver. The error region consists of the union of two half planes formed
by the extended detector thresholds. The probability that the resultant

10-'

o -

10-

I o -

10 -

ao

0 10-6
0
cr

10-7

0-8

10-9

10..10

10-12

..........

CARRIER-
RATIO

TO- INTERFERENCE
IN dB

IIv -
5

10

15

20

25- \
30

6 8 10 12 14 16 18

CARRIER -TO -NOISE RATIO IN DECIBELS
20

Fig. 3-Binary (M = 2) Pe versus CNR. Coherent detection.
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8
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22

Fig. 4 - Ternary (Al = 3) Pe versus CNR. Coherent detection.

24

phasor terminates in the error region, Pe, is thus bounded by the proba-
bility of terminating in either half plane. As M increases, the bound
becomes a good approximation* because the size (hence the relative
probability) of the doubly counted intersection decreases rapidly with
M.5 By symmetry, the probability of terminating in either half plane is
twice that of one half plane.

* The approximation improves with CNR also.



422 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1969

cT)

to -2

so -3

to -4

10-5

10-8

i0-8

Kr")

10-11

10-12
8

20

30

15

CARRIER -TO -INTERFERENCE
RATIO ON dB

5

10 12 14 16 18 20
CARRIER -TO -NOISE RATIO IN DECIBELS

22

Fig. 5 - Quaternary (M = 4) Pe versus CNR. Coherent detection.

24

The probability of one half plane is related to the binary Pe very
simply. The distance to the boundary from (0, 1) is sin (7/11/). If
now the interference phasor and noise phasor were scaled by the
same factor, we see that the probability of the half plane is just
the binary Pe with interference amplitude b sin (TIM) and noise
variance [a. sin (7/M)] 2.*

* The author is grateful to S. 0. Rice for suggesting this notion.
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Therefore we have the interesting relationship

Pe (M > 2, o sin , b sin
1111

< 2 Pe (M = 2, a,lb) (18)

which means that twice a given binary Pe value is an upper hound
(or approximation) to an M-ary Pe where the binary CNR and CIR
values are each increased by -20 log sin (ir/M) dB.

IV. DIFFERENTIAL DETECTION -BINARY

This type of detection has become widely considered lately because
it eliminates the requirement of phase synchronism between the
transmitter and receiver. The price one pays for nonsynchronous
detection, however, is poorer performance.

The analysis for differential detection is complicated by the fact that
the phase reference, being the previous signal, is subject to the same
corruptions as the present signal being phase detected. (For the noise -
only case, an exact solution in closed form is available for binary, and
good approximations exist for M z 4.) We begin with an analysis for
binary differential psk (d-psk), considering again a single CW inter-
ference in addition to noise, which yields in closed form both bounds
on Pe and a good approximation.

We are concerned with the reception of two successive bauds, where
the data is encoded in the phase change of the signal. Arbitrarily, let
no phase change represent a "0" and a it phase change represent a
"1." For convenience, we will refer to the signal during a baud
interval as a "pulse" of carrier at a certain phase angle, although
in a pure phase modulated (PM) system the signal would not con-
sist of carrier pulses.

From previous assumptions, the noise corrupting each signal pulse
acts independently; the interference at two adjacent sample times
to and to + T does not. This dependency may be summarized by an
angle

0 = 27(f - fa)T
which is the relative phase slip of the interference from one sample
instant to the next. Assume, for the present, that the interference
modulation is absent.

We will use the same equally spaced detection thresholds as in
the coherent psk analysis. Ignoring interference, the probability of
error in d-psk is not data dependent because of obvious symmetries.
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However, the addition of interference destroys that symmetry, and
causes Pe to be strongly data dependent for a given O. Fortunately,
however, the error probability for only one symbol (that is, "0" or
"1") needs to be found because the probability of error for the other
symbol (s) is derived directly from it. An over-all probability of
error is then found by averaging the individual symbol error proba-
bilities with equal weighting.

Consider the transmission of a "0" whereby two carrier pulses of
the same phase are sent. A "double exposure" phasor diagram, Fig.
6, pictures the signal, noise, and interference components at the two
successive sample instants to and to + T. The interference at to

assumes an angle ¢ relative to the signal, where cf, is random and
uniformly distributed in [0, 277]. At time to + T the interference has
progressed to an angle + 9.

The noise phasor amplitudes are the random variables

Ud = 00) Vd OP) U T), and V = v(to T) (19)

which we recall are independent, equal variance, zero mean gaussians.
The two resultant phasors, Z and Zd, are the actual phase dis-

criminator inputs; the output being their phase difference, S. Since a

INTERFERENCE ,

INTERFERENCE,

Fig. 6 - Signal, interference, and noise phasors at successive sample times
to and to + T for a transmitted "0."
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"0" is transmitted, the probability of error is

Pe I "0" = Pr{I I > 71--}2 , -r < :5- r (20)

which is equivalent to Pr(cos 8 < 0).
Also, because

Re [ZZt]cos 3 - (21)IZIIZ,I
and the denominator is nonnegative, we have alternatively

Pei "0" = Pr {Re [ZZt] < 0}. (22)

We now employ a technique used by Stein which leads to a closed
form solution to equation (22) .6 Based on the simple identity

Re [ZZt] -

we see that

Z 2 Z-Zd 2

(23)
2 2

Pe I Pr { I Z+ZdI <IZ -ZdI}
For economy of notation we let

(24)

Z -1- Z = U -1- Ud -1- i( V -1- Vd) -1- C(M)
(25)

A Z - Zd = U - d -* V d) C (A)

where C( ) denotes the nonrandom components,* that is,

C(s) = b[sin -1- sin (4) + 0)]

i { 2 -1- b[cos + cos (4) + 0)]} (26)

C(s) = b[sin + 0) - sin 0] ib[cos (4) -1- - cos ch].

Thus and A are complex (two dimensional) random variables
whose jointly gaussian orthogonal components have equal variance
20-2. We are concerned with the magnitudes, I I and I A I, often
referred to as a Ricean random variable.

The probability density function (of I I, for example) is the well
known result for the envelope of sine wave plus noise'

f i t(r) =
r2 C(Z) 12] [ r 1 C(s) I]

26
exp [ 40.2 /0 20.2

* 0 is constant and we have conditioned the solution on 0.

(27)
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Furthermore,
I

I and I .6. I are independent by the following
argument. U + Ud is independent of V - Vd. Consider U + Ud and
U - Ud. They are uncorrelated, hence independent, by virtue of
their equal variance.

([(U U -U d)Dav = [U2 - = 0 (28)

Therefore all four random components of and A are independent,
from which the independence of I I and I A I follows.

The advantage of this approach is that equation (24), the proba-
bility that the amplitude of one complex gaussian (that is, a Ricean)
exceeds another, is expressible in terms of the function7*

Q(A , B) = f T exp (
A2 T2- )./0(Ar) dr. (29)

2

One formulation iss

Pr{ IZI<IA 1
1 CLA) 1]

+ Q I

C(A) I I C(s) I.L 2v' 2o-
(30)

Evaluating the magnitudes of the means from equation (26),

I C(Z) I = 2[1 2b cos -,)° cos (4) 5) b2 cost

=
1
-2 {1 - Q[1 C2(,)

(31)

C(o)I=2bsin2
We have thus far found Pe1"0" exactly, conditioned on the initial
interference angle 4). The desired result is obtained by averaging
equation (30) over sts. However, inserting equation (31) into equation
(30) leaves an expression which offers little promise for analytically
performing the integration. As an alternative, the integral is both
approximated and bounded in what follows, thereby avoiding a ma-
chine integration.

The integration parameter 4) appears in ICM I but is not a factor
of I C(A) I. Then with the identification

B = I C(Z) 1/2cr
(32)

A = I COO 1/2cr

* Q functions are tabulated, but not adequately in the argument ranges needed
for these problems. Their usefulness lies in having good approximations which
lead to easy machine calculations. See Ref. 8.
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we are led to consider the behavior of the integrand

F (A , B) = 411 - Q(B, A) + Q(A, B)] (33)

as a function of B only (fix A). Familiarity with F(A, B) suggests
that it is roughly exponential in -B2/2.

To affirm this supposition we first show that

aF(A , B)
B)F(A, B) (34)

aB

where K (A, B) is bounded near 1:

1 K(A, B) 1 - e. (35)

This approach is motivated by the recognition that if F (A, B)
could be approximated by an exponential in B2, the integral of
F (A, B) over f would be simple.

The derivation of equations (34) and (35) consists of elementary
manipulations of the series and integral representations for Q (A, B)
which are given in Ref. 8. Henceforth, a prime designates partial
differentiation with respect to B. For brevity, let

E`42 + BZexp [ - (36)
2

Then using the series representations

Q(A, B) =Et ( ,(AB) (37)

1 - Q(B, A) = E
Im(21B)

(38)

we see that

Then

2F(A, B) = 2Q(A, B) - EI,(A, B). (39)

2F'(A, B) = 2Q'(A, B) - Eg(AB) - E'I 0(AB) (40)

= 2Q'(A, B) - EAIL(AB) BEI,(AB). (41)

Referring to the integral representation for the Q function we
inspect

Q'(A, B) = -BEI0(AB). (42)
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Therefore, from equations (42) and (41) we have

2F'(A, B) = -BE[Io(AB) A I,(AB)i (43)

But from equations (37) and (38) ,

1 - Q(B, A) + Q(A , B) = E[Io(AB) 2 mt, (-4-fiY/,(AB)] (44)

So that equation (34) is true for

/0(AB) + (731/,(AB)
K(A, B) =

10(AB) + 2(B)I1(AB) 2 et (-Al/,(AB)

Since A, B, and the /,(x) are nonnegative the unity upper bound
in equation (35) is obvious. For the lower bound, invert equation
(45) and notice that

B)-' 1+ 2 et (Al /,(AB)
(46), B ) o(AB)

1 + 2 (47)
1

since the /,(x) decrease with the order m.
Referring to the definitions of equations (32) and (31) it can be

shown that A < B whenever b < 1/(2)'x, so that the summation con-
verges for reasonable interference levels (CIR > 3 dB). Then

2A
K(A, .14 1 + B

so that

(45)

(48)

2A
e B A (49)

In most cases B >> A so that K(A, B) is near 1.
We now solve the linear, first order differential equation (34) to

obtain

F(A, B) = Pet, exp [f - TK(A , r) dr] (50)
Be

with initial data F(A, Bo) = Peo. The above expression for F(A, B)
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is exact. We now approximate the exp argument by approximating
K(A, B) with a constant Ko. Then we are able to carry out the
integration in equation (50) to obtain

F(A, B) Pe. exp [- (B- - Bo) (51)

We know the function at Bo, and we extrapolate to the function
using an approximation of its derivative. Now the 4 integration will
range over some section of the exponentially varying F (A, B) in

equation (51) above. Because it is exponential, the significant con-
tribution to the integral occurs over a relatively small range of B
where F(A, B) is near its maximum. This suggests that the initial
data be specified at a maximum so that the approximation function
is best in the important range of integration. Therefore we let

Bo = Brnia

so that

(52)

Pe,, = F(A, B0) > F(A, B), 0 5_ 4 :5_ 2r. (53)

We notice from equation (31) that

(1 - b cos ;,)
a

and so

(54)

B2 - Bo = 2 bcos
a :2

1 + cos 4 + (55)

In addition, we slope -match at Bo, approximating K(A, B) by Ko =
K (A, B0). From equation (45)

( A) I i(ABo)
Io(A130)K(A, B0)

( A\ I i(ABo)
1 + 2Bo

/0(AB0)

Inserting equation (55) into equation (51) and integrating,
2 7

F(A, B) cict. = F(A, Bo) exp [- -bo.K2° cos
1

J : 2 2(1:- exp [
bK, ° cos (4, (57)

(56)
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gives the desired result

Pe I "0" = - (2(B0 , A) + Bo)]

bK0 01 [bK0 0
 exp[0 cos (.58)

v

Exact bounds are now easily obtained by bounding K(A, B). With
Bo still chosen to be B.I., clearly

T C1T C - Thu, dr = -1(B2 - B:)K,, (59)
Bo Bo

where K.1n is the minimum value of K(A, B) in [Bo, B]. Similarly,
B

JR.
- 7K(.4, 7) (17 - . (60)

Therefore

1+'(..1, B) -> Pe, exp [-'(B2 - 14)K,;] (61)
miu

so that

Pe I Pe0 exp -Kmin
b

cos
0
-2

max Cr
/ b 0In - cos -[

2
max a 2

(62)

The ratio of the bounds in equation (62) may be bounded in order
to ascertain their closeness. We omit the cumbersome derivation, but
state the result below.

Upper Bound
Lower Bound =

1 0 0- cos §. + sin

1 0 , 0- cos - sin

0.05

(63)

For CIR 10 (15) dB, the ratio is less than 1.6 (1.25).
The symbol "1" is transmitted as two pulses of carrier 180° apart.

Then correct reception results if 90° < I S I < 180°. If an analysis
quite similar to the preceding were carried out for this case, the
resulting expressions would be identical with those above except that
0 is replaced by it - 0. It follows that

Pe "1", 0 = Pe I "0", r - 0. (64)

We will elaborate on the relationship of Pe for the different data
symbols in Section V.
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Notice that Pe I"0" is symmetric in 8 about 0 and r. The sym-
metry follows from the averaging of 0, and the insignificance of
which of the two pulses occurs first as far as the detector is concerned.

Since the overall error probability

Pe (0) = i[Pe I "1", 0 + Pe I "0", 0] (65)

we use equation (64) to write

Pe (0) = t[Pe I "0", 0 + Pe I "0", 7r - 0] (66)

which is easily shown to be evenly symmetric about 0, 7 and v/2. We
therefore need examine Pe only in the range 0 < 0 < 90°.

Pe (0) does vary considerably as seen in Fig. 7. Here the maximum
and minimum values of Pe (0) , which happen to occur at v/2 and 0
respectively, are given for interesting combinations of interference
and noise levels. To further illustrate the effects of interference, we
present curves of decibel degradation versus 0 in Fig. 8. Degradation
is defined as the dB reduction in carrier -to -noise ratio which is
allowed to maintain the same Pe after removing the interference.

Finally, consider an angle modulation impressed on the interfer-
ence. This situation may be viewed simply as a time varying 0. Then
one may average the Pe (0) results given here over the variations of 0.
If this is undesirable, the curves of Fig. 7 are certainly bounds on
Pe averaged over the 0 variation.

V. DIFFERENTIAL DETECTION-QUATERNARY

We now examine the effect of a single interference on a differentially
detected quaternary (4 -phase) signal. We will refer to the four sym-
bols as "0", "1", "2", and "3", where the associated baud to baud
phase shifts are 0, v/2, v, and -r/2 respectively. As before, the
phase discriminator examines the two composite phasors, Z and Zd I

and reports their angle difference 8. The ordering of the bauds is
important, since we must distinguish between S = n/2 and 8 = -/r/2.
The "0" symbol possesses the same symmetry as in the binary case;
we therefore base the analysis on PeI"0". Then in an analogous fashion
we relate PeI"0" to the probability of error for the other symbols.

In the binary case the receiver tested for the sign of Re [ZZti]. This
test was transformable to a test between the amplitudes of two Ricean
random variables, one which enjoys a closed form solution. Unfortu-
nately, in the present case the test, which is for a "0"
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(2)11
Pe I "0" = Pr {cos =

Re [ZZ ]
2

is not known to be transformable to one which has a closed solution.
On the other hand, we offer a very straightforward analysis which
is exact and amenable to machine computation.

Figure 9 is a "double exposure" of the signal, noise, and interfer-
ence components for a "0". The two carrier pulses are, of course, coin-
cident and lie along the reference axis. We recall that the angle of
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Fig. 7 - Binary Pe versus CNR. Differential detection.
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the interference at to is 0, and at to T is 4) + 0. We will again
average over CA leaving 0 as a parameter.

At time to the resultant of signal and interference, shown by a
dashed line, has length TV and angle which by inspection are

W = (1 + b2 2b cos 0)4 (67)

t = tan' [ b sin 0
(68)
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Fig. 8 - Degradation in CNR caused by interference versus 0 for binary dif-
ferential detection.
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X

Fig. 9 - Phasor diagram for quaternary differential detection.

To the resultant of signal and interference adds a Rayleigh ampli-
tude, uniform angle noise phasor. The resultant W is perturbed both
in amplitude and angle by the noise. The resulting amplitude is
unimportant, but the angle, + a, establishes the reference for de-
tecting the second pulse. The probability density function of a is well
known to be

fa (a) = exp ( { 1 + 41/7r cos a

where

 exp (4, cos2 «) [l erf (NY} cos a)]1 (69)

erf (x) =
2 f exp (-u2) du

71-2 0

is the usual error function integral and

= 2a-2

is the power ratio (signal plus interference)'/noise.

(70)

(71)
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At to + T the second pulse is examined. It is disturbed by inter-
ference to the point (xo, ye),

xo = b sin (4) + 0)

yo = 1 b cos (4) + 0) .

The decoding region is a quarter plane bisected by the direction
of the first pulse as shown by the orthogonal decision boundaries.
The probability of correct reception is simply the probability that
a random noise phasor originating at (xo, yo) will terminate inside
this quadrant. Using the independent orthogonal phasor representa-
tion for noise, and choosing the components to lie alongside the per-
pendicular distances d1 and d2 from (xo, yo) to the boundaries, we
write directly

1 - Pe I "0", 41, a = I- erf 1 F 1 I ( (12 )1.
L

+

Now using erf + erfc = 1 we have

Pe "0", 0, = 12 erfc (
2ia)

(72)

(73)

d.± - erfc (12
erfed2 ) (74)

9.0- 2'a 92,

The distances d1 and d._ may be verified to be

d, = -y sin (a+ - 14) ± .ro cos (ce - 74)

d2 = yo sin (sy - xo cos (a+ +4/
such that they take the positive sign if (xo, yo) lies on the correct
reception side of the respective boundary.

Eliminating the ¢ and a dependency results in a finite limits double
integral

(75)

2'
Pe I "0" = f f (a) Pe "0", 4), a da (76)

0 27-

which was machine evaluated.
The relationship between Pe I "0" and the other symbols is easily

demonstrated graphically. Figure 10 is a phasor diagram illustrating
a typical noise and interference corrupted first pulse, and the four
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Fig. 10 - The relationship of Pei° for the individual symbols.

possible positions of the pre -interference second pulse. Decoding
quadrants determined by the angle of the first pulse are shown by
dashed lines. Adding to each of the possible second pulse carrier
phasors, which correspond to the four data symbols, is an interfer-
ence phasor having some angle ¢ + 0.

If a "0" had been sent, the probability of error conditioned on the
present geometry (that is, the values of 0, a, and 0) is the probability
that a noise phasor originating at the tip of the solid interference
phasor (labeled "0") terminates outside the "0" quadrant. This proba-
bility is a function of a and the distances from the tip of the inter-
ference phasor to the boundaries.

Now assume that a "3" had been sent instead. The associated
second carrier pulse is shifted clockwise by it/2, but the interference
phasor at to + T is still at 4 + 0 relative to the diagram reference.
Returning to the "0" quadrant, consider an interference phasor hav-
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ing the angle 4, + 0 - 7/2, shown by the dashed line labelled "3".
It is apparent (and trivial to show) that the distances of the dashed
"3" phasor to the "0" quadrant boundaries are identical with the
distances of the actual "3" interference phasor to the "3" quadrant
boundaries. We conclude, therefore, that

Pe I "3", 4,, a, 0 = Pe I "0", 4,, a, 0 - (77)

Now integrating both sides of the equality over all 0, a yields the
desired relationship

Pe I "3", 0 = Pe I "0", 0 - (78)

Similarly we have

Pe I "2", 0 = Pe I "0", -
Pe I 1,,, 0 Pe "0", 0 +

so that the average symbol error probability becomes

(79)

(80)

Pe (0) =1 [Pe I "0", 0 + Pe I "0", 0 -

+ Pe I "0", 0 + + Pe I "0", 0 - (81)

which is solely in terms of Pe I "0".
Notice that equation (79) is exactly the result obtained for a "1"

in binary. This is not surprising, since a "2" constitutes a 180° phase
shift of the second pulse. In fact, the arguments relating to Fig. 10
may be generalized for an M -phase d-psk signal with a "J" symbol
phase shift of (274) /AI, to be

Pe "J", 0 = Pe I "0", 0 +27rJ1. (82)

Averaging over the symbols in equation (81) produces a Pe (0)
which is evenly symmetric about 0, ir/4, 7/2, . . . ; points half as far
apart as in binary. Also, while PeI"0" still varies over a considerable
range, when four symbols are averaged instead of two the range of
Pe (0) is significantly decreased. This is evidenced by the numerical
results plotted in Fig. 11. Again, the solid and dashed lines represent
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Fig. 11 - Quaternary symbol Pe versus CNR. Differential detection.

24

maximum and minimum values of the symbol Pe. The values of 9
which correspond to the maximum and minimum are not the same for
all noise and interference level combinations. However, Pe (9) is gen-
erally lowest near 0, 7/2, . . . and highest near 7/4, 37r/4, . . . ,

and so on.
Since Pe (0) fluctuates less severely for quaternary, it is more mean-

ingful to average over 0. This was done, and the average used as a
base for computing the degradation curves of Fig. 12.
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VI. DIFFERENTIAL DETECTION -M > 4

For large M systems, for example M > 8, we compute the average
error probability

Pe = M- Pe (0) dO
7r o

(83)

assuming now that 0 is a uniformly distributed random variable. Be-
cause of the rapidly diminishing 0 dependency noted in Section V,
the average over 0 is a useful measure of error performance. The
choice of a uniform distribution for 0 allows an approach which relies
on the previously obtained fit (a) data, rather than finding Pe (0) and
then integrating.

Let the interference phase angles at to and to T be random variables
4' and 4) 6, respectively. We first note that the sum 43 + () modulo 2r
is uniformly distributed since 43 (or C)) is uniform. Hence both inter-
ference angles, 4' and (I) (), are uniformly distributed. Furthermore,
since for any 4 = 0 the sum 0 + () (modulo 2r) is uniform, we conclude
that 40 and 4' () are independent. The adjacent interference angles
then are independent; and consequently the phase angle, A, of s n i
is independent from sample to sample.

We therefore obtain the probability density function of the differ -
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Fig. 12 - Degradation in CNR caused by interference for quaternary differen-
tial detection.
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ence angle 8 = A (to + T) -A (to) as the modulo 27r convolution of
(a) with itself. Then the integral of the probability density func-

tion of 8 over 18 I > (7r/M) yields Pe. Numerical results were obtained
in this fashion for M = 4, 8, and 16. The M = 4 data was in excellent
agreement with Fig. 11. Pe for M = 8 and M = 16 is displayed in Fig.
13. When b > sin (7/2M) the interference alone can exceed the
thresholds and cause errors. This is seen as a Pe floor for low CIR
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Fig. 13 - Symbol Pe versus CNR for 8 and 16 phase differential detection.
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values; increasing CNR does not cause Pe to tend toward zero.
Finally, we remark that the averaging of Pe over the M symbols

was implicitly done in the 0 averaging. We see from equation (82)
that all symbols have equal error probability when 0 is uniformly
distributed.

VII. SUMMARY AND CONCLUSIONS

We have evaluated the symbol error probabilities for both coherent
and differential detection of low 31 psk signals in the presence of in-
terference. The effect of the interference is readily observed in the
curves of Figs. 3-5, 7, 11, and 13. Although the increase in Pe result-
ing from interference is large, it is considerably less than if the inter-
ference were replaced by gaussian noise of the same power, especially
at low Pe levels.

Comparing Figs. 3, 4, and 5, we see that vulnerability increases
with M. That is, at a given CNR, the Pe is raised least for M = 2
and greatest for M = 4 by the addition of interference. For example,
without interference the error performance of AT = 2 versus M = 4
differs by 3 dB. When a -10 dB interferer is added, it differs by ap-
proximately 5 dB, indicating a 2 ciB CNR penalty for equal Pe values.

Drawing comparisons between coherent and differential detection
reveals that differential detection clearly suffers more degradation.
Binary differential, however, performs about as well with interference
at optimum 0 values as does binary coherent. This is in contrast with
the performance disparity between the two M = 4 systems. With a
-10 dB interference, differential detection suffers a degradation rang-
ing from 51/2 to 8 dB; coherent detection is degraded only 4 to 41/2
dB for the same CNR range.

We use degradation rather than the raw Pe versus CNR curves to
make the above comparisons because of the inherent difference in
performance between differential and coherent psk for noise alone.
That is, the degradation comparisons automatically reconcile any
disparities in the noise -only performances of the various systems.
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New Time Division Switch Units for
No. 101 ESS

By T. E. BROWNE, D. J. WADSWORTH,
and R. K. YORK

(Manuscript received September 11, 1968)

The No. 101 ESS provides centrex service utilizing stored program com-
mon control located in the central office and time -division switching units
located on the customer's premises. The 2A and SA switch units serve a
wide range of customers (up to 820 lines) using a PAM time -division
switching network with lossless through switching, high return loss, and high
crosstalk attenuation. System operation, time -division transmission, logic
and control, maintenance features. and physical characteristics of the
switch units are described.

I. INTRODUCTION

The initial development of the No. 101 Electronic Switching Sys-
tem to provide commercial private branch exchange (PBX) service
was completed in November 1963.1 This system utilizes a stored pro-
gram common control located in the central office and time -division
switching units located on customers premises, connected to the com-
mon control by data links and trunks. This initial system design in-
cluded a time -division switch unit, which served customers having a
maximum of 200 extensions and 40 trunks.2 Although this line ca-
pacity meets the requirements of a large percentage of the PBX cus-
tomers of the Bell System, there are a significant number of customers
who require service for more than 200 lines. These customers may now
be served by No. 101 ESS through the use of the 2A (364 lines) , 3A
(820 lines) , and 4A3 (800 to 4000" lines) switch units in concert with
the control unit. This paper describes the 2A and 3A switch units; the
4A is described in a separate article in this issue.

* The 4A switch unit capacity is 2000 lines. Expansion to a 4000 line capacity
is under development.

443
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II. SYSTEM DESCRIPTION OF NO. 101 ESS

2.1 System Plan
The control unit, by means of a stored program, provides the logic

and memory required for call processing and for system maintenance.
The switch units, by means of wired logic and memory, provide the
switching paths between subscribers, supervisory scanning of sub-
scriber lines, and ringing and signaling sources for alerting subscribers
and attendants. In addition, maintenance circuits in the switch units,
in conjunction with a maintenance program operating in the control
unit, provide for rapid detection of equipment malfunction. Compo-
nent and circuit redundancy is included in both the control unit and
the switch units to minimize service degradations which would other-
wise result from equipment failures.

Information transfer between the control unit and switch units is
accomplished by a voiceband data facility and a set of trunks for
carrying dialed digits. Each switch unit has its own data channels
connecting it to the control unit.

In addition to controlling the switch units connected to it, the con-
trol unit, by means of direct association with a central office switch-
ing system, provides an interface between No. 101 ESS switch units
and the Bell System switching network. The No. 101 ESS provides
the entire range of centrex services and memory features available
to PBX customers.

2.2 Basic System Operation

In the interest of economy of program storage, each switch unit
served by a control unit is handled in the same way. Thus, for call
processing and maintenance, one basic program is contained in the
control unit. Administrative variables provide information needed
for processing calls according to the requirements of each customer.
The switch units being served by the same control units are independ-
ent of each other and therefore, from the point of view of switch unit
operation, the system may be accurately discussed in terms of a
single switch unit operating with a control unit.

Connections to lines and trunks are provided on a time -division
basis at the switch units. The identities of the parties being con-
nected are held in successive words of a sequential memory. The
period of the memory operation establishes the period of the sampling
process. In the 2A switch unit, a maximum of 60 simultaneous con-
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nections can be established. The 3A switch unit may provide a
maximum of 240 simultaneous connections.

Figure 1 is a block diagram of the switch unit. Time -division con-
necting paths are shown as heavy lines. To illustrate, let us describe
a typical intra-PBX call. When the calling party goes off -hook, the
supervisory state of the associated line circuit is interrogated by the
scanner and registered in the scanner logic via the scanner bus. The
last -look state, or supervisory state when last interrogated, is ex-
tracted from memory and compared with the present state. Noting a
change in state, the scanner ceases to interrogate other circuits and
formulates a message which the switch control sends to the control
unit. The control unit recognizes this message as an origination serv-
ice request and sends a message to the switch unit to establish a dial
tone connection. A Touch -Tone® telephone subset will be assumed as
the calling party's instrument. The Touch -Tone dialing signals by
the station user are transmitted through the switch unit on a time -
division basis, then by conventional transmission to the control unit.

SCANNER BUSES

LINE- TRUNK
GROUP 0

64 LINES OR TRUNKS)

I

LINE -TRUNK
GROUP 1

LINE -TRUNK
GROUP N

I(TIME DIVISION BUSES)

TRANSLATION

SCANNER
LOGIC

110.
SWITCH

CONTROL

AT TENDANT SW ITCH ,111P
LOGIC STORE

DATA
RECEIVER AND
TRANSMITTER

CIRCUIT

INTER-
GROUP

SWITCH
CIRCUIT

TONE
AND DIGIT

TRUNK
GROUP

ATTENDANT
CIRCUIT

TO ATTENDANT
CONSOLES

(DATA LINKS)

TO CONTROL UNIT

TRANSLATION

SWITCH
CONTROL

SWITCH
STORE

SCANNER
LOGIC

ATTENDANT
LOGIC

DATA
RECEIVER AND
TRANSMITTER

CIRCUIT

Fig. 1 - 2A and 3A switch unit block diagram.
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At the completion of dialing, the control unit establishes a ringing
connection in the switch unit between the calling and called parties.
When the called party answers, the change of state is noted and the
off -hook message is sent to the control unit. The control unit then
sends a message to change the ringing connection to a normal talking
connection. When the call is terminated, the on -hook state of either
party is detected and the message is sent to the control unit. A dis-
connect message is then sent to the switch unit, removing the connec-
tion.

In the Section III, we describe in detail the manner in which these
various functions are implemented in the 2A and 3A switch units.
The basic system design is the same for both switch units, but dif-
ferences do exist in the particular realizations of the design. We
describe some of these in Sections IV and V. As a direct result of the
similarities in the switch units, a high degree of component and cir-
cuit package compatibility between the two has been achieved, lead-
ing to long-term savings in manufacturing costs and ease of main-
tenance. In Section VI we discuss the equipment aspects of the
systems.

III. ORGANIZATION AND DESCRIPTION

3.1 Time -Division Transmission
The essence of time -division transmission is that properly spaced

periodic samples of a band limited information signal (for example,
speech) completely define the signal. Sampling switches and suitable
filters establish a bilateral transmission path as shown in Fig. 2. A
connection is established by synchronously operating the selected
switches for a time T every T seconds. During T, charges on the low
pass filter capacitors C are efficiently interchanged by resonant trans-
fer.4 The high frequency sampling components are suppressed by
the low pass filters resulting in a bilateral transmission of baseband
signals.

By making T a small fraction of T, a common bus can be shared
by many connections. It is necessary to provide a "guard" interval
between adjacent connection time intervals. A connection or "talking"
interval and a "guard" interval is termed a time slot. During the
guard interval, residual energies left on the bus at the end of the
talking interval are dissipated by a resistance in series with a bus
clamp to ground. In the 2A and 3A switch units, the timing values
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are 0.8 ttsec for talking interval (T) , 0.432 psec for the guard interval,
and 85 ilsec for the sampling period (T).

The low pass filter and filter response are shown in Fig. 3. The
filter design provided by Thomas is modified to include an antiresonant
circuit at the sampling frequency.° Without this, the normal filter at-
tenuation of about 40 dB will not adequately suppress signals at the
sampling frequency. With it, greater than 42 dB of suppression of the
first lower sideband is realized. The 8.1 KHz attenuation peak is a
result of the M -derived terminating section (M = 0.7) , and is re-
quired to suppress the half sampling rate frequency components
present during a ringing connection.

Negative impedance converters are used in two areas of the trans-
mission network. A common negative impedance converter is con-
nected to each time division bus to reduce the shunt losses from other
transmission components. Improved system return loss results and a
small amount (0.2 dB) of insertion gain is realized. In order to pro-
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vide a lossless through -switched connection (trunk to trunk) , a switch -
able negative impedance converter gain circuit is provided with each
tie trunk circuit (see Fig. 4) . As required, control signals switch in
the trunk negative impedance converter to reduce the 2.0 dB system
insertion loss to near zero. Table I lists the typical transmission per-
formance characteristics of the switch units.
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Fig. 4 - Switched -gain negative resistance amplifier circuit.
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TABLE I -2A AND 3A SWITCH UNIT TYPICAL
TRANSMISSION PERFORMANCE

Insertion loss (dB)
Trunk to trunk 0.35
Trunk to line 2.0
Line to line 2.2

Echo return loss (dB) 30
Crosstalk (dB) -90
Noise (dBrnc) 18
Signal overload
6 dBm no compression
9 dBm 1.8 dB compression

12 dBm 2.6 dB compression

In the 2A and 3A switch units, the time slots provide talking con-
nections and data functions, such as scanning of the supervisory
states of line, trunk, attendant, and maintenance circuits; sending
and receiving data messages; and lighting the attendant console lamps.

3.2 Line and Trunk Arrangement
In a time -division switching system, a few common buses are being

time shared by a relatively large number of lines and trunks. There-
fore, the design must take into account the possibility of at least
single component failures, and try to eliminate the possibility of the
loss of a bus resulting from a single line or trunk component failure.
Also, since the actual number of lines and trunks served by a switch
unit in a given installation is variable, the parasitic loading of the
buses is also variable. This loading and variations in it have a sig-
nificant effect on the transmission performance of a time division
system.

In the 2A and 3A switch units, control of system failure modes and
control of parasitic bus loading is achieved by segregating the lines and
trunks into groups of 64 as shown in Fig. 1. In each group, lines and
trunks occupy positions in an 8 -by -8 matrix; this provides for ef-
ficient use of access circuitry which is duplicated to preclude a total
group failure. To further control parasitics, there are two time -di-
vision buses for each group, each serving 32 lines or trunks. A dupli-
cated intergroup switch provides time -division connections between
these group buses, such that during any time slot, any group can be
connected to any other group. Since there are no restrictions on the
time slots in which lines or trunks may be selected, any line or trunk
may be connected to any other line or trunk during any time slot.

An additional benefit of line and trunk groups is that a switch
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unit may be installed with fewer groups equipped than will be ulti-
mately required by the customer. As his needs grow, additional lines
and trunks may be plugged in without disturbing the transmission
performance of the system.

3.3 Logic and Control

3.3.1 Store Control
The switch store operation is cyclic in nature, providing the rate of

sampling for talking connections and the rate of scanning. During
talking time slots and some data time slots, information is read and
written back into the memory in the same form. In the execution of
some of the system control functions, the information read from the
store is written back in the same word, but shifted one bit position.
Repetitive operation in this mode involving a particular word of
storage makes that word a shift register. This technique is used dur-
ing the data time slots for scanning, sending messages to the control
unit, and processing messages received from the control unit.

3.3.2 Scanning
The first two data time slots are used for scanning (see Fig. 5) :

the first for interrogating the scan points to determine their present
state and the second for reading their past state from memory. Since
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Fig. 5 - Scanner block diagram.
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no talking signals are sampled during these time slots, the same line
number translation circuitry is used to interrogate scan points as is
used to operate time division switches. A separate translator pro-
vides access to the maintenance and attendant scan points.

3.3.2.1 Line and Trunk Scanning
The scan counter generates the address of each line and trunk

circuit sequentially. To interrogate a line or trunk scan point, the
address in the scan counter is gated into the output register bits
normally used for the called party address in a talking time slot. As
shown in Fig. 5, these bits are then translated by the line number
translator to select the line or trunk circuits. The supervisory state
is interrogated by pulsing the time -division switch driver, which in
turn drives the scan point circuitry. The time -division switch current
is inhibited during this scan time slot to eliminate false sampling of
the talking signal. If the line is off -hook, a pulse is generated by the
supervisory circuit and gated to a scanner logic flip-flop via the scan
bus. During the second scan time slot, the past state of the scan
point is obtained from the switch store and gated to the scanner logic
where it is compared with the present state bit previously stored. If
no difference is recognized, scanning continues by incrementing the
scan counter and repeating the sequence. If a difference between
present and past states is detected and does persist for a time interval
sufficient to discriminate against line noise, the scan point change is
assumed valid; a message is formulated in the switch store and the
past state bit is updated. The switch control then sends the message
to the control unit.

3.3.2.2 Maintenance and Attendant Scanning
Requests for service by an attendant or operation of maintenance

circuits cause their assigned scan point circuits to change state. Scan-
ning of these circuits differs from line and trunk scanning; for each
scan point, a binary address is assigned, which also identifies a last -
look bit in the switch store. The scan address is gated to a translator
that selects a group of 16 scan points. The particular scan point in
the group is interrogated by a ring counter consisting of a single "one"
circulating in a word of the switch store. The position of the one is
determined by the scan counter. The last -look bit is extracted from
memory in the same manner as the line and trunk scanning. When a
change in state occurs, a message is formulated for transmission to
the control unit.
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3.3.3 Message Transmission
When a message is to be sent to the control unit, the scanner is

stopped and the message sending circuitry is activated (see Fig. 6).
The word in the switch store which was used to contain the address
of the interrogated scan point is also used to outpulse the data mes-
sage. This message contains a start bit, the address of the circuit
interrogated, a present state bit, and a parity bit. Each bit duration
is timed by a crystal oscillator and a counter in the data receiver.
The message is gated one bit at a time to the data transmitter. After
each bit, the contents of the message word and counter word are
shifted one position and, if the bit was a one, the parity counter is
advanced. After 13 bits have been transmitted, the position of the
counter bit is recognized, and the proper parity bit is transmitted.
The scanner is then signaled to begin its normal scanning sequence.

3.3.4 Incoming Message Control
Communication between the control unit and the switch unit is ac-

complished with a voice -frequency signaling system using serially -
generated frequency -shift signals. The data transmiter and receiver
circuit provide the conversion into dc levels as well as the timing sig-
nals for bit identification. As each bit is received, it is gated into bit
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1 of both stores during the message -loading time slot. On the next
store cycle, this bit is shifted one position, thereby preparing bit 1
for the next message bit to be received. In this way, the message is
loaded into both stores as it is received.

3.3.5 Connection Message Loading
Since the incoming message length exceeds the store word length,

the loading sequence uses two store words. The first word is sequen-
tially loaded with a start code and the message address. When the
start code is recognized, the message address is gated to the message
address register for interpretation, and succeeding message bits are
loaded into the second word, which was reserved for this purpose.
When the correct number of these bits have been loaded, the remain-
ing bits of the message are then loaded into the remainder of the first
word.

If parity is incorrect, the message is discarded and a parity -failure
message is sent to the control unit. If parity is correct, relocation of
the information in the second word is begun by reading this word out
of the store into the output register. Information in the first data
word is cleared. The contents of the message address register are
gated to the store address circuitry to cause the corresponding word
to be the next one read from the store. This new information is writ-
ten into the memory.

Control of the store address circuitry is returned to the time slot
counter, thereby completing the relocation sequence. In this process,
the first data word is cleared, leaving it available for processing the
next message received.

3.3.6 Attendant Lamp Message Loading
The attendant lamp message is loaded into the incoming words in

the same manner as the connection message. In this case both data
words contain information to be relocated to the attendant lamp
memory words. The message address is recognized as an attendant
message and a supplementary attendant address contained in the
message is gated to the message address register.

The first data word is relocated as follows. During the incoming
message time slot, the message address register contents are gated to
the attendant store address counter, which causes the addressed at-
tendant word to be read out. The information read out is inhibited
from reaching the output register, thereby clearing the word. On the
write cycle, the new lamp information is written from the output



454 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1969

register into the store. The cycle is repeated for the second data word
during the next occurrence of this data time slot.

3.3.7 Maintenance Message Loading
The maintenance message, identified by a special message address,

is loaded into the incoming message words in the same maner as the
connection message; the contents of the second data word are gated
directly to the maintenance circuit rather than into the store word
associated with a time slot. The first data word is cleared and made
ready for the reception of a new message.

3.3.8 Line Number Translation
The translation of the calling or called party addresses from the

binary form in the switch store to select the desired line or trunk
circuit is accomplished in three stages (see Fig. 7). The first stage
is associated with each switch store and is called the group pre -
translator circuit. It converts the most significant bits of the address
from binary to one -out -of -n signals to select the corresponding group
of 64 lines or trunks. The group pretranslator circuit either translates
the least significant six bits into two sets of one -out -of -eight signals
(2A switch unit) or gates them directly to the group control circuit
(3A switch unit) . The second stage of translation at the group lines
or trunks combines and translates information from the group pre -
translator circuits as follows.
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The "calling" (A) party information from the group pretranslator
of store 0 is ORed with the "called" (B) party information from
the group pretranslator of store 1 (the AB translator). The "called"
(B) party information from the group pretranslator of store 0 is
ORed with the "calling" (A) party information from the group pre -
translator of store 1 (the BA translator). Both the AB and BA
translators have access to all 64 lines or trunks in the group.

This combining of translated information permits both incoming
and outgoing intragroup calls to be completed in case of a translator
failure. This kind of failure can be detected by the maintenance pro-
gram which will cause the call program to select a time slot from
the proper store to avoid using the failed circuitry. This combining
of information which originated in the two stores places require-
ments on the logic and timing control circuits and on the call pro-
gram in order to maintain the integrity of calls. In the 2A switch
unit, the timing of the two stores is synchronized so that only one
store is delivering an output at a given time. As a result, the combin-
ing of the information as described above is a time-sharing of the
group translation circuitry between the two stores.

In order to obtain a greater number of time slots in the 3A switch
unit, all stores deliver outputs at the same time. Therefore, informa-
tion from one store is gated into only those groups which are selected
by that store in that time slot. It is a requirement on the call program
that the groups specified in a call in one time slot of one store be
different from those specified in the same time slot of the other stores.

The third stage of the line number translator is provided on a per -
line basis. Logic gates combine the matrix output information with a
resonant transfer timing signal to complete the translation and op-
erate the time -division gate.

The line number translator, in selecting and closing the line cir-
cuit time -division switch, connects the line to the group time -division
bus. To complete the connection to another group, it is also neces-
sary to select the proper time -division switch in the intergroup switch
circuit. Figure 8 illustrates the time -division network. Each group of
64 lines has two time -division group buses; alternate circuit packs of
4 lines each are connected to each bus. The group buses are connected
to each intergroup bus by an associated time -division switch. To
complete an intergroup call, it is necessary to select two line circuit
switches and two intergroup circuit switches. This selection is ini-
tiated by the group pretranslator which transmits the necessary group
select and group bus information to the intergroup switch circuit.
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This information, together with the resonant transfer timing signal,
operates the intergroup time -division switches.

Intragroup calls using the same group bus are connected to the
intergroup bus so that the common bus amplifier and the resonant
transfer bus capacitor are included in the connection.

3.3.9 Dialing Connection
Dialing information is transmitted through the time -division sys-

tem using two methods, one for Touch -Tone dialing and the second
for rotary dialing.

3.3.9.1 Touch -Tone Dialing
A normal talking connection is first established between the call-

ing party and the digit trunk circuit. The line transformer provides a
voice path between the subset and the time -division network. For
Touch -Tone dialing, the tones generated at the subset are transmitted
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directly through the time -division path to the digit trunk and then
to the digit receiver at the control unit via the digit trunk pair.

3.3.9.2 Rotary Dialing

An additional path must be established to transmit rotary dial
pulses to the digit trunk circuit. This path is established using the
same scan bus that the scanner uses to obtain the present super-
visory state of the line or trunk circuit during the scan data time
slot. The scanner interrogates the selected line or trunk circuit by
pulsing the time -division switch driver; when the time -division switch
is selected to sample the talking signal, the supervisory state of the
line is also interrogated. This automatically places the supervisory
state of the line on the scan bus at each time -division switch closure
(approximately every 85 /A sec). The off -hook and on -hook conditions
caused by rotary dial pulses are present on the scan bus in the form
of a series of pulses during the off -hook interval and no pulses dur-
ing the on -hook interval. Logic in the group pretranslator circuit
recognizes the digit trunk address and gates the scan bus to that digit
trunk each time the connection information is read from the store.
The digit trunk then filters the pulses to reconstruct the rotary dial
information and transmits a 50-msec tone burst to the control unit
digit receiver to represent a rotary dial pulse.

During the time a line or trunk is connected to a digit trunk,
normal scanning is inhibited to prevent the scanner from interpreting
the on -hook interval of a rotary dial pulse as a disconnect signal.
Instead, the digit trunk provides supervisory information about a
dialing line to the scanner.

3.3.10 Conference Connection

Two types of conferencing are used in the 2A and 3A switch units.
The first is an add-on or bridging conference for three parties, one of
which may be a trunk. The second is a gain -type conference which is
set up by the attendant and provides for six conferees (two may be
trunks) and the attendant.

The bridging conference is established in a dedicated time -slot
pair which may also be used for normal 2 -party connections. When
used for a conference connection, a conference bit must be loaded
into both time slots. Associated with each conference time -slot pair
is a time -division switch which connects a capacitor onto the inter-
group bus during the resonant transfer interval of both time slots.
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The capacitor provides the temporary storage necessary to connect
both time slots on a bridging basis.

The gain -type conference may be set up using any available time
slots. Each conferee line number is inserted in a time slot with the as-
signed conference port address. Up to six conferees may be connected
in this manner. The conference circuitry provides gains at each port,
reducing the normal bridging loss.

3.3.11 Ringing and Tones
The ringing generator used in the switch units is a 90 -volt rms,

20 -hertz source. Since this exceeds the signal -handling ability of the
time -division network, ringing voltage is connected to the lines by
means of a per -line miniature wire spring relay which is operated by
a do signal transmitted through the time -division network to the
selected line. The system tones are transmitted from common sources
through the time -division network to the selected line or trunk cir-
cuit.

A line -to -line ringing connection is established when the time slot
is loaded with the calling and called parties and a ring code of two
bits. An immediate ring feature is provided which connects ringing
to the line as soon as the calling party completes dialing. The con-
trol unit provides for changing to interrupted ringing after 1 second.
The interrupted ring has a 1 -second ring interval and a 3 -second
silent interval.

3.3.12 Attendant Lamp Control
Attendant features are provided in the No. 101 ESS using universal

telephone consoles of the cordless type shown in Fig. 9. Each attend-
ant has six loops which may be switched to any line or trunk in the
system, one loop at a time. Signaling is accomplished when the at-
tendant operates keys on the console to alert the system, or when
lamps on the console operate to alert the attendant. For example, the
system alerts the attendant to an incoming call on one of the loops
by a flashing light associated with that loop. The attendant accepts
the call by operating a key associated with that loop. This is detected
by the switch unit scan logic, and a message is sent to the control
unit. The system responds by establishing a time -division connection
between the attendant and the calling party, and changing the il-
luminated state of the lamp associated with the loop from flashing
to a steady "on."
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Fig. 9 - Universal telephone console.
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Lamps on the attendant consoles are controlled by the control unit
in a fashion similar in principle to the way that time -division switch-
ing is controlled: the new state of a lamp or set of lamps is deter-
mined by the control unit and a coded message containing this in-
formation is sent to the switch unit. This information is stored in
the switch unit memory and remains unchanged until another mes-
sage is sent. There are three lamps associated with each of the loops
on the console. Additional lamps may be associated with any loop
(for example, RDY, EXC DEST),* while other lamps are loop independent
(for example, POS BUSY, CW, Ns) t. Some of these lamps may be il-
luminated either steadily or at various flashing rates. The total num-
ber of bits required for each console is contained in four words of
storage per console. Three of the four words are used to store the
states of the lamps associated with the six loops, each word con-
taining the information for two of the loops. The fourth word for
each console contains the information for all of the common (or
loop -independent) lamps.

The readout of the memory and lighting of the lamps is carried
out on a time -division basis in which much of the common decoding
circuitry and flashing rate control circuitry is time-shared among all
of the lamps and all of the consoles. The smoothing required is pro-

* These are READY and EXCLUDE DESTINATION, respectively.
t These are POSITION BUSY, CALL WAITING, and NIGHT SERVICE, respectively.
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vided by the use of latching pnpn triodes and RC filtering in the
circuitry which provides the lamp current. Once every store cycle,
during the occurrence of the proper data time slot, one of the 16
words of lamp memory is read. The attendent store -address counter
determines which word it is, and after each readout, this counter is
incremented, resulting in a particular word being read once every
16 store cycles, or 1.36 msec. Since the contents of each word must be
interpreted in terms of the console it pertains to, there is a corre-
spondence between the state of the attendant store address counter
and the interpretation of the memory readout. Fig. 10 is a block
diagram of the lamp control logic. On every lamp memory readout,
the information in the store output register is gated to both the com-
mon lamp and the loop lamp logic. In these circuits, information from
the store output register is combined with timing signals and gated
to the appropriate lamp drivers as determined by the address of the
word. The timing provides for two lamp lighting phases, during each
of which only half of the information read from the store is actually
used. During each phase, half of the lamp drivers are pulsed, caus-
ing the appropriate pnpn triodes to convert the single time -slot pulses
to 50 percent duty factor millisecond pulses. An RC circuit then
provides sufficient filtering to maintain a continuous current to the
lamp.

3.4 Memory

The switch stores are involved in the execution of every one of the
switch unit control functions. In these operations, the stores are used
as shift registers, ring counters, and as conventional memory. Be-
cause each of the system control functions has a different operating
cycle, the store is a random access store. The memory module con-
sists of ferrite cores in a 2 -wire, linear select array. Each word is
defined by a word line linking one core for each bit in the word. Bit
lines, one for each bit in a word, link all words in the store, so that
in processing a word, all the bit lines operate in unison.

In this memory organization, the readout signal detection problem
is complicated by the use of a single bit line for both writing and
sensing. Although writing and sensing are separated in time, the in-
put signal to the sense amplifiers during these two operations may
differ by at least an order of magnitude. Thus, the sense amplifier is
time-strobed. The gain of the amplifier is low during the write time,
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and, during the readout interval, the gain is raised to the required
level. This gain control is introduced into the sense amplifier in a
manner which prevents the write noise from disturbing the bias point
and dynamic range of the amplifier during the following readout in-
terval.

3.5 Logic
Little is said in the description of the various logic functions per-

formed in the switch units about the speeds required and the cir-
cuits used to carry out these functions. At an early stage in the
development it was determined that a building block logic circuit ap-
proach held greatest promise for long-term economy of manufacture.
A gate having no more than a 70 nanosecond worst -case delay and
a 35 nanosecond nominal delay was required; the choice was a high-
speed version of the transistor -resistor logic gate. The basic forms of
this gate are shown in Fig. 11. To realize this gate design, two silicon
planar epitaxial switching transistors were developed. These two
transistors are virtually identical in operating characteristics except
that the one is a double transistor in a single encapsulation as shown.
Table II summarizes their characteristics.
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Fig. 11 - Transistor -resistor logic circuits: ( a) low fan -out (fan -out 53), (b)
intermediate fan -out ( 510), (c) high fan -out ( 544).

3.6 Power
Three potentials are used in the circuitry of the 2A and 3A switch

units:

Potential

+6 volts

+24 volts

Uses

Logic circuitry

Talking battery (line circuits)
Time -division switch drive circuitry
Maintenance relay circuitry

-24 volts Memory circuits
Time -division switch bias
Trunk and extended range line talking battery

These dc potentials are obtained from solid-state diode rectifiers
supplied with alternating current from a single -core, multiwinding,
ferroresonant transformer, connected to commercial 60 -hertz single-
phase power. Ringing power for the system is provided by a 20-
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hertz subharmonic oscillator operating directly on commercial ac
power.

In order to maintain telephone service in the event of either a
commercial power failure or an equipment failure, a reserve power
arrangement has been developed to provide backup for the 3A switch
unit ferroresonant supply. By monitoring the commercial alternat-
ing current, the system will survive a failure of commercial power by
automatically switching to the reserve arrangement. The reserve sys-
tem delivers +24 volt power directly from the batteries to the
switch unit. However, converters are required to convert the battery
voltage to -24 volts, +6 volts, and the ringing voltage. The battery
and charging rectifiers are engineered to provide as much busy -hour
reserve capacity and as short a recharge time as the customer desires.
The equipment design of this power system is such as to permit dele-
tion of the reserve components if the customer so desires. In this case,
in the event of commercial power failure, selected PBX lines are
transferred to central office battery feed and become standard cen-
tral office lines.

3.7 Maintenance Features

3.7.1 Redundancy Plan

In order to minimize service degradations resulting from equip-
ment failures, much redundancy is included in the switch unit de-
sign. Thus, Fig. 1 shows that virtually all of the control logic is
duplicated, so that a single failure affects only half of the system.
When both halves of the logic and control portion are operative,
some of the control functions are actually enabled in only one half

TABLE II-CHARACTERISTICS OF LOGIC TRANSISTORS

Unity gain frequency fg
(at VCE = 10 Vdc,

Capacitance
Cob(IE = 0, VCB =

Storage time constant is
(/B1 = /B2 = =

Saturation voltages
/, = 10 mAdc, /B
I, = 10 mAdc, IB

> 400 mHz
/, = 10 mA)

5Vdc) < 3.5 pf
< 16 nsec
5 mA)

= 0.5 mAdc VCE sat < 0.25 Vdc
= 1.0 mAdc VBE sat < 0.80 Vdc
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the circuitry in the other is on stand-by. This is the case with scan-
ning and attendant lamp control, so that both of these functions are
unaffected by a half -system failure. However, time -division switch-
ing control is shared between the two halves, so that only half of the
talking time slots reside in each store. The full traffic capacity of the
switch unit is realized only when both halves are operative; there-
fore, a failure of one half causes a reduction in the switch unit
traffic capacity and leaves all essential services intact.

Reliability is achieved in the time -division switching network by
path diversity and component redundancy (see Fig. 1). Within each
64 -line group of lines and trunks, the lines or trunks are separated
into two groups of 32 lines, each group having its own time -division
bus. A single failure which disables a bus can therefore affect at most
a set of 32 lines or trunks.

3.7.2 Failure Detection and Diagnosis

When failures do occur, they must be expeditiously discovered,
diagnosed, and repaired in order to minimize inconvenience to the
customer. In the absence of any trouble conditions, both halves of
the switch unit control logic are operative; scanning and attendant
lamp control reside in one half or the other (though not necessarily
both in the same half) . Failure detection circuitry maintains a con-
tinuous check on power supply voltages (input and outputs), fuses,
and the ringing power source. A continuous sequence of test calls,
established by the maintenance program in the control unit, periodi-
cally checks the operation of all lines, trunks, digit trunks, tone
sources, conference circuits, and time -division control logic in the
switch unit. When switch unit failures are detected, the maintenance
program attempts to establish a working mode in the switch unit
with full traffic capacity and with the failed equipment either switched
to stand-by status or at least made busy to future traffic. Failing this,
a half system may be disabled. If an operating mode cannot be
found, the maintenance program enables all switch unit equipment
and ceases further testing until reinitiated by maintenance personnel.
When failures are detected or when maintenance actions are ex-
ecuted, maintenance personnel at the control unit are alerted by
alarms and by teletypewriter. By interpretation of teletypewriter
printouts, the testing sequence may be reconstructed and the trouble
condition diagnosed.
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IV. 2A SWITCH UNIT
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4.1 Line and Trunk Capacity
As shown in Fig. 1, lines and trunks in both 2A and 3A switch units

are arranged in groups of 64. In the 2A switch unit, there are seven
such groups; any line or trunk in any group can be connected to any
other line or trunk in the same or any other group in any time slot
under control of either store. With tone sources, digit trunks, and
test lines excluded, the total number of lines and trunks combined is
420, which can be arranged optionally in a given installation as either
80 trunks and 340 lines or 56 trunks and 364 lines. The total busy-
hour traffic capacity of the switch unit, assuming 70 percent time
slot occupancy, is 1510 ccs.

For customers with fewer lines, an equipment option is available
in which only four groups are provided. The switch unit provides serv-
ice for 156 lines and 80 trunks or, optionally, 180 lines and 56 trunks.
As indicated in Section VI, the conversion of a 180 -line switch unit
to a 364 -line switch unit is accomplished by plugging in; no installation
wiring is required. Irrespective of line size, the 2A switch unit can
accommodate three attendants and seven digit trunks; the actual
number used depends on the traffic requirements of the customer
being served. These circuits, along with the switch unit tone sources,
are equipped in a separate group in which a nonmatrix type of trans-
lation is used to control time -division switching. This arrangement
precludes the possibility of a single component failure causing the
loss of several of these common facilities. Time -division control of
these circuits can be established from either store, so that a half -
system failure does not restrict use of these facilities.

4.2 Time Slot Arangement
The 60 talking time slots of the 2A switch unit are divided between

the two halves of the switch unit; 30 talking time slots are associated
with each store. Data time slots occur in both halves because each
half must be able to carry out control functions independently. As
already indicated, each time slot consists of an energy transfer inter-
val and a guard interval. Fig. 12 illustrates how the time slots in the
two halves of the 2A switch unit are related. The energy transfer in-
terval of the time slots in one half is made time -coincident with the
guard interval of the time slots in the other half. Crosstalk coupling
between adjacent time slots in the two stores is greatly reduced,
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Fig. 12 - 2A switch unit half -system time slot relationship.

permitting the use of relatively inexpensive wiring for the time -
division buses. Since only one time -division connection is actually
established at a time, the circuitry used in the line and trunk groups
is time shared between the two halves with no loss of traffic capacity
resulting from mating time -slot blocking.

In addition to this "slip" between time slots in the two stores, Fig.
13 illustrates that one half has five data time slots where the other
half has four. Since both halves must receive messages from the con-
trol unit at the same time and either can be controlling attendant
console lamps, the last two of the data time slots, which are used for
implementing these functions, are always present in both stores. How-
ever, the scanning function resides in only one half at a time and is
essentially disabled in one half by the deletion of the time slot used
for reading the last -look memory. Thus, in one half there are 30 talk -
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Fig. 13 - 2A switch unit half -system store cycle relationship.
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ing time slots and 4 data time slots, while in the other half there are
30 talking time slots and 5 data time slots.

Irrespective of stores, the duration of each time slot is 2.464 micro-
seconds, and therefore the cycle time of the store with 35 time slots
is 86.24 microseconds; for the store with 34 time slots it is 83.7 micro-
seconds. Thus, calls established in one store have a sampling rate of
11.9 kHz, and calls established in the other store are sampled at a
11.6 kHz rate. As a result of this rate difference, there is a periodic
motion of the time slots in one store relative to the time slots in the
other store. This motion of the time slots has a period of approxi-
mately 2.93 milliseconds and constitutes a process in which a given
time slot in one store samples the crosstalk from a time slot in the
other store at a 341 cycle per second rate. Since the baseband signal
spectrum is from 0 to 6 kHz, this sampling process will cause severe
fold -over distortion of the crosstalk signal energy, resulting in un-
intelligible noise only.

When scanning control is transferred from one half of the switch
unit to the other, the number of time slots in the two halves is re-
versed. Thus, the store in which scanning control resides always has
35 time slots, and the other store always has 34 time slots.

V. 3A SWITCH UNIT

Figure 1 illustrates the switch unit block diagram for 120 talking
time slots, each half of the system providing 60 talking time slots
(as composed to the 30 provided by the 2A switch unit). Associated
with the control circuitry of each half is an intergroup bus, to which
all line or trunk group buses may be time -division connected. Any
line or trunk has access to both intergroup buses and may be time -
division connected to any other line or trunk using any time slot.

The control circuitry associated with an intergroup bus, which pro-
vides the necessary translation, storage, scanning, and message con-
trol functions is called a time -division control (TDC). Each TDC
contains a switch store, with a capacity of 60 talking time slots and
5 data time slots which are normally synchronized from the switch
control circuitry of TDC 0 resulting in a simultaneous time -division
connection in each TDC. These mating connections are established by
the call processing program in such a manner that the same line or
trunk group is not selected in more than one TDC. Time -division
samples do occur at the same time, requiring a high degree of isola-
tion provided in the time -division bus cables.
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Isolation between adjacent time slots is accomplished by dividing
the 65 time slots into groups of 32 and 33. By alternating between
these two groups, individual time slots move with respect to each
other, resulting in an adjacency every 2.75 msec. Any crosstalk be-
tween adjacent time slots is therefore sampled at so low a rate as
to be nonintelligible. The cycle time of the group with 32 time slots
is 83.5 1.1.sec or a sampling rate of 11.9 kHz, while the group with 33

time slots is 86 p.sec or a sampling rate of 11.6 kHz.
Connections to the tones, digit trunks, and attendant line circuits

are not mating time -slot restricted as are line and trunk circuits.
Each TDC has a tone and digit trunk group which connects all tones,
the attendant lines, and six digit trunks to the associated intergroup
bus. The 3A switch unit may be equipped with a minimum of 120
time slots having a traffic capacity of 3240 ccs" and line and trunk
frames for 436 lines and 112 trunks. An additional frame containing
six line groups may be added to increase the maximum number of
lines to 820. Two line groups may be equipped optionally as trunks to
provide either 756 lines and 168 trunks or 696 lines and 220 trunks.

In the event additional traffic capacity is required, additional time
slots may be provided in blocks of 60 talking time slots. In this case,
a logic and control frame is added and equipped to bring the total
number of time slots to 180 or 240, with a capacity of 4730 and 6130
ccs*, respectively.

When the switch unit is equipped for 180 or 240 time slots, an ad-
ditional data link is required to meet the increase in data messages.
This data link receives all messages associated with the added time
slots. To provide for a more uniform traffic level, switch unit to con-
trol unit messages are sent alternately over both data links.

VI. EQUIPMENT FOR 2A AND 3A SWITCH UNITS

The circuits of the 2A and 3A switch units consist of gate subas-
semblies and loose components assembled on circuit packs which
plug into equipment units which in turn are wired into two -bay
frames. The wired and factory -tested frames are interconnected at
the time of installation by plug-in cables. These plug-in design fea-
tures minimize the time spent on the subscriber's premises for in-

stallation and maintenance.

* Without call transfer.
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6 . 1 Thin -Film Gates

Tantalum nitride thin-film resistor networks deposited on a ceramic
substrate are used for the logic gates and time -division transmission
gates. Up to five TO -18 transistors mount on a single 0.55 by 1.8
inch substrate to form a multiple logic gate subassembly which is
given a functional test before assembly onto a circuit pack. Figure 14
shows two views of a typical thin-film logic gate. A larger 1.6 by 2
inch substrate supports the transistors and pulse transformer of the
time -division transmission gate, which receives a similar preassembly
test. Both logic and transmission gates have wire terminals to pro-
vide both mechanical and electrical connection to an etched wiring
board.

6 . 2 Plug-in Circuit Pack Physical Characteristics
Two types of circuit packs are used in the 2A and 3A switch units.

Logic circuits are built on 4.6 inch high by 6 inch deep circuit packs;
line and trunk circuits are built on 5.6 inch high by 11 inch deep
packs.

The logic packs have space for flat mounting of ten logic gate sub-
strates, giving an upper bound on packing density of 50 transistors
per pack. The height of the substrate plus transistor permits pack
center -to -center spacing as little as 0.4 inch. Circuits other than pure
logic (for example, clock oscillator and store packs) are built of con-
ventional discrete components mounted directly on the board. The
overall average density for the logic circuit packs is 20 transistors
per pack.

1111111 11 1111 111
I

Fig. 14 - Thin film logic gate.
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A 38 -terminal board -end connector with plastic body and bifurcated
gold-plated contacts is soldered onto one end of the double -sided
etched copper -clad phenolic wiring board. A plastic faceplate with
holes forming sockets around etched test point paths is riveted onto
the opposite end of the pack; holes are also provided for a pack ex-
tractor tool. The width of the faceplate varies from 0.4 inches in
increments of 0.2 inch to 1.4 inches as required by the highest com-
ponent on the pack. Connections between paths on the two sides of
the pack are made using a special highly reliable through -connection
first used in the No. 101 ESS.

The line and trunk packs contain four complete line or trunk cir-
cuits or related circuits and are provided with a 46 -terminal con-
nector. A die-cast frame 2 inches wide supports the epoxy -glass
composition etched wiring board upon which are mounted the rela-
tively heavy line transformers and filter networks. To conserve space,
the ceramic substrates of the time -division transmission gates are
mounted perpendicular to the board; furthermore, some of the other
per -line circuits are packaged on 1.6 by 2 inch "daughter boards"
(etched wiring boards with discrete components) , which are also at-
tached perpendicularly. Figure 15 shows these features of the line
and trunk packs.

6.3 Circuit Pack Electrical Designs
Although there are differences in the control circuits of the 2A

and 3A switch units, circuit pack and circuit designs have been for-
mulated to minimize the number of packs required for both the 2A

Fig. 15 - Circuit pack containing four line circuits.
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and 3A switch units. A constraint of maximizing packing density to
reduce the overall size of the switch unit has dictated the need for
special-purpose logic packs containing many etched interconnections.
General-purpose packs suffer from low -packing density because of
terminal limitations, whereas special purpose packs tend to be space
limited by the area of the etched wiring board but are limited in ap-
plication by their specialized function.

Eighty-seven different logic packs are used in the 2A and 3A switch
units. Fifteen percent of the pack types form the general-purpose
core of the 2A and 3A equipment; these contain gates, flip-flops,
counters, and amplifiers with a minimum of interconnections. Seventy
percent of the pack types have specialized logic functions, and fifteen
percent perform nonlogic functions such as store control, data trans-
mitter -receiver, and attendant lamp driver. Despite the high propor-
tion of special-purpose packs, 60 percent of the total logic pack types
are common to both switch units.

The line and trunk circuits are identical in the 2A and 3A switch
units; there are slight differences in the line group control packs and
attendant line circuits. More than half of the 31 line and trunk type
packs are used in common. The line and trunk circuit packs have
compatible terminal assignments among themselves so that changes
in line and trunk type (and in the 3A, changes from a line group to a
truck group) can be accomplished by plugging in, with no wiring
changes required.

6.4 Apparatus Mountings
The logic packs plug into die-cast aluminum apparatus mountings

consisting of one, two, or three 12 -inch -wide trays illustrated in Fig.
16. The card guide castings on the top and bottom of the tray have
slots on 0.2 inch centers to accept any combination of circuit pack
widths. Knock -out nose pieces on the front of the casting prevent ac-
cidental insertion of a pack in an unused position. A female connector
snaps into slots at the rear of the casting to mate with the circuit
pack connector. This connector is arranged for up to three levels of
wire wrapping and the twist -lock fork terminals may be individually
replaced in the field without removing the connector body and wiring
on adjacent terminals. A ground strip with terminals on 0.2 -inch cen-
ters is mounted under the connectors at the bottom of each tray to
provide a short path from the circuit packs to the low -inductance
frame ground.

Apparatus mountings for the line and trunk packs have similar
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features, except they are 6 inches high and have card -guide slots on
1 inch centers with width to accommodate the cast frame of the
packs. A mechanical interlock is provided to prevent certain circuit
packs from being inserted into package locations where electrical
damage may result.

8.5 Wiring and Cabling
The equipment within each cabinet is factory wired and tested be-

fore shipment to the field. The various equipment features and op-
tions available are implemented in three ways: first, by inserting or
removing a circuit pack; second, by moving a circuit pack from one
prewired connector position to another, and third, by replacing one
circuit pack code by another in the same position. These methods
eliminate any wiring by the installer in the switch unit itself and per-
mit factory testing of all features and options.

Connections between frames are made using 64 -terminal connec-
tors. Single -ended connector cables are used, with the other end pre-
formed and wired into the frame. This "umbilical cabling" technique
results in smaller space requirements for connectors and higher relia-
bility over a double -ended connecting cable, since only one pressure
contact is in series with each interframe lead. Signal leads are dis-
tributed among the connectors so that the accidental removal of one
connector will not disable the entire switch unit.

Logic and fused power connections between the frames are accom-
plished with six connectors in the 180 -line 2A switch unit; three more
connectors complete the signal and power interconnections to the
auxiliary line frame, increasing the switch unit capacity to 364 lines.
A similar expanded cabling scheme interconnects the three, four, or
five frames of the 3A switch unit. In addition, the intergroup time -
division buses of the 3A switch unit, which are constructed of shielded
twisted -pair cable, are plugged together between the transmission
frames via coaxial connectors.

External connections for lines and trunks are made using a 32 -pair
cable with a 64 -terminal connector which plugs directly into the line
and trunk group units. Four connectors are provided per group: one
for the 32 tip and ring pairs per half group, one for attendant direct
station selection (ADSS) control leads per half group, and two cor-
responding tip and ring and ADSS connectors for the other half of the
group. Attendant console leads, digit trunks, and data links also leave
the switch unit through 32 -pair cables.

Terminal assignments in the 2A and 3A switch units are made so
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that existing cross -connection wiring need not change when a 2A in-
stallation grows to the point where it is replaced by a 3A switch
unit. Additional external leads are required by the 3A, but changeover
involves only repositioning the 2A cables in the appropriate 3A con-
nectors. Digit trunks, data links, and the first three attendant con-
soles can be replaced one -for -one, and the line and trunk group num-
bering plan is such that there is compatibility among the first seven
groups.

Planned wiring is used to make intraunit connections in each ap-
paratus mounting (this is bench wired before the unit is installed in
the frame). Loose wiring interconnects the units in the frame, and
local cables and formed switchboard cabling compose the interframe
"connectorized" wiring. To alleviate wiring congestion, some of the
cabled wiring is run as "air lift" cabling, that is, the wires are behind
the plane of the wire -wrap terminals and come into the wiring field
only at connection points.

6.6 Cabinet Features
The cabinets for the 2A and 3A switch units are constructed of

aluminum extrusions and formed sheet aluminum parts welded to-
gether to form a basic framework into which the apparatus mount-
ings are fastened. The frames are 34.5 inches wide by 19.5 inches deep
to accommodate two bays of equipment while remaining small enough
to be easily moved.

The minimum 2A control and line circuits for 180 lines and 56
trunks occupy two frames; the minimum 3A control and line circuits
for 436 lines and 112 trunks occupy three frames, additional frames
house added lines, control circuits, distribution (cross -connection)
fields, and auxiliary equipment to give a uniform appearance to the
installation.

The 2A frames are 62.5 inches high; the 3A frames are 84 inches
high with the top 4.25 inches forming a removable cable rack which
is installed after low elevators and doorways have been negotiated.

Bolt -on side panels and lift-off front and rear doors completely
enclose the frames but allow quick access to equipment for main-
tenance. The decor of the cabinets is designed to blend with modern
office furniture so that installation may be made in the general office
area on the subscriber's premises. The frames are finished in dark
covert gray textured vinyl paint; the lift-off doors are light olive
gray (see Figs. 17 and 18).
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Fig. 17 - 340 line 2A switch unit.

Fig. 18 - 820 line 3A switch unit.
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No. 101 ESS 4A Switch Unit
By H. F. PRIEBE, JR. and E. L. SELEY

(Manuscript received September 11, 1968)

A combination of space division and time division networks makes
possible an 800 to 4000 line switch unit private branch exchange for the
No. 101 electronic switching system.

I. INTRODUCTION

The No. 101 electronic switching system (ESS) has brought new
conveniences and services to private branch exchange and Centrex
customers with the 200 -line 1A, 364 -line 2A, 820 -line 3A switch
units.'" To extend the No. 101 ESS features to still larger customers,
the 4A 4000 line switch unit was designed.

The No. 101 ESS 1A, 2A, and 3A switch units utilize time division
for the switching networks. In the 1A switch unit, 240 lines and 40
trunks have a total of 50 time slots. With
a partially duplicated bus system in the 2A switch unit 364 lines and
56 trunks are accessed by 60 time slots. The 3A switch unit accom-
modates 820 lines and 112 trunks with either 120, 180, and 240 time
slots and a bus system similar to the 2A.

In general, the traffic capacity of a time division network depends
upon the number of time slots; the line capacity depends upon the
number of line circuits. As the number of lines increases, the traffic
also increases; thus large line capacities require more time slots.
The maximum number of time slots per talking bus is determined
by the sampling rate and pulse width. The sampling rate is set by
the transmission requirements; the pulse width is largely determined
by active component performance and stray capacitance.4 Substan-
tially larger time division switching networks require considerable
advancement in components and fabrication techniques.

II. LARGE PBX

2.1 Multistage Network
In present switching systems large line capacities with relatively

small networks have been obtained with multistage networks. Most
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of these systems have used space division networks; with the advent
of No. 101 ESS, practical time division networks are also available.
These two types of networks can be combined in various ways to ob-
tain a large system; the characteristics of the individual networks
make some arrangements preferable over others.

2.2 Characteristics of Relay Space Division Networks
The classical switching system has used metallic contact space

division networks. These relay crosspoints have excellent transmis-
sion characteristics with a frequency range that permits simple de
supervision. Low price is an additional advantage. However, large
physical size and slow operating speeds are disadvantageous.

2.3 Characteristics of Time Division Networks
Small physical size of relatively large capacity networks, high

speed operation, and plug-in solid state circuit packs are some of
the outstanding features of the time division network. On the un-
desirable side is the relatively large amount of per line equipment,
such as the low pass filters and line transformers. The cost of the
line packages in a time division switch unit is approximately half
of the total switching unit cost. The transformer, needed for pro-
tection against longitudinal voltages in the time division network,
blocks the transmission of de supervisory signal and present solid
state electronic devices do not permit an economical time division
network that will transmit ringing voltage. Also without gain a trans-
mission loss of approximately 2.0 dB is encountered.

2.4 Space Division Input Network and Time Divison Output Network
A 240 time slot 3A switch unit has a traffic capacity of 6,130 ccs*

which is adequate for 2,000 lines with average traffic of 3.07 ccs per
line. The 4A switch unit uses a two -stage switching network with a
space division stage for line inputs and a time division junctor net-
work as shown in Fig. 1. With a 4 -to -1 line concentration ratio in
the input network and a 3A time division switch with 512 lines inputs,
a 2,048 line terminal switch unit is obtained. Minimum per line equip-
ment is required and line concentration increases the traffic on the
links with the resulting increase in efficiency of these circuits.

An increase in both lines and traffic, is obtained by using two
3A switching units and twice the number of line concentrators, as

* One hundred call seconds.
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Fig. 1- No. 101 ESS 2,000 line 4A switch unit.
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shown in Fig. 2. With a 4:1 line concentration ratio the combination
has 4,000 line inputs, providing a capacity for 3,200 lines with an
average of 3.84 ccs per line, or 4,000 lines with 3.07 ccs per line. In the
following discussion a single 3A time division switch and line con-
centrators will be called the 4A-1 switch unit and the two time divi-
sion switch -line concentrators combination of Fig. 2 will be called
the 4A-2 switch unit.

2.5 Line Concentrator
The No. 1 ESS 2 -to -1 line concentration ratio space -division ferreed-

line concentrators was selected for use in the first stage network of
the 4A No. 101 ESS switch units. A tip -ring connection pattern of the
32 lines to 16 B -links 2 -to -1 ratio concentrator is shown in Fig. 3. To
achieve a 4:1 line concentration, the outputs of two concentrators are
multipled. With this network, the Private Branch Exchange (PBX)
service features must be considered as well as the per line traffic capac-
ity. For example, the six -party conference feature requires that six
lines on a single concentrator must be able to get to six B -links that
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Fig. 2 - No. 101 ESS 4,000 line 4A switch unit.
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Fig. 3 - Connection pattern of 32:16 concentrator.



NO. 101 ESS 4A SWITCH 481

connect to one time division switch. Other features involve similar
situations but with fewer transmission paths. Thus, the maximum
division of links is two, and the interconnection of networks cannot
be carried further without the loss of some features. With the 4A-2
switch unit, B -links are grouped with the odd numbered links con-
nected to one time division switch and the even links connected to
the other time division switch.

2.6 Concentrator Traffic Capacity
The load -service curve for the 2 -to -1 ratio line concentrator is

shown in Fig. 4. At a probability of 0.004 that a call cannot get an
A -B link combination, the usage per line is 8.82 ccs. In the 4A-1
switch unit the 16 B -links of a concentrator terminate on one time
division switch. With the 4A-2 switch unit, however, eight B -links
from a concentrator terminate on one time division switch and the
other eight terminate on the second 3A time division switch. Either
arrangement of the 4A switch units may be operated with a 2:1 or a
4:1 line concentration ratio. The concentrator traffic capability per
16 B -links, is 260 ccs for the 4A-1 switch unit and 230 ccs for the
4A-2 switch unit.

These figures indicate the maximum ccs per group of 16 B -links;
the per line traffic is obtained by dividing the concentrator maximum
traffic figure by the number of equipped lines per concentrator. To
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7 2 7 9 8.6 9.4 10.0 10.8
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Fig. 4 - Traffic capacity of 32 :16 line concentrator.
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provide adequate service to a group of high traffic lines a concen-
trator must be operated with fewer working lines. Since intratraffic
requires two links through the network, the percent of intratraffic
must also be considered.

2.7 Data Channels to Control Unit
The No. 101 ESS is a common control system where a control

unit in a central office does the call processing for switching networks
(switch units) located on subscriber premises.° Coordination of ac-

tivities between switch units and the control unit is maintained via
data links between the control unit and each of the associated switch
units. Original design of the No. 101 ESS was for a large number of
small switch units operating from one control unit; data processing
was designed so that a switch unit would use one data link. With the
larger switch units more per -switch unit -data capacity was required;
this is provided by using multiple data channels. The four bus 3A
uses two data links; the 4A-1 switch unit uses three, while the 4A-2
switch unit has six data link circuits.

III. LINE CONNECTOR

3.1 Block Diagram
The line connector, shown in Fig. 5, connects station lines to the

B -links which are the inputs to the time division switch. Additional
required functions are the scanning of lines to detect service requests
(off -hooks) and data transmitting and receiving capability.

The line concentrator scans all idle lines; when a new off -hook
condition is encountered, scanning is stopped and a data message is
sent to the control unit giving the equipment number of the line
requesting service. Call processing at the control unit, finding an
idle path, sends a connect order to the line concentrator. The line
is then connected through to a B -link where it appears as an off -hook
request to a 3A time division switch, and its line connector scan
point removed transferring supervision control to the time division
switch. On a disconnect, the message to the line concentrator removes
the line's connection to the B -link and restores the line's scan point.

Line connector circuits have been physically divided into three
groups: line switching circuits, line switch controller, and data con-
verter. A line switching frame contains the per line equipment and
network for 256 lines. Up to four line switching frames are accessed
by a controller frame. A data converter will operate two line switch
controllers. The data converter receives serial data from the control
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unit and supplies parallel outputs to the controller; in return, parallel
information from the controllers is transmitted serially back to the
control unit via the data converter.

Most of the circuits use diode transistor logic and follow the
design pattern of the No. 1 ESS circuit packs.?

3.2 Line Switching Frame
The major function of the line switching circuit is the intercon-

nection of lines and links. A line switching frame consists of eight
32 -to -16 ratio line concentrators which accommodate a maximum
of 256 line terminals and can be connected to provide either a 2:1
or 4:1 line concentration ratio. A block diagram of the circuits within
a frame is shown in Fig. 6, and Fig. 7 is a sketch of the seven -foot
frame. Besides the eight concentrators in a frame, there is a type 1B
ferrod per line, a 48 wire -spring relay translator, and 128 cut -through
relays.

Operation of ferreed crosspoint switches in the line concentrators is
accomplished by applying a high -current pulse to a selected path
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Fig. 6 - Block diagram of line switching circuits.

128
B -LINKS- (2:1 LINE
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in the switching network. Three relays, one in each group of 16 of
the 48 relay translator, select the path to be pulsed.

The ferrod sensors enable a line scanner to determine the line
status since an idle line will normally have its ferrod connected to
tip and ring. When service is given to a line, its connection to its
ferrod is removed by action of a bipolar ferreed whose winding is
in the pulsing path.

When the relay translator is operated to select a pulse -current
path, it also operates a cut -through relay associated with the switch-
ing network link output. The cut -through relays have a combined
function: first, to open the B -link before ferreed crosspoints are
operated; second, to discharge the line; third, to connect the bal-
anced pair from the concentrator output switch to a test circuit after
the crosspoints are operated ; and fourth, to cut -through the connection.
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3.3 Line Switch Controller Frame
The line switch controller frame contains two basic circuit groups:

line ferrod access circuits (line switch scanner) and line link access
circuits (line switch controller). Each circuit is duplicated with one
on-line and the other in standby status. Fig. 8 is a block diagram
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and Fig. 9 shows the frame. A controller frame has the capacity to
access four line switching frames, a total of 1024 line terminals.

3.3.1 Line Switch Scanner

The line switch scanner receives address pulses from a scanner
contro1.8 These pulses are applied to a biased core switch to give a
1 -out -of -64 translation. Sixteen of these outputs interrogate a 256-
ferrod matrix in a line switching frame. One switch output inter-
rogates 16 ferrods simultaneously. These outputs are strobed, ampli-
fied, and passed on to the scanner control in the data converter frame.
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3.3.2 Line Switch Controller
Address and order information to the line switch controller is in

three groups: 26 bits of line -link data, order group of 6 bits, and
an enable bit. The line -link information specifies where in the net-
work fabric (station line and B -link) an operation should be per-
formed, and the order group data specifies what should be performed.

el MI !Thl
PIM LIC1 Ll

(111J-111-3-1

LINE SWITCH
SCANNERS

FRAME
)- CONTROL PANEL

LINE SWITCH
CONTROLLERS

TFRAME
FUSE PANEL

} FILTERS

Fig. 9 - Line switch controller frame.
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The line switch controller message is placed in a register and trans-
lated by a reed relay translator which operates three path selector
relays in a line switching frame.

Regardless of the order being carried out, the normal timing se-
quence is the same. First, the path -select relays operate, selecting,
in addition to the pulse path, a cut -through relay. The operation
of a cut -through relay operates the high current pulser provided
a pulse path exists, and ten milliseconds later the output of the test
vertical circuit is strobed. Following the test vertical strobe, the relays
are released and the register reset. The normal cycle time is approxi-
mately 40 milliseconds. Had the normal cycle failed to be carried
out within 45 milliseconds an automatic reset circuit would release
the relays and reset the register.

Following each controller action (except the connect order) on
any network path in a line switching frame, a cross check is made
via the test vertical. Since the test is performed after the high -current
pulser has operated and before cut -through occurs, any normal con-
dition will present a balanced pair to the check circuits.

3.4 Data Converter
The main function of the data converter circuits is to enable the

control unit to access the remote switching network via voice band
data links. Three circuits, the data receiver and distributor, the scan-
ner control and data transmitter, and the transfer and alarms are
shown in Fig. 10. These make up the data converter frame shown in
Fig. 11. All circuits are duplicated except the output circuitry of
the transfer and alarms circuit.

3.4.1 Incoming Data Circuits
The serial data message from the data receiver is assembled in a

25 -bit shift register, then gated in parallel to the line switch control-
lers. Both incoming data circuits are active so that either may supply
incoming maintenance messages to the transfer and alarms circuit;
only one circuit at a time is permitted to gate to the controllers.
The 25 -bit data message includes a two-bit start code and an odd
parity bit.

3.4.2 Scanner Control and Data Transmitter
Line scanning is carried out with the high order bits of a 12 -stage

binary counter supplying address pulses to the line switch scanner
access circuits. The low order four bits of the address counter are
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used to interrogate a 16 -bit register that receives line ferrod outputs.
When an off -hook is detected, the address counter is stopped and a
14 -bit data message is transmitted to the control unit. The data mes-
sage consists of a one -bit start code, 12 -bit equipment number, and
an odd parity bit. Scanning resumes when either a scanner go-ahead
is received from the control unit or a 0.5 -second timer operates.
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3.4.3 Transfer and Alarms Circuits

The main role of the transfer and alarm circuit is to control the
on-line and off-line status of the various duplicated circuits and to
inform the control unit, via the on-line scanner control and data trans-
mitter, of the non -normal conditions. A 21 -bit maintenance register
makes up the maintenance scan points that are scanned in sequence
by the on-line scanner following line scanning.
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3.5 Reliability and Maintenance Features
The electronic circuits of the line connector are duplicated with

one circuit on line and the other in standby in order to allow the
system to operate in the presence of a failure. However, a finite
probability of simultaneous failures in duplicated circuits remains;
to decrease this probability, frequent testing is used.

During the normal call processing of setting up and tearing down
calls, three conditions can exist that require immediate attention:
(i) the on-line incoming data circuits receive a message with wrong
parity, (ii) an enabled line switch controller times out, or (iii) a cross
in the network of a line switching frame is detected. These three
conditions set priority scan points so that the on-line scanner control
and data transmitter will immediately send a message to the control
unit. Upon receipt of this priority message at the control unit, the
last message sent to the line connector will be repeated; if this mes-
sage results in a failure, a teletypewriter printout results and mainte-
nance programs are called into action, systematically switching gear
and retransmitting messages to find a working mode.

IV. 4A SWITCH UNIT OPERATION

4.1 Organization of the 3A
Two basic circuit groups make up the 4A switch unit, the line con-

nector and the 3A switch unit. The 3A switch unit is referred to as a
3A time division switch when used as part of the 4A switch unit. To
adapt the 3A switch unit as to serve as the second stage network in
the 4A switch unit it is only necessary to change trunk and line group
assignments. In the 3A, line groups 5 and 6 are reassigned as trunk
groups, and groups 8 through 15 are assigned to B -links. The 240
time slot 3A time division switch has the capability for a total of
six 6 -port conference circuits, 12 attendants, 24 digit trunks, and a
maximum of 332 trunk circuits:

Type of Trunk Circuits

CO* only 144
Tied' or CO 144
Tie or special service

(FX, WATS, tel. diet, code call) 24
Tie only 20

* Central office.
t Tie trunk.
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The 4A-2 switch unit has twice the number of circuits and trunks
as the 4A-1 switch unit, however, the number of attendant circuits
remains the same for both with a maximum of 12. The 3A time divi-
sion switch controls all attendant functions directly.

Station lines connect to the line connector; trunks and service cir-
cuits terminate on the 3A time division switch.

4.2 Two -Step Operation

The basic elements of a 4A switch unit are shown in Fig. 12, dup-
licate equipment and maintenance circuits are not shown other than
the four intergroup buses. Establishing or taking down connections in
the 4A -type switch units requires two operations, one in each of the
networks. Scanner circuits in each network scan all idle -inputs. As
discussed in Section 3 scanner circuits in the line connector interrogate
the line ferrods, and when an off -hook is encountered, scanning is
stopped and a 14 -bit message is sent to the control unit indicating the
line connector equipment number that went off -hook. The 14 -bit
message contains a one -bit start code, an odd parity bit, and a 12 -bit
equipment number. Call programs at the control unit select a path
(A -link and B -link) and a 25 -bit message is transmitted to the line
connector. Also, the control unit alerts the 3A time division switch
portion of the program to expect an off -hook from the B -link just
assigned. The 25 -bit message contains the order (connect in this case),
the equipment number, and B -link involved in the connection. The
message also contains a two-bit start code and an odd -parity bit.
The message is shifted into the line connector data distributor and
gated to the line switch controller.

Once the controller is enabled, all of the various functions are
carried out to perform the desired network action. First the path
select relays are operated which in turn operate a B -link cut -through
relay removing the potential from the ferreed crosspoints that are
to be pulsed. The ferreeds are pulsed to connect the line, A -link, and
B -link together, also, the cutoff ferreed is operated to disconnect the
ferrod from the line. Relays are released and the B -link will now
appear off -hook in the 3A time division switch. This off -hook will be
handled just as in normal 3A operation. In this instance, the B -link
will be connected to a digit trunk so that dialing may occur.

When the line goes on -hook the B -link goes on -hook, the 3A time
division switch detects the change in scan point condition and sends
a 14 -bit data message to the control unit. The control unit deter-
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mines from its memory what changes need to be made in the 3A
time division switch and in the line connector. A 47 -bit message is
sent to the 3A time division switch to cause it to disconnect the time
division connection, and a 25 -bit message is sent to the line con-
nector. The 25 -bit message is similar to the connect message, except
that the order is now a disconnect which causes the line switch
controller to disconnect the line from the A -link and to release the
cutoff ferreed, thus restoring the ferrod sensor so that the next off -hook
occurrence of the line will be detected. Before the relays are released
the network path is tested via the test vertical.

A line -to -trunk call involves the time division connection of the
trunk to the intergroup bus in the 3A time division switch, the time
division connection of the intergroup bus to a B -link to the line
connector, and connection through two ferreed switches in the line
connector to the line. Tone, dialing, and ringing connections are set
up in a similar manner. A line -to -line call involves two sets of ferreed
switches plus the time division connections in the 3A time division
switch.

4.3 Plug -In Units
Cables between the frames of the line connector are equipped with

connectors except for the power leads. Two cable racks are
provided, one at the top and the other at the bottom of the frames.
Frames are of one size and fasten together in a line with end panels
on the end frames. Individual front and rear panels are the same for
all frames. B -link cables connect directly from the line connector
frames to the 3A time division switch units and do not connect to
the distributing frame.

4.4 Options and Growth
All the options are provided by plug-in, that is, a frame has the

same wiring regardless of the options selected at the time of instal-
lation. In the data converter frame, the data link option of either
loaded or nonloaded facilities is obtained by placing the circuit packs
involved in the proper position in the mounting tray. If the second
controller frame is used, a second set of cable drivers and receivers
is installed in the positions provided.

A controller frame is equipped to handle four line switching frames
(1024 line terminals) ; if less than the four frames are provided, the

unused outputs are left idle.
A line switching frame has a 2:1 concentration ratio; by paralleling

B -links (connecting the outputs of concentrators 0 and 4, 1 and 5,
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2 and 6, and 3 and 7) a 4:1 concentration ratio is provided. Two
plug-in jumper cables on the frame provide this option.

V. STATUS

The first 4A switch unit was placed in service in February 1967
by Illinois Bell Telephone Company to provide telephone service for
more than 1300 telephones at Bell Telephone Laboratories, Indian
Hill, Naperville, Illinois. By the end of 1967 a total of six 4A switch
units were in operation. The 4A-2 switch unit is scheduled for service
in 1969.

VI. SUMMARY

The 4A switch units provide all of the No. 101 ESS service features
to large PBX and Centrex customers with requirements for up to
4000 lines. Two stage switching with a combination of space and
time division has resulted in an attractively priced system.
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