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April 28, 1989
Dear Industry Engineer:

The theme of this year’s NAB Convention is "On-the-Air: Proud Tradition, Dynamic Future."
Could there be a more appropriate theme for engineers? We are proud that our radio and

television stations stay on the air. And who can doubt that our future is dynamic?

Studying these technical papers will help keep radio and television stations "On-the-Air" and, at
the same time, prepare you for the many industry changes to come. These Proceedings contain

plenty of helpful and important technical information. We are living in an exciting time.

My best wishes for a productive and enjoyable 1989 NAB Engineering Conference. On behalf of
NAB’s Science & Technology department staff, 1 am pleased to present these 1989 Engineering

Conference Proceedings.

Best regards,

il g & R,
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DIGITAL AUDIO INTERCONNECTION

Skip Pizzi
National Public Radio
Washington, District of Columbia

ABSTRACT

As more of a broadcast station’s audio
chain is converted to digital audio equip-
ment, less remains analog, and eventually
only the wiring between the hardware is
left in the analog domain. At that point,
the limiting factor to quality becomes the
interconnection itself, and the digital-to-
analog and analog-to-digital conversions at
each device’s outputs and inputs can unnec-
essarily degrade quality. Therefore a
standardized form of interconnection that
maintains audio signals in the digital
domain is now desirable, and will soon be
an absolute requirement.

THE CHANGING AUDIO CHAIN

Figure 1 shows the basic block diagram
of a typical radio station. The shaded
blocks indicate where digital audio has
become a significant factor so far. Note
that no two contiguous blocks have as yet
"gone digital®, but once that happens, it
would be unsound engineering to continue to
interconnect these via analog paths. Until
such time, the full advantages of digital
audio will not be realized.

Digital Advantages

In addition to the high audio quality
that digital audio provides in the ampli-
tude, frequency and time domains, keeping
signals in their digital form engenders
further benefits. These include the
ability to manipulate audio with minimal
degradation, relative immunity from EMI
radiation, the inclusion of certain control
parameters embedded in the digital audio
datastream, the potential reduction in the
number of cables required, and eventually
some advantages relating to high-speed
upload and download of sudio programming,
or application of global processing to a
"sound file" in less-than-realtime.

New Studio Wiring

The former trinity of analog audio
studio wiring needs -- AC power, audio
signal and remote control -- are replaced

by a longer list in the digital studio.

AC power of course still remains, but
with heavier power handling capability and
increased surge protection required.

Proper studio grounding is even more
essential, since audio noise floors which
may have formerly masked minor faults will
now be lower and thereby more revealing.
The results of any grounding faults may
also be more devastating than just a bit of
hum or buzz, namely total audio dropouts or
circuit damage from inadequately drained
static charges, etc.

Analog audio lines will also remain
necessary for some time to come, but again
grounding schemes must be carefully
implemented, for the same reasons as with
AC power. RF shielding is increasingly
important for these lines as well, to
protect analog signals from the often
intense RF fields generated by some digital
equipment. The use of "star quad"-type
cable is highly recommended.

Digital audio lines will also be
required, of course. Depending on the
format used, wiring may be of the same type
used for analog paths, or coaxial cable may
be required (more on this below). Future
systems may even include some limited-
length multi-pair or ribbon cable for
parallel busing. Even if the cable type is
identical to the that used for analog
wiring, these circuits will need to be kept
separate, for reasons of channel
formatting, connectors required, and
patchbay termination differences, along
with concern for capacitive or inductive
coupling of radiated RF fields between the
two formats.

Digital audio optical paths may also
be useful in the near future, especially
for facility-to-facility interconnection.
Optical cabling is of little value for
busing applications, due to losses incurred
at each junction; for permanently installed
longer-length serial interconnections,
however, they are ideal. Their wideband
capability, low loss and total immunity to

1989 NAB Engineering Conference Proceedings—1
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Figure 1: Typical broadcast station audio flow.

ground loops and EMI/RFI generation or
reception make them a welcome addition to
any facility.

Control lines in the digital studio
take on a higher level of meaning than
simple machine remote control of former
times. Included in the new control milieu
are machine diagnostics and setup, automa-
tion of hardware and software functions,
and various forms of synchronization, along
with traditional machine control. RS-232
is the typical protocol used for these
lines. Studio-to-maintenance shop paths
should be installed in this category, to
permit remote assessment of hardware
operation from the bench when feasible.

MIDI (Musical Instrument Digital
Interface) lines are also recommended for
production studios, allowing this popular
control format to be used with audio
processing gear, samplers, sequencers,
synthesizers and other analog and digital
equipment.

Interconnection Standards

Figure 2 shows a list of current
digital audio interconnection formats, both
in use and proposed. Since most are
proprietary to a particular manufacturer,

2—1989 NAB Engineering Conference Proceedings

they are not of universal value. The
notable exceptions to this are the AES/EBU
(Audio Engineering Society/European Broad-
cast Union) formats, and the MADI format.

AES/EBU professional is a modified
RS-422 protocol, using standard audio
cabling terminated on standard 3-pin "XLR"
connectors. The format is a balanced,
self-synchronizing, two-channel standard,
thus allowing professional digital stereo
audio signals to be routed on a single,
familiar cable and connector. The AES/EBU
consumer format is essentially compatible,
but it uses an unbalanced configuration on
RCA-type phono plugs. Adapting one to the
other can be accomplished by simply wiring
XLR-to-phono with pin 2 hot, pins 1 and 3
to ground.

Fortunately, the AES/EBU pro format
seems to have established itself as the
de facto standard in the industry. Most
current professional digital recording
equipment is equipped with this DIO format
(some CD players as well), along with a
manufacturer’s format. Among the latter,
the Sony SDIF-2 is perhaps the most used,
having recently appeared on another
manufacturer’s digital reverberator, as
well as all Sony digital recording



Eormat

e Sony PCM F-1

* Sony PCM 1610/1630

* Sony PCM 3324 Sony 50-pin

* Sony SDIF-2 1-BNC/ch.+ word clock
e S/PDIF RCA phono*

* Melco DB-25 & others

* AES/EBU professional XLR-3*

* AES/EBU consumer RCA phono*

¢ MADI BNC

* Parallel proposals var.

* Optical proposals var.

*Stereo audio on single connector.

DB-25 & others

Comments

"internal" only/modifications
CD editing, mastering
balanced version of 1610
TTL compat., on coax
consumer equipment
32 ch. balanced, similar to 3324
"pro standard", modified RS-422
consumer, unbalanced
up to 56 ch. on single coax or fiber
cable length limits; new "smart" buses

wideband, for longer paths

to serial)

(mux parallel

Figure 2: Current and proposed digital audio interconnection standards.

products. This is a TTL-compatible format,
requiring a separate coaxial cable for each
channel, and a third for synchronization,
terminated on BNC connectors, so it is not
nearly so advantageous as the AES/EBU
approach. Other manufacturer formats are
typically limited to one piece or class of
hardware, as noted in figure 2, although
the Sony 1610/1630 format is the industry
standard for CD mastering equipment.

MADI is a recently proposed multichan-
nel incarnation of the AES/EBU pro format,
allowing up to 56 channels of high-resolu-
tion digital audio to be carried on a
single coaxial cable or fiber link. The
coax application is limited to 150 ft. in
length. An external synchronization line
is required. Several major manufacturers
have endorsed this standard, and it is
expected to begin showing up on multitrack
recorders and mixing consoles soon.

LONGER PATHS

STL, TSL, and RPU pathways have often
been problematic for broadcasters in terms
of audio quality and reliability. Some in
the industry have taken ad hoc steps to
adapt and implement existing digital
recording formats to appropriate RF
hardware or telco lines, in an attempt to

gain digital audio’s improvements in this
area. Others have developed (or are
developing) purpose-built systems for this
application. Figure 3 summarizes the
industry’s current status here.

Note that the general classes of
digital links in use are either
"pseudovideo" (Sony PCM F-1 or dbx 700
formats) or T-1, the telecommunication
industry’s 1.544 Mb/s format, both of which
require wideband RF channels. This
necessitates the use of 18 or 23 GHz
microwave bands for the links, increasing
their cost and maintenance needs
dramatically over standard aural STL
equipment. Note also that the pseudovideo
and VAMP T-1 (from Graham-Patten Systems,
Inc.) formats use about 5 MHz or more for
just two one-way audio channels, but
telco’s T-1 can accommodate more channels
of flexible bandwidths, bidirectionally.
Resolution and sampling frequencies for
high-quality program channels on telco’s
T-1 are not as high as on the others at
present, however, and costs of the non-RF
segments are generally higher for the
telco-type gear.

The near future holds great promise in
this regard, since work on bit-rate
reduction with sensitivity to human aural
perception limits is currently underway at

1989 NAB Engineering Conference Proceedings—3



Processor

Digital Audio RF Hardware Occupied RF RF Telo Comments
System Cost  Chamels  Requirement  Bandwidth (FM) costs®  Requiement®
dx700 $ 90002 2 23GHz STL 410 10 MHz $12,000+%  video k. A
Sony F-1°* 35002 2 23GHz STL 410 10 MHz 12,00048 video ckl. A
Graham-

Patten 5000 2 video STL 1 MHz — subcarrier B.C
VAMP-2 subcarrier of video cit.

Graham-
Patten 5000 2 23GHz STL 5 MHz 10,000+ 6 T-1 cK. 8.D
VAMP-3
Telo T4 71010,000 var. 23GHz STL 5 MHz+ 1500048 T-1¢K. B.E
rack

Dotby Model 40003 241 aux 950 MHz STL 250KHzorless?  <10,000 384 Kb/s B,F
500 Series data ckt.

COMMENTS:

A. Approximately 10 ms delay of these systems can bother announcers monitoring air signal while speaking.

B. Insignificant delay through system.

C. Easy and cheap if video STL is already in place.

D. Cost-eftective, one-way T-1 system.

E. "Soft® configuration, allowing easy expansion and revisions.

F. Very spectrum efficient; could use aural STL frequencies.

NOTES:

1) Cost for both ends. Total system prices include encoder and decoder, but no spares. Some systems use differently priced
hardware at each end. All prices approximate.

2) Availability on these units is low at present. Only current model in Sony format is PCM-601ES; requires outboard interface
for pro-audio operation (+4 dBm/balanced), included in price shown.

3) Tentative projected price. Availabilty date is unknown.
4) Using QPSK or other non-FM process.

5) Total system cost for both ends, including typical antennas, but excluding installation and tower construction costs.

Assumes single hop.
6) Can include up to three 15 KHz analog audio subcarriers.

7) Assuming video STL already exists, and 1.0 MHz-wide subcarrier is available, no additional RF costs are incurred with this

system. Subcarrier generator included in unit.

8) Duplex STL required for full use of bidirectional T-1 system. Can be used one-way for approx. $5,000 less. Processor

costs may also decrease somewhat for one-way operation.

9) Corresponding costs vary. Check with your local Telco for rates.

Figure 3: An overview of current and proposed digital audio STL systems.

Dolby Laboratories and elsewhere. The high
audio quality and robustness with reduced
data rates that may result from this
research can be coupled with more efficient
forms of modulation than the current FM
used on most STL’s, yielding a digital STL
on 250 kHz or less of bandwidth, in which
case traditional aural STL allocations
could be employed. (Other digital
technologies are making these higher-order
forms of modulation more cost-effective as
well. See reference 4.)
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Another difficulty with the pseudo-
video systems (and some others) is their
use of RAM buffers which introduce 10 ms or
more of delay through the system. Announc-
ers monitoring off-air can be disturbed by
this while they are speaking. Research
conducted by the BBC shows that as little
as 7 ms of delay can be disconcerting, even
to highly experienced talent. Engineers at
the BBC have therefore installed relays to
switch headphone monitor selectors automat-
ically to program audio whenever the



announcer’s mic key is activated in facili-
ties using such STL’s.

OTHER ISSUES

In its eventual full implementation, a
digital audio system will provide mixing
capability in the digital domain. All
digital sources fed to such a mixer will of
course need to be of the same or compatible
formats, and synchronized to a common
reference, just as video systems are today.
Outboard format and sampling frequency
converters are available today as a sort of
niche market, where they are used to
convert one digital recording format to
another without resorting to use of an
analog path between the two decks. Such
devices will be no such luxury when digital
mixing of varied sources becomes a reality,
but rather an absolute requirement.
Implementation for a total "in-house"
production will not be difficult, but what
of the radio broadcast that includes both
in-house and live remote elements, all to
be maintained in digital? And what of
master control switchers’ ability to handle
a variety of formats? Obviously, versatile
and format-agile devices will be required
for the all-digital broadcast facility,
relegating such conversions to simple and
routine tasks. Again, the BBC is out in
front on this, currently developing
synchronizers capable of combining local
and remote elements in the digital domain.

Finally, the coming of the digital
workstation simplifies the issue of digital
interconnection a bit, since by its nature,
it combines several of the items shown as
separate in figure 1 above, thus obviating
the need for their external interfacing.
The workstation’s integration also provides
short path lengths between its internal or
peripheral elements, such that the new
generation of fast and "smart" data buses
can be used.

Conclusion

Although much of the above may seem a
long way off or not pertinent to the broad-
caster, it behooves us all to become con-
versant with this material as it develops;
we thereby gain the familiarization
required to be comfortable with such
divergent technology when it does actually
arrive in our facilities. This may be
sooner rather than later, since competi-
tiveness and increased cost-effectiveness
will often provide accelerated motivation
to the broadcaster, and many digital
techniques fit those criteria nicely.

Watch the diagram shown in figure 1
change with time. As soon as two
consecutive blocks become predominantly
digital, the floodgates to the world of
digital interconnection will open. It is

your challenge to be ready.
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TESTING DIGITAL AUDIO DEVICES IN THE DIGITAL DOMAIN

Richard C. Cabot
Audio Precision
Beaverton, Oregon

A measurement system is described which allows testing
of digital audio devices in the digital domain, analog
domain or a combination of the two domains. By
generating and analyzing the test signals digitally, the
need for a reference standard A/D or D/A converter is
eliminated. By combining the digital generation and
analysis hardware with analog generation and analysis
hardware the system is capable of measuring A/D
converters, D/A converters or conversion sections of
complete products. The entire system is controlled by a
personal computer, allowing fast and thorough testing for
engineering or production applications. The techniques
employed and the hardware used to implement the
system will be described. Measurements of commercial
A/D and D/A converters will be used to illustrate the
measurement techniques.

Introduction

Digital audio is a rapidly growing field with substantial
engineering and development effort spent all around the
world. All aspects of digital audio systems, A/D
conversion, D/A conversion, digital signal processing, etc.
are being improved every day. As with other engineering
efforts, there is a constant need for performance
assessment to determine relative merits of any design
being considered (Cabot 1988). Many parameters are
measured. These include amplitude-frequency response,
phase-frequency response, gain or loss, harmonic
distortion, intermodulation distortion, signal to noise ratio,
alias rejection, etc.

The equipment being tested spans a broad spectrum,
including digital tape recorders, mixing consoles, disc
players, delay units, limiters, reverberators, equalizers
and digital communications links. These have been built
using analog technology since the beginnings of the
audio business. Now all are available in digital
implementations. Since they perform functions
previously available in analog form they may be tested as
black box replacements for the corresponding analog
device. This will work fine if the digital version has
analog inputs and outputs and the purpose of the testing
is equipment acceptance. However if the device only
interfaces in the digital domain, or if the purpose of
testing is to provide more detailed information for design
feedback, this approach will not be adequate.

The Audio Precision System One provides all commonly
used analog audio test and measurement functions. The
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new DSP-1 module described here expands these
functions into the digital audio domain, as well as
enhancing the operation of the system for analog
measurements. The digital signal processing can be
used in conjunction with the System One analog notch
filter to measure analog signals to a much wider dynamic
range. For example harmonics may be measured
individually, without any noise floor limitation.

Conventional Approach to Digital Audio
Measurements

The conventional approach to characterizing digital audio
devices uses an A/D and/or D/A to translate signals
between the analog and digital domains. Measurements
can then be made with existing analog test equipment
and correlated with measurements on competitive analog
devices. This technique requires, or takes on faith, that
the conversion system used to interface to the device
under test is of higher performance. When building cost
sensitive, or lower performance, digital equipment this
may be the case. When building professional grade
equipment the designer generally doesn’t have any
higher performance conversion systems available to
translate between domains.

Digital gain can be introduced to help separate the effects
of A/D and D/A conversion. Digital gain is achieved by
shifting the bits of the digital word to the left or right by N
bits. This produces a gain or loss of 6N dB respectively.

Digital gain emphasizes low level nonlinearities in A/D
conversion since small signals from the A/D are
reproduced using the full dynamic range of the D/A.
Nonlinearities in the conversion are assumed to be near
the zero crossing of the transfer characteristics, making
those of the A/D a larger percentage of the signal than
those of the D/A. If this assumption is not valid for the
D/A the measurements will be corrupted, and the A/D will
appear to be worse than it actually is. If this assumption
is violated by the A/D (its worst nonlinearities are at high
levels), this low level testing will make the A/D look better
than it actually is.

Digital attenuation emphasizes nonlinearities in D/A
conversion since signals are converted into the digital
domain with the full dynamic range of the A/D. The most
significant bits of the A/D output are fed to the lower bits
of the D/A under test, while the D/A’s upper bits are
zeroed. Again, the nonlinearities are assumed to be near
zero on both converters, making those of the D/A a larger
percentage of the signal than those of the A/D. If this
assumption is not valid for the A/D the digital data will be
corrupted, and the D/A will appear to be worse than it



actually is. If this assumption is violated by the D/A (its
worst nonlinearities are at high levels), this low level
testing will make it look better than it actually is.

Any application of digital gain or attenuation in the system
under test will limit the dynamic range of the
measurements. Gain after the A/D converter of X dB
prevents the input signal from exceeding X dB below full
scale or the digital word will wrap around. Similarly,
attenuation after the A/D of X dB prevents testing the D/A
within the top X dB of its range. Since noise floors of the
converters remain unchanged with changes in the digital
gain, the residual floor of distortion measurements will be
reduced by X dB in either case.

Gain and offset stability problems anywhere in the

system can prevent accurate measurements at the Isb

level. A typical 16 bit digital audio system with a 2V full

scale requires a DC stability of approximately 43

?}ié:iogolts to ailow signals to be placed near zero within
sb.

The anti-alias and reconstruction filters each introduce
response irregularities which may mask the response of
the other. The errors in both amplitude and phase
response may be subtracted out if they are repeatable
enough. ltis only necessary to characterize the
response of the filters individually using the analog test
equipment and use this data to correct the
measurements on the complete system. If single or
multiple sinewave test signals are being used, where
alias products are not a concern, the A/D may be
operated without an anti-alias filter. However a
reconstruction filter is always needed. In addition to the
linear errors these filters also introduce nonlinearities and
noise. These may not be compensated or subtracted
and must be eliminated in their design. Fortunately,
since they may be built completely analog, their
measurement and performance verification is
straightforward.

The conventional approach also suffers from other
inaccuracies of conversion; sample and hold problems,
de-glitcher problems, clock jitter, etc. A detailed
description of these problems is beyond the scope of this
discussion. If the appropriate measurements could be
made entirely in the digital domain these problems could
be avoided. One of the goals of this project was
therefore to develop hardware which could perform ali of
the standard audio measurements on digital signals
without ever processing them in the analog domain.

Another problem is that some parameters of interest to
digital designers are difficult to measure in analog
domain. These include the standard converter measures
of differential nonlinearity, integral linearity and missing
codes. They also include digital data processing
measurements such as errcr rate, error correction
efficiency and interpolation accuracy.

Typical digital audio device

Figure 1 is the block diagram of a typical digital audio
device. Though not universal, and certainly not detailed,
it will prove useful for describing the interfacing and
measuring considerations with digital equipment. The
real world signal at the input terminals is converted to a
ground referenced, unbalanced signal. This is adjusted
for the desired amplitude before being applied to the A/D

conversion system. An anti-alias filter prevents out of
band energy from entering the converter and producing
incorrectly digitized signals. The continuously changing
analog signal is held stationary by the sample and hold
for later conversion by the A/D. The A/D converts each
sample of the analog signal to a binary code. After
appropriate storage and/or processing, the digital signal
is output. This digital words are converted back to analog
samples by the D/A converter. The de-glitcher prevents
changes in output between samples, insuring an orderly
transition from sample to sample. The sampled analog
signal is then smoothed and band limited by the
reconstruction filter. An output balancing amplifier
interfaces the signal to the outside world for connection to
other equipment.

Another path exists for signals which enter and exit the
device in the digital domain. The digital signal is received
by a format conversion circuit. This may be a
standardized interface such as AES-EBU or MADI, or it
may be a nonstandard interface such as SDIF2. This
circuit must extract the audio data and relevant control
bits. These control bits may include parity checking,
sample validity, emphasis, sample rate, word size, time
code, labeling, and other information necessary for later
use by the processing and re-transmission. Errors may
be corrected or concealed by a correction and
interpolation circuit. After processing, the digital signal is
reformatted for transmission in the desired digital format.
The transmitted signal has the necessary control and
labeling bits added at this point to the data bits.

As can be seen from the previous discussion, the signal
assumes many formats during its journey through our
hypothetical device. As examples, the input to and
output from the system are balanced analog signals. The
signal in the filters is unbalanced analog. The A/D
converter typically outputs a serial data stream on clock,
data and strobe lines in a non-standard format. Most
digital signal processors (DSP’s) operate on a parallel
digital word access to memory and peripherals. The
external digital inputs and outputs are one of the
standards mentioned earlier. To properly test the design
of each circuit and its operation requires the ability to
interface to any of these formats, analog or digital.

Digital Formats

The most common external /0 formats in digital audio
systems are the AES-EBU interface and the Sony SDIF2
interface. The AES-EBU interface is a two channel
format where the words are channel sequential. The
data line carries samples from alternate channels, first
channel A then channel B. The data is sent LSB first,
word width is selectable as 20 or 24 bit. The data is
followed by 4 flag and status bits and preceded by a 4 bit
preamble. This totals 32 bits for each channel of audio
data. The entire 32 bit word is bi-phase encoded to
guarantee a transition at the boundary of every bit
location. The signal is output in a balanced form to
improve noise rejection. Since the signal has been bi-
phase encoded polarity is not important, eliminating
problems from accidental interchange of the conductors.
This interface has been widely accepted within the audio
community and there are a growing number of
professional audio devices incorporating it. The
consumer SPDIF interface found on CD players is
essentially the same except for some minor changes in
the channel status bits and the balanced versus
unbalanced characteristic of the interface.
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The other interface that is common in professional
applications is called SDIF2. It is a format developed by
Sony for use on their PCM 1610’s and 1630’s. It is a two
channel, word parallel format where left and right are
transmitted simultaneously on separate cables instead of
sequentially on the same cable. The interface requires a
third cable for word clock information which is used by
the receiver to lock its sample rate to the transmitted
word clock. The individual channels carry a word sync
post-amble to allow synchronization of bit clocks and data
words by the receiver. This has wide following in CD
mastering applications because of the large number of
PCM1610’s which have been sold. It has never been
standardized and has no published specification from
which to design. This has caused many designers to
make invalid assumptions about timing and created many
incompatible versions of the interface. Fortunately itis
fading from prominence, unfortunately not fast enough.

MADI is a multi-channel version of the AES-EBU
interface which runs at an extremely high data rate. It
carries up to 56 channels of audio at a fixed 100 MHz
data rate. Data is sent over an unbalanced coaxial cable
with sync information conveyed by a dedicated sync
signal, house sync, or an AES-EBU interface. ltis a
proposed standard for professional use within the studio
environment or other areas in which many channels must
be sent over short distances. Several manufacturers
have announced products which follow the proposed
standard and it can be expected to grow over the next
few years.

Digital signal processor (DSP) integrated circuits are
inherently parallel data devices. Some A/D and D/A
converters also fall into this category. The audio samples
are output or input as a individual data lines for each bit
of the word. The word width is device dependent, but all
are 2's complement binary. The currently available
devices are either 16 bit, 24 bit, 16/6 floating point or 24/8
floating point. For the floating point widths the first
number is mantissa and the second number is the
exponent. When testing DSP algorithms for equalizers,
compressors, limiters, etc. a parallel format is necessary
to connect directly to the processor.

Most A/D and D/A converters manufactured today use
serial data formats for interfacing. When testing
converters or devices which communicate with
converters a three line serial format is typically needed.
The exact format is device dependent but all incorporate
clock, data and strobe lines. The main differences are in
frame size and strobe timing relative to the data word. All
commercial parts used for audio have frame sizes of 16
or 32 bits. If a smaller number of bits are needed than
one of these sizes the remaining bits are typically zero
filled. The strobe is usually asserted at either the
beginning of data (same as beginning of frame), end of
data, or end of frame.

System Block Diagram

The Audio Precision DSP-1, diagrammed in Figure 2,
provides a DSP core with both analog and digital input
and output capabilities. The system is built around three
digital signal processors, one for the DSP core functions,
one for the analog interface and one for the digital
interface. The DSP core and the analog input and output
circuitry are on one circuit board. The digital input and
output interfaces are on a optional second circuit board.
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All DSP chips in the system are Motorola DSP56001 24
bit digital signal processors operating at 24.576 MHz.
The manufacturers block diagram is reproduced in Figure
3. ltuses a 6 bus architecture for internal processing,
providing separate address and data busses for program
memory, and for two data memories. On chip resources
include two 256 word data memories, a 256 point sine
table, 512 words of zero wait state program memory, 24
bit serial inputs and outputs, an 8 bit host interface,
interrupt controller with two external interrupts, a 24x24
multiplier and an ALU which supports double precision
operations. A single external address and data bus are
provided for expanding program or data memory size off
chip.

The external busses of all three processors are tied
together on the same expansion memory. A bus
arbitrator controls access to the shared resources and
prevents conflicts. Program memory is expanded to 8k
words of 0 wait state static ram and is used by the main
DSP only. The other two DSP’s rely completely on their
internal 512 word program memory. The main board
provides 32k words of additional static data ram, split
equally between X and Y data memory spaces. The
option board adds another 64k words of static data ram,
again split equally between X and Y memory. All of the
external data ram operates with one wait state, providing
a good trade-off between cost and processing speed.
The main board also contains a hardware random
number generator and simple real time clock. The data
ram and peripherals are available for use by all
processors. Only the main and decimator DSP’s can
communicate directly with the host computer.

A single rom contains the program code which fills the
internal program memory of all three processors. Each
reads its respective portion of the rom when released
from reset and fills internal program memory. The main
DSP can then communicate with the host computer to
download larger programs into external program ram as
well as modifying its internal ram. This rom also contains
serial number information and calibration constants.

The decimator DSP receives signals from two on board
A/D converters and decimates the data to lower sampling
rates. The A/D’s are always run at a fixed 192 kilosample
rate and the decimator reduces that rate to 48 kHz or 32
kHz for compatibility with professional audio sampling
rates. [f the option board is fitted, additional clocks are
available. This allows the converters to operate at a
176.4 kilosample rate with decimation down to 44.1 kHz.
This allows compatibility with all professional and
consumer sampling rates. Analog signals from the
various portions of the System One analog measurement
modules or from dedicated front panel inputs are routed
to the anti-alias filters by CMOS switch selectors. The
filters are designed to remove energy above 80 kHz
before feeding the A/D converters. The converters are
dithered by an analog output from the same random
number generator which supplies the DSP’s with digital
dither. After filtering, the decimator DSP passes its data
serially to the main DSP for further processing.

The third processor is used for AES-EBU
communications. Data encoding and decoding,
synchronization, parity checking and extracting the serial
status bit stream are accomplished by dedicated logic
circuits. However, complete implementation of the AES-
EBU interface requires the ability to write and read quite



a few status bits in real time. These bits provide sample
counts, time of day clocks, pre-emphasis flags, channel
allocation information, source and destination codes, etc.
Additionally, it is necessary to send and receive pre-
emphasized data. In a conventional digital device which
will output or input the signal in the analog domain,
emphasis is provided in the analog domain. Since this
instrument must measure these devices, without
resorting to analog techniques, emphasis is produced
digitally in this DSP. This architecture always passes
linear data to the main DSP. Emphasis is provided via
recursive (lIR) filters to duplicate both the amplitude and
phase response of an analog filter. A linear phase non-
recursive (FIR) filter could be used but would not produce
a correct simulation of the analog circuit.

The digital option board also contains parallel input and
output ports for connection to external test circuits and
DSP devices. Each port multiplexes two channels of
data onto one set of 24 data lines. Each output channel
is buffered by a two stage FIFO to prevent jitter in the
transmitted data. Each input channel consists of latches
which are written by the external device and read by the
main DSP. A sample clock generator is provided to time
data input and output or an external clock may be used
for either or both functions. Appropriate hardware
generates interrupts for the processor when data is read
from the output or received at the input.

The digital interface circuits, either AES-EBU or parallel,
serve the same function as the balancing amplifiers in an
analog system. They provide an interface between the
format of the device under test and the internal hardware
of the test equipment. They also double buffer data to
allow for timing differences between the two pieces of
equipment.

Measurement Architecture

The discussion thus far has centered on the need to
make measurements of conventional audio parameters in
the digital domain. To allow comparisons between
signals at arbitrary points in a digital audio device
requires that the measurements be made digitally in a
manner similar to that in the analog domain. For
example, suppose an unacceptably high value of THD+N
is measured at the analog output of a digital tape
recorder. A measurement of distortion on the digital
signal out of the recorder will indicate whether the
problem is in the record or reproduce sections of the
machine. However, measuring distortion with an FFT of
the digital data will provide incomplete results since it
cannot be correlated with the reading on the analog
signal. To avoid this problem the measurements in the
two domains must be performed with comparable
methods. The DSP measurement architecture will
therefore be compared to a conventional analog audio
measurement system.

A conventional analog signal generator and analyzer is
diagrammed in Figure 4. One or more signal sources are
summed to create the test signal. For harmonic or
intermodulation distortion tests these are very low
distortion sinewave oscillators. For other tests one of
these may be a random noise generator or squarewave
generator. The amplitude ratio between these signals is
typically set by resistors used to sum the signals. After
summation these signals are attenuated to the desired

level and sent through a balancing amplifier or
transformer to the device under test (DUT) input.

The signal received from the DUT is buffered and
converted to a ground referenced signal for processing
by the measurement hardware. The signal at this point is
used by many different measurement circuits; an rms
level meter, frequency counter, noise weighting filter and
notch filter. The rms level meter provides the
fundamental level reference for distortion measurements
or simply to monitor the incoming signal. This meter may
be used for general purpose level measurements or
measuring frequency response when the stimulus is
sweeping frequency. If THD+N is being measured the
notch filter is used to remove the fundamental. The
remaining signal is amplified if necessary and drives
highpass and lowpass band-limiting filters. This filtered
signal goes to a second level meter for display of the
distortion component amplitudes. If distortion is needed
as a percentage or dB value, the most common case, the
amplitude of the distortion products are divided by the
amplitude of the input signal before display. A frequency
counter will typically be used to determine the incoming
frequency. The measured frequency value tunes the
notch filter frequency and informs the operator as to the
signal being measured. This allows for measurements
off test tapes or at the receiving end of a broadcast link
when the test signal frequency is not known a-priori.

When noise measurements are needed the weighting
filter is used to simulate the response of the human ear
as a function of frequency and correlate the measured
value with the audible nature of the noise. Several
standards exist for noise measurements which
recommend different weighting filters and different types
of level meter. American and Japanese standards are
written around A weighting networks and rms or average
responding meters. European standards specify a CCIR
weighting filter with a quasi-peak level meter. When
changing between noise, distortion and response
measurements the filters and detector must be switched.

A digital signal generator and analyzer is diagrammed in
Figure 5. There is a strong similarity to the analog
system in the previous figure. Again, one or more signal
sources are summed to create the test signal. For
harmonic or intermodulation distortion tests these are
very low distortion sinewave generators. As with the
analog system one of these may be replaced by a
random noise generator or squarewave generator for
other test needs. The amplitude of these components is
set by multiplying each by the desired output level before
summing.

Many digital signal generators have been developed in
the past which simply read a sinewave or other test
signal out of rom. This limits the resolution of the test
signal to submultiples of the sampling frequency. The
resulting resolution is simply the sampling frequency
divided by the rom address size. A 64 k word rom would
be needed to obtain resolution of better than 1 Hz. When
used at 20 Hz this would be marginal at best. This would
exercise less than 32k codes in a D/A converter, not
adequate to test high resolution professional converters.
Finger (1986) discusses the problems resulting from
inadequate test signal frequency resolution.

The present design computes the values of the output
signal from equations and coefficients stored in a table.
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This allows any sinewave to be generated with 24 bit
resolution and accuracy in both frequency and amplitude.
The resulting waveforms are free from rom size
limitations and suffer no degradation in accuracy when
set to non-integer frequency values.

Finger (1987) describes some of the problems in
generating accurate digital test signals. To eliminate
distortion in the test signal and enable measurements at
low levels the output must be correctly dithered. A
random number source is scaled appropriately for the
desired word size and added into the signal before being
output. It can then be rounded to the correct word size in
the interface without introducing quantization distortion.
The most common word size is 16 bit, due in part to the
popularity of the CD. The professional audio field has
realized the inadequacy of this for recording and is slowly
moving to larger word sizes. ltis also becoming common
to have larger word sizes inside products than is provided
in their /O to insure no loss of performance during
processing. Therefore the word size must be adjustable
to match the application.

The analysis portion of the DSP measurement system is
less complicated than the corresponding part of the
analog measurement system. The signal applied to the
appropriate input is converted to the 24 bit parallel,
simultaneous word, format used internally. The signal at
this point corresponds to the buffered and ground
referenced signal in the analog system. Itis sent to an
rms level measurement routine, a frequency counter
routine and a filter routine. Instead of having a bank of
filters that are switched in and out there is one multistage
filter. Itis a 10 pole design composed of 5 second order
stages in cascade. The filter coefficients are
programmed appropriately for any of the measurements
to be made. When measuring THD+N this is
programmed as an 8 pole notch filter. Two additional
poles are used as a high pass to block incoming DC.
The notch filter is then tuned by the frequency counter
that measures the input frequency.

There is an additional routine which computes the
necessary coefficients of the digital filter for the
measurement being made. When performing THD+N
measurements the frequency value is used to derive the
20 coefficients required for the 4 sections of filter. The 5
coefficients to program the two poles of highpass are set
by the desired highpass frequency. When noise
measurements are performed the filter is converted to a
weighting filter by re-programming these coefficients with
the appropriate values. All that is required for any
desired filter response is to re-program the coefficients.

Software Architecture

Figure 6 illustrates the program flow for the digital
distortion measurement program. The signal generation,
scaling, and dither must all be done in real time. On the
measurement side, the rms computation of the input
signal, filtering, amplitude detection of the filtered signal
and zero crossing detection for the frequency counter
also must be done in real time. There is additional real
time overhead for each input sample and output sample
from each channel. Frequency computation, coefficient
computation, coefficient loading, housekeeping tasks and
communication with the PC happen at a lower rate.
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The processor has 250 instructions available between
samples at a 48 kHz sampling rate. The real time tasks
are allocated 200 of these instructions and operate in a
loop. The remaining 50 instructions are allocated to
background tasks which run in a separate loop.

There are other programs for the DSP-1 hardware which
run under a batch mode. These are slight misnomers
since the real time programs have some non-real time
operations and the batch mode programs have some real
time tasks. However, these terms accurately describe
the operation of the programs in the measurement tasks.
Real time programs determine measurements from every
input sample before the arrival of the next sample. Batch
mode programs acquire data in real time but compute
readings after all data has been acquired. The digital
distortion analyzer described above is an example of a
real time program. Time domain display and FFT
analysis is performed with a batch mode program.

Filter Architecture

There are two broad classes of digital filters, recursive
and non recursive. Although a slight misnomer, these
are often referred to as IIR and FIR filters. Figure 7
illustrates the topology of a non-recursive filter. These
have the advantages of linear phase response, freedom
from limit cycles and guaranteed overload recovery.
Recursive filters offer much sharper filtering action for an
equivalent number of processor operations than non-
recursive types. Their required number of operations is
not nearly as large at low frequencies as are non-
recursive filters.

As can be seen from the diagram, a recursive filter
consists of a series of one sample period delay elements.
Each delayed version of the input signal is multiplied by a
constant and summed with all of the others. The
multiplier coefficients are the sample values of the filter
impulse response. Non-recursive filters implement their
filtering by continuously convolving the signal with this
impulse response. Clearly then, the desired impulse
response must be shorter in time than the total delay time
in the filter. For any given sample rate high frequency
filters will require fewer delays, and therefore fewer
multiply operations, than low frequency filters.

The approximate minimum number of taps for a non-
recursive filter may be obtained by doubling the sample
frequency and dividing by the filter transition bandwidth
(the frequency where filtering stops - the frequency where
its starts). For example, a 20 Hz low pass which must
eliminate frequencies above 30 Hz would have
approximately 9,600 taps at a 48kHz sample rate. The
passband ripple and stopband attenuation also affect the
number of taps but this is a simple estimation technique.
This is well beyond the current state of the art in DSP
hardware and therefore impractica! for general purpose
filtering. It is however quite well suited to filtering high
frequency signals and is the approach used in the
decimator DSP. These filters have an additional
advantage when performing sampling rate reduction in
that the multiply and sum operation is done at the output
sampling rate. However the delay line must be serviced
at the input sampling rate.



The direct form | topology recursive filter is diagrammed
in Figure 8. An excellent introduction to recursive filters
for audio applications and the fundamental problems in
their design was given by D'Attoro (1988). The filter
shown operates by summing delayed versions of the
input and output signals after appropriate scaling by the
filter coefficients. The multiplication process creates data
words which are equal in width to the sum of the signal
data and the coefficient widths. In the typical design,
these words are added in their wide state and the output
of the summer is truncated or rounded before being sent
to the delay elements. This represents a quantization
operation on the data and introduces quantization noise.

One major limitation of recursive filters is their high noise
gain at low frequencies. The guantization noise is fed
back into the filter when the delayed output values are
multiplied and summed. The gain from this point to the
filter's output can be quite large at low frequencies. This
is similar to the large gains sometimes encountered from
intermediate points of an analog active filter to its output.
An estimate of the noise gain of a direct form bandpass
filter is the ratio of Nyquist frequency to center frequency
times the ratio of Nyquist frequency to the 20 dB
bandwidth. For a 20Hz bandpass with a 10 Hz
bandwidth this gives (24,000/20)*(24,000/10) = 129 dB.
A 24 bit DSP will yield a S/N ratio of about 15 dB for this
filter, a 16 bit DSP would not work at all.

This gain cannot be reduced without redesigning the
topology of the filter. This has been done by many
designers and some topologies with lower noise have
been found. However all require more computations than
the direct form filter. Many also have serious drawbacks
when used as a continuously tuned filter over the entire
audio band since they are optimized for low frequency
operation only. Even the best of these have noise gains
at low frequencies of several bits. The optimal form filter
eliminates the noise gain dependence on filter bandwidth
but maintains the dependence on center frequency. This
gives ogr previous example of a 20 Hz filter a noise gain
of 62 dB.

The programmable filter bank is required to accept 24 bit
digital audio data and filter this data without introducing
any distortion or noise. When used for distortion
measurements the filter bank must produce a notch
response at any center frequency from 20 Hz to 20 kHz.
To provide acceptable accuracy the response must be
less than 0.5 dB down at second harmonic. This
translates to a bandwidth of approximately 20 Hz at a 20
Hz center frequency. Since 24 bit dynamic range was
desired no filter using 24 bit mathematics can be used.
This necessitates a much wider word width in the delay
elements and the multipliers to reduce the amplitude of
the noise source internally to avoid error. A 48 bit
internal word width was chosen to allow use of the double
precision support inherent in the DSP.

Applications

Figure 9 shows the results of an alias rejection test,
something unique to digital devices. This device is an
oversampling A/D converter. The converter is driven with
a sine wave and the output is measured digitally with the
DSP-1 operating as a digital RMS meter. The sinewave
amplitude is set at 6 dB below full scale to prevent
overdriving the input filters of the converter. The

sinewave frequency is swept from 10 kilohertz to 200
kilohertz and the RMS level is graphed. This provides a
plot of the response of the converter to in-band and out-
of-band signals. All response above the Nyquist
frequency of 48 kHz represents aliased components.
The alias products that the converter lets through show
quite clearly in the graph at approximately 50 dB below
full scale or 44 dB below the input. They are mirror
imaged around 96 kHz (2x the sampling rate) and 192
kHz (4x the sampling rate). There is also a strong alias
product between 24 kHz and 28 kHz due to half band
topology of the last stage of decimation filtering in the
converter.

Figure 10 shows the same device under the same
conditions except that the dashed line is a measurement
of the frequency of the digital signal out of the converter.
The DSP is now computing the frequency of the signal as
well as the RMS amplitude. At frequencies above 73
kilohertz there is a significant alias product. The
frequency counter indicates that the output from the A/D
is 23 kilohertz (96-73). As the input frequency is
increased the frequency of the alias is dropping. Finally,
as the alias product reaches approximately 7 kHz it is 90
dB down and is obscured by the noise floor of the system
and the frequency counter reading gets very noisy.

Level linearity on D/A converters may be measured by
generating a digital sinewave using the DSP. The output
of the converter is measured with an analog bandpass
filter followed by an rms meter. Sweeping the amplitude
of the digital signal and graphing the measured amplitude
results in the plot of Figure 11. The sinewave frequency
is 997 Hz to exercise the maximum number of codes in
the converter. Subtracting the best fit straight line from
the data and re-graphing gives the deviation from linearity
plot shown in Figure 12. The deviation is within 1 dB
down to 95 dB. Below one LSB (-108 dB) the linearity
curve flattens out again as the system becomes a
correctly dithered single bit converter. If the dither was
set too small the linearity error would climb radically
below 1 LSB.

Inverting the functions of the analog and digital portions
of the measurement equipment allows linearity
measurements on A/D converters. The low distortion
analog generator is used to stimulate the A/D with a 997
Hz sinewave. The DSP is programmed to filter the digital
signal from the converter with a bandpass centered at
997 Hz and to measure the rms amplitude of the filter
output. The amplitude of the analog sinewave is swept
and the digital rms level recorded. After subtracting the
best fit straight line, the deviation from linearity graph is
obtained (Figure 13). This converter is an oversampling
18 bit design which has exceptional low level linearity
performance as evidenced by the results.

Using the DSP to generate a properly dithered low
distortion digital sinewave, THD+N measurements may
be performed on the D/A converter measured earlier.
The analog distortion analyzer measures and tracks the
frequency out of the D/A and tunes its notch filter
appropriately. By sweeping the frequency of the digital
sitr;ewa\ée the plot of THD+N vs frequency in Figure 14 is
obtained.

The digital and analog functions of the system may again

be interchanged to obtain a THD+N vs frequency plot of
an A/D converter. The DSP measures the frequency and
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rms amplitude of the received data. It computes the
necessary coefficients to form a notch filter centered on
the incomming sinewave. The notch filter output is
measured with a second rms computation. The resuiting
THD+N plot is shown in Figure 15. The rise in distortion
at high frequencies was later traced to non-linear
capacitance effects in the buffer amplifier ahead of the
converter itself.

A sweeping spectrum analyzer view of the A/D converter
output is graphed in Figure 16. The converter was driven
with a 997 Hz signal from the generator at four different
amplitudes. The DSP was used as a narrow-band
bandpass filter and rms meter which swept in frequency
to display the spectrum at each amplitude. The increase
in distortion at the higher levels is clearly visible as the
signal exceeds 24 dB below full scale.
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THE CD PLAYER IN THE BROADCAST ENVIRONMENT:
A PROPRIETARY CARTRIDGE SYSTEM

Hiroyuki Ukita
Nippon Columbia Company, Ltd.
Tokyo, Japan

Laura J. Tyson
Denon America Inc.
Parsippany, New Jersey

Abstract

A compact disc player has been developed
specifically for broadcast use. This CD
player utilizes a cartridge system to
facilitate ease of operation and disc
longevity. The cartridge system is proven
to allow faster and more effecient
performance by the broadcaster while
enhancing the sound quality of the
broadcast station. The cartridge system
will prevent degradation of the compact
disc due to mishandling. This CD player
is designed to both psychologically and
operationally resemble an anolog tape
machine.

Introduction

In the Spring of 1983, the compact disc
player made its first appearance in the
United States. Since then, the CD player
has achieved world wide acceptance as a
high quality play-back medium in the
consumer marketplace. The consumer CD
player, however, does not sufficiently
satisfy the demands of professional use.
Without options such as Cue to Music,
Track Preview, and wired Remote Control,
the consumer CD player requires more
operational steps for on air playback.

In a situation where frequently used by
many different people, the Cd player must
also incorporate a system for protecting
the disc from damage resulting from
constant handling.

Plans for a Broadcast CD Player

The idea for a dedicated broadcast CD
player was first initiated in February of
1987. We determined a CD vlayer for
broadcasters must fulfill specific re-
quirements to render it successful. It
must be durable, reliable, easy to service,
and have universal controls. It must
withstand daily use. Ideally, the broad-
cast CD player would minimize the steps
required for the operator to perform, and
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provide a logical and familiar control
panel.

Operational Flow Chart

Figure A illustrates a flow chart analysis
of the steps involved to use a typical
consumer CD player in the broadcast envi-
ronment . By modeling the broadcast CD
player after a conventional tape cart
machine, we were able to minimize the steps
required for playback of a selection.
Figure B illustrates similar use with a

CD Cart Player. Upon loading the cartridge,
the player automatically cues to the de-
sired selection, and stops when the cart-
ridge is unloaded, thus eliminating the
requirement for a dedicated STOP button.
Figure C compares the process of removing
and storing the disc from a consumer CD
player to that of a CD Cart Player.

The basic purpose of the cartridge is to
protect the disc from damages incurred from
handling. The cartridge system also elim-
inates many of the steps involved in stor-
ing discs in conventional jewel boxes.

The disc is permanently housed in the
protective cartridge to eliminate the
potential damage resulting from everyday
handling. When placed in the cartridge,
only the outer edges of the disc, where no
data is recorded, comes in contact with the
cartridge. Two mounting screws fix the
cover of the cartridge to prevent the disc
from being removed. The cartridge can be
labeled for easy identification when loaded
in the player and also when stored. The
cartridge is manufactured from a clear,
semi-soft plastic. Unlike the jewel box,
the cartridge will not break or shatter
when dropped. The contents of the cart-
ridge can easily be confirmed from a quick
visual inspection. During cueing and
playback, the operator can confirm the disc
is properly rotating in the player.
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Broadcast CD Player Ergonomics

l. Pattern Recognition

The CD Cart Player was designed to both
physically and psychologically resemble

a tape cart machine. The fron panel lay-
out is similar to the layout of a typical
tape cart machine. By applying the
principle of pattern recognition, the
operator will immediately identify the |
functions and controls.

2% Control Sets

The desired track number for playback is
selected either before or after the cart-
ridge is loaded into the player. The track
is selected with the rotary Select Knob,
located on the left side of the front
panel. The click function of the Select
Knob allows the operator to select a
specific track number without having to
watch the display. A switch positioned
around the Select Knob permits either Sin-
gle or Continuous playback of the disc.

The start and cue controls are placed on
the right side of the front panel, with the
PLAY/PAUSE button placed directly above the
STDBY/CUE button. Four Search buttons
placed under the cartridge slot allow the
user to search into a selection, or to do

a manual cue. The Slow Search button

scans through the selection in increments
of one Frame (!3.3 milliseconds), which
allows the operator to execute precise
manual cues. (See Figure D)

3. Visual Displays

The front panel shows a seven-segment LED
display of the selected track number, and
also remaining time in Minutes, Seconds,
and Frames during playback of the selected
cut. If desired, the Frame indicator can
be removed from the display via a dip-
switch located on the rear panel. When a
disc is loaded, the STDBY/CUE button
flashes yellow to indicate the search mode.
Upon locating the track, the flashing
changes to steady illumination. During
playback, the PLAY button remains illum-
inated red until the user-selected End Of
Message warning occurs, at which point it
begins flashing. Once the track is com-
pleted, the PLAY button flashes yellow to
indicate the selection has already been
played.

Functions of the CD Cart Player

The Cd Cart Player addresses some of the
problems of playing CDs live on the air.
The player automatically cues to the audio
on the disc, utilizing a user-selected cue
level, depending on the style of music
played and the format of the station.

Once the music is cued, the operator may
preview an unlimited amount of the select
ion, and one press of the STDBY/CUE button
returning him to the exact time address
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originally cued. This will increase the
operators sense of preparation, and hope-
fully eliminate any unnecessary apprehension.
The audio will start up with in 300 milli-
seconds after the PLAY button is pressed.
The CD Cart Player can be controlled from
the studio console in order to minimize
operator errors and traffic in the air
studio. Two different modes of wired re-
mote control allow different levels of
control from the console. A feature added
to the latest version of the CD Cart Player
gives a dry contact on the remote control
connector upon recognition of Index NO 3

on specially formatted subscription service
discs. When used, two players can be set
up to do automatic segues.

AL

The CD Cart Player made its on-air debut in
the United States on July 21, 1987. Since
then, many more features have been added

to the current model, concurring with market
demand. The cartridge system has proven
its usefulness by protecting the discs
during all stages of handling, and by pro-
viding broadcasters with a simple and
efficient method of playing compact discs
on the air.
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DIGITAL AUDIO FOR LINKS AND SUBCARRIERS
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ABSTRACT:

The recent development of "Slip Code
digital modulation makes it possible to
transmit digitized information at rates
approximately 10 times as fast as the
previously used methods. Data at Tl (1.54
Megabits) and CEPT (2.05 MBs) can be
transmitted in a 200 KHz bandwidth. These
data rates make it possible to send compact

disk audio in digital form over a 950 MHz
Studio to Transmitter Link. When the
technique 1is applied to SUPPLEMENTARY
CARRIER service (SCA), data can be sent at
rates up to about 400 KBs. Data obtained
from tests utilizing experimental station
KA2XVZ are reported in this paper.
BACKGROUND:

Data transmission efficiency is

generally expressed in terms of the Nyquist
Factor or Bits per Second per Hertz of
Bandwidth. Conventional FM or AM 1links
have a Nyquist Factor of 1. Some newer
methods which are practical for wuse by
broadcasters can improve this to 4. The
recent development of slip code modems used
with Single Sideband FM have improved this
by values up to 10. The highest rate
previously achieved was with Quadrature AM
which <can go as high as 8. In practice,
the availability of filters to match F.C.C.
requirements limit the results obtained to
about 2/3 the theoretical value. The high
cost, complexity and poor S/N performance
of QAM make the method impractical in most

cases for broadcaster use. Also, it is not
possible to use QAM in a mobile
environment, whereas slip code is SSB-FM

and is not as sensitive to level variation.

Slip code 1is relatively free from
multipath and fading problems when compared
to the other methods requiring a much wider

bandwidth. Since the signals are SSB-FM
with no AM component and can be noise
limited, some additional advantage is
obtained.

The implimentation of the slip code
method 1s relatively simple. An encoder
chip 1is used at the transmitter and a

decoder chip at the receiver. The
remaining circuitry consists of very narrow

bandpass filters, mixers and modified FM
receivers. Other high Nyquist Factor
methods require much more complex
circuitry.

As a general rule, when the Nyquist
Factor rises, the required Signal to Noise
Ratio for a given error rate also rises.
Slip code suffers a similar degradation,

but not to the same degree as MPSK or QAM.

THE SLIP CODE METHOD

Slip coding derives its name from an
algorithm that adds a fraction of the bit
width time to each bit as transmitted. In

this regard it is similar to MFM used for
double density disk recording where the
transmitted bit width varies from 1 to 2
units. At some stage of the
transmit/receive process, both Slip Code
and MFM are a form of Pulse Position
Modulation. The amount of change from

pulse position to pulse position is related
to the resulting Nyquist Factor, hence
bandwidth used

Assuming 4,5,6 slip encoding, the pulse
widths stay 4/4 wide for no change, 5/4
wide for a change and 6/4 wide for a missed
bit and resync change. At the end of 4
changes a bit will have been missed in the
timing frame. The decoder senses this bit,
reinserts the proper bit and resets the 0,1
level relationship on the receipt of the
6/4 time difference. 4,5,6 slip coding has
a Nyquist Factor of 4. 10,11,12 slip
coding would have a Nyquist Factor of 10.

The bandwidth required can be
illustrated by the following example.
Using 6,7.8 slip coding ( NF=6 ), data at
192 KBs can be sent in a theoretical
bandwidth of 32 KHz. Because of filter
limitations an actual bandwidth of more
than 40 KHz is required to meet F.C.C.
specifications. At very high bit rates
(1.5-2 MBs), saw filters can be used with
some improvement in bandwidth efficiency.
Only Gaussian and Saw filters can be used.
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This same 32 KHz bandwidth can be used
for a 192 KBs digital mobile phone system
at 400-900 MHz in a 50 KHz channel. With

an ideal bandpass filter (which ,does not
exist) the maximum data rate could be
around 200 KBs in a 25 KHz bandwidth with a
Nyquist Factor of 8 (8,9,10 slip).

Figure 1 shows the block diagrams for a

slip code transmitter and receiver. The
critical element 1is the SSB filter which
passes only a portion of one sideband

centered around 1/2 the bit rate.

SLIP CODE IN FM-SCA

Figure 2 shows the spectrum of an FM
transmitter with a 92 KHz subcarrier
deviated the maximum amount allowed which

is 82.5 Khz on the main and 8 KHz on the
subcarrier. Note that the signal extends
from 0-182 KHz on either side of the
carrier and that the part between 160-180
KHz is 25 Db below the unmodulated main as
allowed by F.C.C. Regulations, Part 73.317.
The regulations state that all radiation
from 120-240 KHz shall be 25 Db below the
main and all radiation from 240-600 shall
be 35 Db below the main.

When the spectrum of a slip code encoded
signal before filtering is examined on the
spectrum analyzer, it will be noted there
are 1islands of information centered around
172, 3/2, 5/2, 7/2 etc. times the bit rate.
Using a shaping filter, the important
information can be extracted from the 1/2
BR island alone. It is not practical at
baseband to use only the 1/2 BR island as
is done at R.F. It is also necessary to

preserve the phase relationship of the
frequency components around the island
which can be very difficult at baseband

while obtaining any skirt selectivity.

The shaped slip code signal could be
added at the normal SCA input. The parts
of this island above 1/2 BR are 20 Db below
the 1/2 BR island so the spectrum would
appear as shown in Figure 3. Since the
part extending from 180- 230 KHz is more
than -25 Db below the main carrier, 73.317
is not violated. For noise improvement
purposes, 1it might be desirable to raise
the level of the higher frequency
components to -25 (Preemphasis) and reduce
it at the receiver (Deemphasis).

As anyone who has worked with digital
SCA is aware, the linearity of the detector

and IF filters is very critical and the
effects of bleed through from the main
channel cause a very high error rate on
certain modulation peaks. The phace
linearity problem associated with restoring
slip code requires an unusually complex

filter to remove the main channel, which is
20 DB stronger than the subcarrier.
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make
very

The sum total of the problems
baseband operation with slip code at
high bit rates impractical.

There is a simpler way to accomplish the
same end result and at the same time reduce

the spectrum used. The F.C.C. has not
passed judgement upon or approved the
method to be discussed, which involves a

supplementary carrier and not a subcarrier.
All tests to date have been performed on
laboratory equipment and over an
EXPERIMENTAL station at 893 MHz. (KA2XVZ).

SCA stands for SUPPLEMENTARY CARRIER
AUTHORIZATION, not SUBCARRIER
authorization.

Instead of
mixing it
subcarriers

creating a subcarrier and
with the audio and any other

in the exciter, the alternate
method 1is to mix two transmitters at the
exciter output. To do this, a small
transmitter of about .1-.2 watts output is
required. The mixing method is shown in
Figure 4. The main channel can retain one
subcarrier at 67 KHz if desired, but the
supplementary transmitter replaces the 92
KHz subcarrier. Figure 5. shows the
spectrum at the exciter output. Note that
the main and subcarrier at 67 KHz now
extend +- 150 KHz, whereas the spectrum
with a 92 KHz subcarrier would have
extended to 182 KHz. The space between 150
and 180 KHz is no longer used by the main,
but a second transmitter has been added to
occupy the same spectral space. The
spectrum at the transmitter has not been
increased in width or amplitude beyond the
spectrum of a 92 KHz subcarrier alone as
shown Fig. 2, but the data rate is 80 KBs
which is 4 times that presently obtainable
with standard SCA methods. Data at rates
over 200 KBs has been transmitted without
exceeding 73.317. Removing the 67 KHz sub
carrier can further reduce the spectrum
used.

Figure 6 shows the spectrum inside an FM
receiver measured after limiting. The
limiter nonlinearity has made a double
sideband signal out of the single sideband
signal. Similar effects can be expected of
a final amplifier with AM compression.

This would lead one to expect the apparent
subcarrier result could be detected in the
normal manner. This is not the preferred
manner however as will be noted later, due

to the phase and interference problems
mentioned above.

Regulation 73.319 requires that the
subcarrier shall not cause interference
greater than -60 Db to the main channel.
The interference caused by the
supplementary channel is easvy to calculate.
Figure 4(b) shows two vectors. The main
channel vector M is 25 Db stronger than the
supplementary channel vector 8. If the



vectors are added, a phase deviation of 2.9
degrees and an amplitude variation of about
5% results.

If a single audio tone of 1500 Hz is
used to modulate the main channel to 75 KHz
deviation, the angular modulation produced
is 50 radians or 3,000 degrees. Dividing
3,000 by 2.9 yields a cross modulation of
approximately 1/1000 or -60 db. This has
been verified by measurements made on a low

cost FM receiver utilizing a 3089
Quadrature Detector and ceramic filters.
For modulation frequencies below 1500 Hz
the interference becomes 1less and for
frequencies above 1500 Hz the preemphasis

network maintains it at -60 Db as required.

When slip code is used, there 1is no
audible tone since the modulating frequency
is 1/2 the bit rate , which we assume to be
very high. Any c¢ross talk occurs at a
frequency above 50 KHz which is reduced by
receiver roll off (Deemphasis) by an
additional 40-60 Db. The result is that
utilizing the supplementary carrier, bleed
through or interference to the main is

actually 1less than that obtained by the
conventional subcarrier method.

Since the supplementary carrier signal
leaving the FM station is an independent
signal not dependant upon the main FM
carrier, 1t «can be detected by a narrow
band SSB-FM receiver, which is the same
type of receiver used for a studio to

transmitter link.

Interference from the main channel to
the supplementary channel depends on the
filters wused, but in general it 1is more
than 60 db below the supplementary carrier
unless the main channel is greatly
overmodulated. With the conventional SCA
method, this interference is seldom below
-40 to -45 Db. Because of this 1low
interference level, even QAM could be used

as a supplementary carrier utilizing this
method.

The advantages of this method are:

1) Lower main channel interference.

2) Better S/N ratio utilizing a narrow

band SCA receiver.

3) Main channel to SCA interference is
reduced.

4) Data rates far above those obtainable
by normal SCA.

5) Reg. 73.317 is not violated.

6) Multipath interference is reduced due
to the reduced bandwidth.

The immediate disadvantage is that some
accomodation with the wording of 73.319 is
required that will require action or
modification by the F.C.C.

As broadcasters more and more enter the

information era, the need for higher data
rates becomes apparent. The search for
better sound will inevitably require the
use of digital transmission methods. To
accomodate these requirements, new and
better techniques are required such as
those discussed above.
References:
1) Principals of Communication Systems.
Taub and Schilling.
McGraw Hill.
2) Facts About High peed SCA Data
Transmission. Walker.
Proceedings of the 1988 SBE and Broadcast
Engineering Conference. Journal of the
SBE.
3) U.S. Pat 4,742,532 walker. ( Slip Code
method)
4) U.S. Code of federal Regulations 47,
Part 73.
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AUDIO TO RF: A COMPLETELY DIGITAL
FM BROADCAST STEREO SYSTEM

Robert J. Zavrel, Jr.
Digital RF Solutions
Santa Clara, California

Introduction

The NCMO™ approach to direct digital synthe-
sis (DDS) has opened a multitude of application possibili-
ties. One of these possibilities exists in the radio broadcast
industry. This paper discusses the power of the DDS tech-
nique and its potential for the broadcast industry. The
system outlined in the following pages is possible to build
today with standard products. Refinements are required
to construct a working system, but the high level of inte-
gration afforded by the NCMO will simplify the design of
a completely digital stereo radio broadcast system.

Recent advances in the direct digital synthesizer
(DDS) technology now permit digital technology to be
used up to RF. The same advantages digital techniques

offer to audio solutions can now apply to the two remain-
ing blocks in an FM broadcast chain, the stereo gencrator
and the RF exciter. The basics of DDS are covered in
several articles and application notes from Digital RF
Solutions Corporation [references 1 and 2].

Direct Digital Synthesis with the NCMO

Unlike analog LCs or crystal oscillators or phase-locked
loop (PLL) synthesizers, all parameters of the signal
(amplitude, phase, and frequency) are defined by digital
numbers. Figure 1 displays a four IC DDS systems im-
plementation using the NCMO as the system core.

4-Chip DDS System Using the NCMO [

12 bit AM
word

24 bit FMor 12
bit PM word
Digital RF ROM
clock Solutions upto2d | waveform | yaua
e ] bit address map bils.
NCMO bus
24 bit
frequency
tuning word

digital
multiplier
(AM gnly) DAC elNpeLI
aliasing
— filter
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At the heart of the NCMO is the phase accumula-
tor. For fixed clock frequency (assume 20MHz) there is a
corresponding fixed phase change for any desired output
frequency for every clock cycle. (36 degrees for 2KHz, 1.8
degrees for 100KHz, etc.) The phase accumulator accepts
a24-bit word which results in 24-bit frequency resolution.
The NCMO then cyclically accesses ROM locations. The
ROM acts as a “waveform map” that simply coverts the
the phase position (calculated in the NCMO) to the appro-
priate instantaneous sinusoidal amplitude value. (figure
2) Stated another way, the ROM address corresponds to
time and phase, while ROM data corresponds to the
appropriate proper value. The ROM is actually a digital
phase-to-amplitude converter.

The ROM typically contains 180 degrees of phase
information. Cosine data is preferred to sine data because
itisbetter to have amplitude errorsat “peaks and valleys”
rather than at zero crossing points. The NCMO clocks the
ROM address locations up and then back down to com-
plete a whole cycle. This data is applied to the digital-to-
analog-convert (DAC). A 12-bit DAC system requires a
ROM with 11 address bits and 12 data bits.

Tuning

The 24-bit frequency word can be presented to the
NCMOby three methods: 24-bit parallel, three 8-bit words
for microprocessor interface, or by two-bit quadrature
serial sequencing allowing interface to optical encoders.
These rotary encoders are mounted on a shaft and can be
tuned similar to a radio dial. The tuning rate of the serial
mode isselected through a three-bit word. The tuningrate
of the serial mode is selected through a three-bit word.
The 24-bit parallel mode is used when maximum speed is
required for center frequency changes, as in frequency
hopping radios. The eight-bit mode is used when easy
interface to a microprocessor is desired. Finally the serial
mode is used when the synthesizer needs to be tuned by
a dial.

Twenty four-bit frequency resolution represents
approximately 16.8 million possible frequency values.
However, if the MSB on the tuning word is set high, the
NCMO attempts to synthesize a frequency above the
Nyquist Frequency (one-half the clock frequency). This
will produce a “negative” frequency response which will
appear under the Nyquist value. Consequently, there are
actually about8.4 million possible frequency valuesunder
the Nyquist Frequency. The frequency resolution of the
DDS synthesizer equals the clock frequency/16.777216
MHz. If the clock frequency is 16.777216 MHz, the NCMO
synthesizer will output a signal selected in exactly 1Hz
steps. Finally, if this is not sufficient resolution, two

1989 NAB Engineering Conference Proceedings—27



Functional Block Diagram of an
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NCMOs can be cascaded for nanohertz resolution with
no consequence to phase noise performance.

Modulation

The NCMO has on-board FM and PM capabili-
ties with 24-bitresolution. When the FM mode s selected,
the 24-bit modulation port number is simply added to the
tuning word before the phase accumulator, thus “pull-
ing” the frequency “up”. Inthe FM mode the modulation
and tuning port are interchangeable. Simultancous FM
and PM is possible by frequency modulating the tuning
word and phase modulating the modulation port. (if
anyone would want to do such a thing). For phase
modulation 0 to 360 degree deviation is possible with
4096 phase steps. In the PM mode the modulation word
is added to the output of the phase accumulator thus
advancing the phase to the appropriate number of de-
grees. The FM and PM modes are selected by a single pin
level.

Digital control of modulation parameters has
some very desirable advantages. Since the numbers add
to frequency values, frequency deviation can be held
constant over the entire tuning range of the synthesizer.
Bandwidth limitations are absolute, therefore prevent-
ing excessive deviations and over modulation. Further-
more, performance is identical from one unit to another
eliminating many production line calibrations and real
world operating digressions.

Finally,amplitude modulation can be affected by
inserting a digital multiplier between the waveform map
ROM and the DAC. The multiplier then adjusts the
digital amplitude word applied to the DAC according to
the modulating waveform. A four-quadrant multiplier
produces a DSB suppressed carrier signal, while a single-
quadrant multiplier producesa full carrier AM signal. Of
course, AM can be accomplished in a parallel with PM
and/or FM forawiderangeof vector modulationschemes.

FM BROADCAST APPLICATIONS

Figure 3. illustrates a block diagram of a typical
FM stereo broadcast system. The remaining three figures
show the same basic system broken into the three basic
parts using digital techniques only. The first analog signal
is an FM stereo signal with SCA at about 4MHz. This RF
signal is then upconverted to the FM channel frequency,
filtered and amplified and then transmitted in the conven-
tional manner.
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Digital Audio

The introduction of compact disks (CDs) has
dramatized the superiority of digital audio over conven-
tional analog techniques. Digital audio is here to stay,
from the highest quality recording and broadcast studios
to portable consumer CDs. The advantages of CDs and
other digital technologies are many, including;

* Very high dynamic range

* No degradation from age or playback wear (as with
vinyl or analog magnetic recording)

* Outstanding phase linearity and channel balance in
equalizers, pre-emphasis networks, compres
sors, and other filters

* Noiseless mixing consoles and studio-transmitter
links

The filtering and other digital audio functions

are commonly performed by digital signal processing
techniques (DSP). Finite impulse response filters (FIRs)
are capable of performance levels that are impossible
with analog techniques. These techniques have been
widely publicized.

The studio and audio DSP system can use a rela-
tively low frequency sample rate (perhaps 88KHz). This
allows for less expensive A/D converters and standard
DSPfilters. Also, data systemsare easier to interface when
timing errors are minimized. The timing errors can be
minimized by using lower clock speeds. A high clock
speed is required for the stereo generator and exciter to
move the alias signals well outside the FM broadcast
channel. A very convenientbroadcastsystem clock is12.8
MHz.

Figure 4. displays the additional low pass FIR
filter operating witha 12.8 MHz clock. After this filter the
aliassignalsareshifted up toover 12MHz, well outside the
exciter's SAW filter bandpass.

Figure4. also shows the three necessary audio processing
steps for use with this system. FIR filters are used for the
15KHz low-pass and 75uS pre-emphasis circuits. Com-
pressor design can become quite esoteric as anyone in-
volved with radio broadcasting can attest. Digital proc-
essing offers many advantages over comparable analog
techniques. However, the details of digital compressor
design are not within the scope of this paper. Peak
limiting is not required with this system! The final maxi-
mum frequency deviation is controlled by the nature of
the numeric modulation technique.
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A Direct Digital Stereo Generator

Figure 5. shows a block diagram of a DDS stereo
generator. The L+R and L-R digital signals are created
with a digital adder and a subtracter respectively. The
three digitized subcarriers are synthesized by three sepa-
rate DDS circuits employing the NCMO™ system. The
38KHz subcarrier is digitally modulated by the L-R
signal. If a 16x16 bit four-quadrant multiplicr is used, a
digitized double sideband suppressed carrier signal is
generated. The carrier rejection exceeds80dB. L-R subcar-
rier linearity is comparable to a 16 bit CD player!

A second NCMO-ROM generates the 199KHz CW
pilot. If the 38 and 19KHz DDS synthesizers are runoff the
same clock they will be phase-locked. (the phase of either
signal is adjustable to 12 bit resolution or <.1°) A third(and
possibly more) NCMO can be added for an SCA genera-
tor. All subcarrier frequencies can be programmed with
.76 Hz resolution using the 12.8MHz clock. The SCA pro-
gram material is, of course, also digitized. The four
digitized signals, L+R, L-R subcarrier, pilot, and SCA are
then fed to a digital summer. The output of this summer
is a digitized FM stereo composite signal.

A Direct Digital FM Stereo Exciter

Figure 6. illustrates the final steps in the DDS FM
Broadcast system. The digitized FM sterco signal is fed to
a fourth NCMO synthesizer. This DDS system works at
about 4MHz. A two pole low-pass filter with an 5SMHz
cut-off frequency preceeds an up-conversion mixer. The
LO is chosen for the IF to fall on the desired FM channel
frequency. Thedesired FM frequencyisdefinedbyaSAW
filter with about 500KHz bandpass. The SAW filter also
provides proper image rejection and additional alias fil-
tering. The wideband filter response keeps phase distor-
tions to an absolute minimum. Power amplification and
transmission follows using conventional techniques. The
digital input to the FM modulation port on the NCMO
adds Hertz in an exactly lincar manner, rather than
reactance. Consequently, the frequency deviation is
exactly defined by the digital modulating word. This
precludes the need for peak limiters.

The filter is narrow enough, however, to act as a
frequency alias filter. This effect serves to “smooth” the
discrete frequency “jumps” inherent in a sampled FM
system. The effect is comparable to “smoothing” discrete
amplitude steps in a sampled amplitude waveform. Ali-
asing works in both the frequency and time domains.
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The deviation is absolutely limited to 200KHz if
FM modulation bits 3 through 18 are used. The two
least significant modulation bits are not used for a 16 bit
modulation word. 200KHz maximum deviation will be
maintained when a 12.8 MHz exciter clock is used. The
worst-case spurious signals will appear close to the de-
sired signal when the signal frequency is tuned to 1/3 or
1/4 the clock frequency or 4.267 and 3.2 MHz respec-
tively. The exact DDS frequency should avoid these
worst-case spurs. A 4MHz fundamental signal avoids
these spur frequencies and will provide adequate image
rejection in the exciter's up conversion process.

STL Considerations

A digital STL will not contribute noise to the
broadcast system. It could be inserted before Figure 4,
between Figures 4 and 5 or between Figures 5 and 6.

Conclusion

A completely digitized FM broadcast transmis-
sion system can now be configured using DDS systems
built around the NCMO. All the parameters of the firal
RF waveform;amplitude, phase and frequency are strictly
defined. With multi-bit resolution, the end product will
be as good as the defining digitized bits. Spurious signals
within the bandpass are typically -75dBc. The system
displays outstanding linearity, typically .0035% THD.
Linearity is independent of deviation, since the modulat-
ing waveform is adding or subtracting HERTZ deviatior
and not a reactance. The various phase relationships
among the signals are controlled within the constraints of
alébitresolution system. The phase error is very difficult
to measure with existing test equipment since it would
approach perfection. The phase performance would be
limited by the analog circuitry.
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OPTIMUM BANDWIDTH FOR FM TRANSMISSION

Edward Anthony
Broadcast Electronics, Inc.
Quincy, Illinois

ABSTRACT

This paper researches the optimum RF bandwidth for
high quality FM transmission. The penalty of in-
creased RF intermodulation due to less "turn
around loss" in wider than optimum transmitters is
explained. This is especially important to close-
ly spaced transmission facilities and community
tower projects using hybrid combining techniques.

Complete audio performance data has been taken for
various bandwidth transmission systems to deter-
mine the optimum bandwidth, and a complete system
performance evaluation of a modern high power
transmitter with optimum transmission bandwidth is
presented.

INTRODUCTION

For theoretically perfect reception of any fre-
quency modulated (FM) signal, an infinite trans-
mission and reception bandwidth is required. This
is due to the nature of FM, which creates an infi-
nite number of sidebands whose structure is deter-
mined by the modulation index. In a perfect FM
transmitter, the output power remains constant,
but as the modulation index changes, the power
distribution between the carrier and the sidebands
changes.

Practical applications require finite bandwidth
restrictions on the FM signal. For the broad-
caster, several elements reduce the transmitted
bandwidth of the FM signal, including tuned stages
in the transmitter grid and output, and the trans-
mitting antenna itself.

For the receiver, the desired signal must be se-
lected, while all others are rejected. This is
done primarily by the intermediate frequency (IF)
filter. This IF filter is by far the largest con-
tributor to the total RF bandwidth limitation,
typically being less than 300 kHz wide (3 dB).
Some receivers are available with selectable IF
bandwidths of 1 MHz or more. As receiver technol-
ogy advances, this typical IF bandwidth of less
than 300 kHz may very well increase.

In any case, broadcasters should not allow re-
ceiver shortcomings to limit their efforts to
transmit the best possible RF signal.

There is a wide diversity of opinion among both
broadcasters and broadcast equipment manufacturers
as to the required RF bandwidth for quality FM
transmission. At first glance, the "more is bet-
ter" assumption is likely to prevail. But a
closer look reveals some practical considerations
which show a need to limit the transmission band-
width to reduce other problems, especially the
ever increasing potential for RF intermodulation
in broadcast transmitters.

Therefore, the purpose of this paper is to deter-
mine how much bandwidth is required for low dis-
tortion FM transmission, and at what bandwidth the
point of diminished returns regarding distortion
improvement is reached.

Bandwidth Limitations

Several factors contribute to limit the trans-
mitted RF bandwidth of an FM transmission facility.
Often, the limiting factor is the antenna system
itself. For community tower applications, wide-
band panel antennas are available. In this case,
the hybrid combiners and cavity tuned filters are
predominantly the narrowest elements in the trans-
mission path.

The transmitter also plays a role in the to-
tal RF bandwidth of a station. Several key areas
determine the bandwidth limitations of a trans-
mitter.

A solid state broadcast transmitter is rarely
the limiting factor for RF bandwidth. It should
be much wider than the antenna, combiners or cav-
ity tuned filters. For tube transmitters the
story is much more complex. The output of a high
power tube transmitter consists of a frequency
selective network in the form of a tuned cavity.
The bandwidth of the cavity depends on its con-
struction, the amount of tube output capacitance,
and how heavily it is loaded.

COPYRIGHT © 1989 BROADCAST ELECTRONICS, INC.
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The output (cavity) bandwidth is often con-
sidered the limiting factor for the whole trans-
mitter. 0ddly enough, this is not the case for
the grid driven amplifier. The large grid input
capacitance of a power vacuum tube causes the
loaded Q of the grid circuit to be even higher
than the output (1), (2). This fact is often
ignored because the grid is driven into saturation
which partially masks the amplitude variations of
the grid matching network. The popular method of
measuring transmitter bandwidth with a network
analyzer is somewhat misleading, since the meas-
ured 3 dB amplitude bandwidth does not completely
account for the grid circuit effects due to sat-
uration. The non-linear response of the power
tube further effects the response, especially
close to the carrier frequency. This is why accu-
rate predictions of the transmitter 3 dB bandwidth
cannot be made by looking at synchronous AM per-
formance, or visa-versa. The amplitude response
of the transmitter can be made flatter over a 75
kHz deviation from carrier due to heavy saturation,
heavy loading, and tube impedance non-linearity
(3), (4). Measuring this "0.1 dB" bandwidth (-45
dB synchronous AM) proves to be inaccurate when
attempting to predict the 3dB bandwidth from this
information. For a properly adjusted transmitter,
the synchronous AM performance tends to predict a
wider than actual 3 dB bandwidth.

Audio performance is also not completely pre-
dictable from a measured transmitter amplitude re-
sponse. The problem arises from the group delay
variations (phase response) of the grid circuit
and the non-linear nature of the final tube, which
can have serious effects on the distortion perform-
ance of the entire transmitter. Group delay vari-
ations degrade the composite amplitude response,
which in turn limits stereo separation. A properly
designed, broadband grid matching network is essen-
tial for proper operation of the entire transmit-
ter. Even if the output bandwidth were not lim-
ited, the grid circuit could seriously affect the
transmitter's performance.

This degradation due to phase response is
true for any tuned circuit, even if that stage is
run into saturation. Therefore it makes sense to
eliminate as many tuned stages as possible. This
is why a wideband, solid state exciter and inter-
mediate power amplifier (IPA) are advantageous in
high power FM transmitters, even though the output
stage uses a tube (1), (2).

WHY LIMIT BANDWIDTH?

If there were only one radio signal being
transmitted at any given time, there would be no
need to limit the bandwidth. However, any time
two signals are present, there exists the possibil-
ity of RF intermodulation between them. A1l that
is required is a non-linear device acting as a
mixer, which creates two more intermodulation pro-
ducts.
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The transmitter final amplifier is that non-linear
active device. If any other frequency finds its
way back into the output stage, RF intermodulation
will occur. This mixing will have some conversion
loss, referred to as "turn-around-loss". There
are three main contributors to the total turn-
around-loss (5). They are:

1. The in-band conversion loss of the non-
linear device.

2. The attenuation of the interfering signal
due to the selectivity of the output
stage.

3. The attenuation of the resulting IM pro-
ducts due to the selectivity of the out-
put stage.

Notice that 2. and 3. relate to the transmit-
ter output bandwidth. This clearly shows the de-
sirability to have as much selectivity as possible
in the output stage. This will be a design trade-
off between system modulation performance and immu-
nity from RF intermodulation. It is important to
note that the broadband nature of a solid state
broadcast transmitter makes its susceptibility to
RF intermodulation greater than a tube/cavity out-
put stage.

Broadcast engineers are faced with the follow-
ing questions:

1. What is the optimum bandwidth for FM
transmission?

2. At what point does the performance become
acceptable?

3. What is the limit of diminishing returns
where you pick up basically no more mod-
ulation performance, but continue to
"open up the door" to increased RF inter-
modulation?

TESTING RF BANDWIDTH PERFORMANCE

How is the optimum bandwidth determined?
There are models available (6),(7) to predict dis-
tortion performance, but these require that the
transfer function of the network is known and as-
sumed to be passive. It is practically impossible
to model an FM broadcast transmitter operating
class C, due to its nonlinear transfer function.

A straightforward empirical alternative is to
measure the performance degradation of a "perfect"
modulator when it is passed through a passive band
limiting network. A real broadcast transmitter is
not practical for this test, as there is only a
very limited range of bandwidth variation avail-
able, and determining its true bandwidth is diffi-
cult due to grid saturation effects.



A test cavity was constructed to simulate the
effects of band limiting. The tuning and loading
range was sufficient to allow bandwidth testing
from 400 kHz to 3 MHz (-3 dB). While the effects
of the grid circuit were not seen, the output band-
width effects were very accurately modeled. This
was useful for several reasons. First, it showed
the performance degradation caused by various band-
width limitations. Second, it shows at what band-
width performance ceased to improve. Third, it
provides a good basis to compare to a real broad-
cast transmitter. Figure 1 shows the physical
construction of this test cavity.

The resulting data gives a clearer insight in-
to the effects of the grid circuit and the non-
linear effects of the output tube, based on actual
performance vs. measured bandwidth of a real trans-
mitter. It also shows that 3 dB bandwidth is not
necessarily a good measure of synchronous AM per-
formance due to the more complex response of the
entire transmitter design.

The Test Equipment

Before a determination of performance degrada-
tion can be made, a benchmark must exist to define
the desired goal, or "perfect" FM modulation. In
a wideband RF environment, the system performance
is limited only by the FM exciter used (the modula-
tor), and the receiver (demodulator).

LET5 OO0 x /0.5 LONG
COPPER TUBING

The accuracy of the test is limited by the distor-
tion, noise, and composite amplitude response of
this test equipment.

Figure 2 shows the performance of the Broad-
cast Electronics, Inc. model FX-50, 50 watt FM Ex-
citer, measured with the Belar Electronics model
FMM-2 FM Modulation Monitor and model FMS-2 FM
Stereo Modulation Monitor. Audio generation and
measurement was done with the Audio Precision Sys-
tem One audio test set. Stereo encoding was ac-
complished with the Broadcast Electronics model
FS-30 FM Stereo Generator.

This combination provided a guaranteed signal
to noise ratio of -90 dB minimum, THD+N, SMPTE and
CCIF IMD performance better than 0.005%, composite
amplitude response of better than +0.025 dB, com-
posite phase response of *0.1 degree, and stereo
separation of 60 dB, 30 Hz to 5 kHz, greater than
52 dB, 5 kHz to 15 kHz.

3/25 00 265" LONG
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FIGURE 1. TEST CAVITY CONSTRUCTION
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FIGURE 2. FX-50 FM EXCITER PERFORMANCE DATA
(Sheet 1 of 3)
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FIGURE 2. FX-50 FM EXCITER PERFORMANCE DATA
(Sheet 2 of 3)
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FX-50 FM EXCITER PERFORMANCE DATA

(Sheet 3 of 3)

The Test Setup

Figure 3 shows the setup used to test the per-
formance degradation of the FX-50 Exciter caused
by various bandwidth restrictions. The Audio Pre-
cision System One test set was used to measure the
audio performance. This allowed a very complete
and consistent set of data to be compiled for each
bandwidth test.

The System One audio oscillator fed either
the FS-30 stereo generator for the stereo perform-
ance tests, or the FX-50 composite input directly
for the baseband composite performance tests.

The output of the FX-50 was connected to the
variable bandwidth test cavity. The cavity was
adjusted for the desired -3 dB bandwidths of 400
kHz, 600 kHz, 800 kHz, 1 MHz, 1.5 MHz, 2 MHz, and
3 MHz. Figure 4 shows the amplitude and group de-
lay responses of the test cavity at each setting.

The cavity was loaded by a 50 ohm, 20 dB at-
tenuator, and a sample was connected to the FMM-2.
The de-emphasized audio and wideband composite out-
puts were used for the composite tests. The com-
posite baseband was also used to drive the FMS-2,
and the Tektronix model 7L5 spectrum analyzer.
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The decoded left and right outputs of the FMS-2
were used for the stereo performance tests.

PERFORMANCE DATA

Figure 5 - Synchronous AM

Figure 5 shows the synchronous AM performance
of the test cavity, adjusted for the various band-
widths. Very close correlation between test re-
sults and computer modelling of predicted synchro-
nous AM performance was obtained (3). This is be-
cause the band limiting network is completely pas-
sive, and can be accurately modeled.

Based on this data, better than 40 dB of syn-
chronous AM should be achieved with only 800 kHz
of RF bandwidth. This passive representation is
only an approximate method of predicting synchro-
nous AM performance.
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FIGURE 3. OPTIMUM BANDWIDTH TEST SETUP

Figure 6 - Asynchronous AM

Figure 6 confirms that there is no change in
Asynchronous AM signal to noise ratio with band-
width.

Figure 7 - Composite Frequency Response

A dramatic degradation in composite frequency
response occurs below 600 kHz. Above 800 kHz to
1 MHz, very little improvement in response is seen.
The effects of this parameter are more clearly il-
lustrated by the stereo separation tests.

Figure 8 - Composite THD+N

Figure 8 shows the rise in THD+N with fre-
quency as the bandwidth is varied. With more than
600 KHz bandwidth, the THD+N is better than 0.1%,
30 Hz to 15 kHz.

There is virtually no improvement in perform-
ance above 1.5 MHz bandwidth, as shown in the sec-
ond graph.

Figure 9 - Composite SMPTE IMD

Even at 400 kHz bandwidth, SMPTE IMD is better
than 0.1% (measured at 0.05%), and crosses the
0.01% mark at 1 MHz RF bandwidth.

This test is actually SMPTE IMD vs. Level,
which shows the IMD performance from 10 dB below
100% modulation to 3 dB above 100% modulation.
SMPTE IMD is specified at 100% modulation (@ dBr
the horizontal axis of figure 9A and 9B).

Figure 10 - Composite FM Signal to Noise Ratio

As expected, no change in composite FM signal
to noise ratio was observed as bandwidth was
varied,
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FIGURE 10

Figure 11 - Composite CCIF IMD

Surprising results were obtained during this
test. Figure 11 shows little change in CCIF IMD
performance as bandwidth is varied. Upon closer
examination, it was found to be because the test
tone is comprised of equal amplitude components,
which keeps the individual modulation indexes low,
thereby reducing the bandwidth required for low
distortion.

Figure 12 - Composite DIM/TIM

There is virtually no change in DIM/TIM per-
formance vs. bandwidth. In fact, the FX50 measure-
ment of 0.008% turns out to be noise limited. No
IM products could be found by spectrum analysis.

Figure 13 - Stereo SMPTE IMD

The stereo SMPTE IMD performance is better
than 0.05% with 600 kHz or more bandwidth. Very
little improvement is noticed above 1 MHz band-
width.

42 —1989 NAB Engineering Conference Proceedings

Figure 14 - Stereo THD+N

There is practically no improvement above
1 MHz bandwidth, with better than 0.1% performance,
even at the 600 kHz mark.

Figure 15 - Stereo FM Signal to Noise Ratio

As expected, there was no change in stereo
signal to noise ratio with bandwidth.

Figure 16 - Stereo Frequency Response

Stereo amplitude response is not effected
with at least 400 kHz of RF bandwidth.

Figure 17 - Stereo Separation

This is an excellent example of the bandwidth
effect on composite frequency response. At 400
kHz, separation is limited to slightly better than
40 dB, crossing the 50 dB performance mark at about
700 kHz bandwidth.
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FIGURE 14
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FIGURE 15
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FIGURE 17

Stereo separation reaches tne 60 dB mark at about
1.5 MHz, and actually measures better at 3 MHz,
left into right, than it does with the full band-
width. This is due to the small errors adding in
one channel while subtracting in the other.

Figure 18 - Stereo CCIF IMD

Excellent Stereo CCIF IMD performance was
achieved with at least 600 kHz RF bandwidth.

Figure 19 - Composite Baseband Spectrum Analysis

Spectrum analysis shows the distortion pro-
ducts generated with each bandwidth tested. The
test was with 4.5 kHz single channel modulation.
This produces several distortion products through-
out the SCA frequency range. At 800 kHz bandwidth
and above, all distortion products are more than
80 dB below 100% modulation.

A REAL TRANSMITTER

Figure 20 shows the performance curves for
the Broadcast Electronics model FM-20B. The data
shown is representative of the entire "B" series
of transmitters from Broadcast Electronics.

The FM-20B is a 20 KW broadcast transmitter
using an Eimac 8989/4CX12,000A final tube in the
patented folded half-wave cavity found in all
Broadcast Electronics single tube transmitters.

The FM-20B also uses a patented broadband
grid matching network to minimize the signal de-
gradation caused by the grid circuit.

Figure 21 shows the actual measured bandwidth
of the FM-20B. Notice that with the transmitter
properly tuned for minimum synchronous AM, there
is about a 1 dB difference between the upper and
lower sidebands at 700 KHz, respectively. This
is perfectly normal and is due to the nature of a
bandpass filter, which is symmetrical at the geo-
metric upper and lower frequencies. In other
words, the attenuation below center frequency is
the mirror of the attenuation above center fre-
quency when plotted on a logarithmic frequency
axis, not a linear axis (11)
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FIGURE 18

The second plot shows where the +700 KHz
points are symmetrical (-3 dB). The arithmetic
mean (linear axis) center frequency is 78 KHz
higher than the actual tuned frequency of the
transmitter, but does show the 3 dB bandwidth to
be 1.4 MHz.

The measured bandwidth and audio performance
of the FM-20B do not exactly match the predictions
based entirely on the passive band limiting tests,
as expected. Slight variation is due to the non-
linear input and output characteristics (transfer
function) inherent to a class C tube power ampli-
fier and matching networks.

The audio performance is excellent, with THD+N
better than 0.01% at 400 Hz, with less than 0.1% at
15 kHz, SMPTE IMD better than 0.01%, greater than
54 dB stereo separation, and 92 dB signal-to-noise
ratio, all with a -3 dB bandwidth of less than
1.5 MHz.

Also, as stated earlier, the synchronous AM
performance is better than would be predicted from
the measured 3 dB bandwidth.
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CONCLUSIONS

The accurate prediction of actual audio per-
formance from measured RF bandwidth is a difficult
task due to the masking effects of the grid cir-
cuit and non-linear nature of the output stage in
a single tube transmitter. Carefully controlled
testing of RF bandwidth limitation by a passive
network tends to show acceptable performance with
as little as 800 kHz bandwidth, and little, if any,
improvement with more than 1.5 MHz bandwidth.

This premise is verified by actual tests on a
typical, real world FM broadcast transmitter of
less than 1.5 MHz bandwidth.

Therefore, it is concluded that good audio
performance can be achieved with as little as 800
kHz bandwidth, and that with 1.0 to 1.5 MHz band-
width, excellent audio performance results are
obtained, gaining only slight improvement above
1.5 MHz. This optimum bandwidth will produce out-
standing audio fidelity with maximum protection
from RF intermodulation potential.
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FIGURE 19. BASEBAND DISTORTION PRODUCTS
vs. BANDWIDTH
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FM-20B OPTIMUM BANDWIDTH TEST, 101.1
BROADCAST ELECTRONICS INCORPORATED

MH2 THU 01/26/89 11:25:02AM
MODEL FM-20B S/N 0000 VR2.2

CONDITION: NORMAL OPERATION

POWER AMPLIFIER (PA) EFFICIENCY= 82%

PLATE SCREEN GRID
VOLTAGE 9.66KV 667V -302v
CURRENT 2.51A B6MA 38MA
POWER OUTPUT 20.00Kw
DISSIPATION 4.24KW STW

TRANSMITTER POWER OUTPUT

AUTHORIZED 20.00KW=100% 0.0KW ERP
ACTUAL 20.00KW=100% 0.0KW ERP
REFLECTED 0.00Kw= 0%

VSWR 1.0:1

INTERMEDIATE POWER AMPLIFIER (IPA)
=1= =P

VOLTAGE 27.9v 27.7V
CURRENT 10.9A 11.2a
FORWARD POWER 203W 202W
REFLECTED POWER 2W 1w
DISSIPATION 101w 108w
TOTAL POWER FWD= 364W RFL= W
EXCITER FORWARD POWER 8w

EXCITER REFLECTED POWER 1w
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FM-20B 20kW TRANSMITTER

PERFORMANCE DATA
(Sheet 1 of 3)
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FIGURE 20. FM-20B 20kW TRANSMITTER
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A REPORT ON THE FORMATION OF THE
NRSC FM SUBCOMMITTEE

Wesley Whiddon
Group W Radio
Houston, Texas

HISTORY

Developed in the 1930's,
inherently wideband and noise free,
FM at first appeared to be the answer
to many problems already facing AM
broadcasting. But Major Armstrong's
invention almost didn't succeed as a
commercial broadcast service.

Off to a rocky start because of
World War II and assignment in the
skywave prone 42 to 50 mHz band, FM
languished through the decades of the
forties and fifties even after it was
moved to its present 88 to 108 mHz
position. Pre-war receivers were
almost impossible to convert and the
appearance of television coupled with
simulcasting of AM programming by FM
stations did little to foster growth.
In fact, in the late forties and
early fifties, over 250 FM stations
ceased operation due to lack of
interest.

With public interest lagging and
growth stymied, FM operators turned
to what was then controversial
programming- storecasting on the main
channel complete with paid
subscribers and beep tones to control
receivers. But development of
multiplexing techniques and FCC
authorization of Subsidiary
Communications Authority in the mid
50's relegated this type programming
to subcarriers.

FM's first real boost came in
1958 when the FCC received petitions
to allow stereo broadcasting.
Subsequent studies and testing of
proposed systems were undertaken by
the National Stereophonic Radio
Committee, a precursor of today's
National Radio Systems Committee.
The many proposals were eventually
reduced to six systems and field
tested on Westinghouse Broadcasting
station, KDKA-FM. Adoption of the US
system and what we hear today was the
result.
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Stereo realism soon aroused the
public's interest in the FM band.
Listener growth increased enormously
during the 1970's and today has
outdistanced AM listening by at least
three to one. Armstrong's invention
had not died an early death after
all.

AM DILEMMA

Soon after FM took off, a
painful awareness began to develop in
the listening public and the
broadcasting community-the AM band
had some major problems. Increased
interference, poor quality, and
rising noise levels made AM a place
to tune away from. To counteract
interference, manufacturers began to
decrease the bandwidth of their
receivers. Station engineers
retaliated with audio pre-emphasis
and increased compression.
Interference grew worse. Receiver
bandwidth narrowed. Engineers turned
up the pre-emphasis and compression.
Broadcasters and receiver
manufacturers were hung in a loop
without a break command.

NRSC

By the early 1980's AM problems
were almost out of hand. At the 1985
NAB convention Michael Rau announced
formation of an NAB AM Improvement
Committee. Faced with perplexing,
compound problems the committee had
already worked for over a year
identifying ways to technically
improve AM broadcasting. It soon
became obvious that to make major
strides, receiver manufacturers
should be a part of the solution. To
accommodate this action, the National
Radio Systems Committee formed it's
own AM improvement committee. The
work of these two committees during
the last four years has been stellar.
Thanks largely to their actions the
AM band is slowly improving.
Implementation of NRSC-1 bandwidth



restrictions alone will go a long way
toward cleaning up interference on
the AM band.

NRSC FM COMMITTEE

Some say that the FM band isn't
broken so don't fix it. There is
truth in that statement. It isn't
broken yet. But it could be and many
believe it's well on it's way.

Late in 1988 responding to
concerns about FM band deterioration,
the full NRSC committee decided to
form an FM subgroup. This group
would be charged with investigating
and identifying problems plaguing
today's FM operations. Composed of
broadcasters and equipment and
receiver manufacturers, the committee
went immediately to work. The first
action was to poll members with a
survey. Survey results were tallied
and problem areas identified for
committee consideration.

THE ISSUES

Although almost twenty areas,
some as wide ranging as standardized
audio processing for all stations
were identified, ultimately four
issues were placed before the
committee for action. This first set
with the committee's initial actions
are identified below but others will
surely follow.

Multipath Measurement

Multipath is an aggravating and
fatiguing sound to a listener.
Probably the most talked and written
about FM phenomenon, a satisfactory
way to eliminate it has never been
discovered. Exacerbated by improper
transmitter tuning as well as
reflecting surfaces, it must be
quantified by new measurement
techniques and new types of
equipment. Station engineers must
also learn that continued vigilance
is paramount in minimizing
transmitted synchronous AM noise that
can contribute to "multipath-like"
response in a receiver.

Committee Action
Write a bibliography. Many
articles and papers have been

presented-this bibliography would
serve as a reference compendium on
the subject.

Investigate the use of a
multipath simulator for receiver
evaluation. Although not readily
available, a simulator that provides
multipath, amplitude and phase,
median field strength variations, and
vehicle speed simulation is
manufactured by JRC.

Write a paper on basic receiver
design that would allow engineers to
gain understanding of receiver
multipath mechanisms and effects of
narrower IF responses in modern FM
receivers.

Subcarriers

For years engineers have
complained that subcarriers degrade
the transmitted signal of FM
stations. Under certain conditions,
these are valid concerns. It is well
known that additional channel loading
by subcarriers can increase multipath
conditions. And even though small,
there is still the 0.5 to 1.0 db
trade off in main channel modulation.
A station engineer saddled with a
couple of subcarriers leased to an
aggressive operator wanting maximum
everything and reporting to a GM that
wants to be the loudest station in
town probably has only two options-
overmodulate or resign.

Committee Action

At the initial meeting, members
felt that even though subcarrier
effects had received extensive
attention in the past, further
investigation was warranted.
Subsequently we have learned that
tests on subcarrier effects will be
performed in Canada during 1989. No
action will be taken by the FM
subcommittee until test results are
published.

Receiver Performance

Recent trends toward co-located
transmitter sites have generated yet
another anomaly in the increasing set
of FM band problems. These sites
tend to present receivers with many
signals of more or less equal field
strength and some of the results are
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less than desirable. Of all the
products generated at co-located
sites, third order intermodulation is
the most noxious. Not only can IMD
be generated in a transmission
system, but some receivers can
produce their own internal set of
products.

Committee Action
Identify sites that produce IM
product interference.

Recommend that ANSI/IEEE
185-1975, Standard Methods of Testing
Frequency Modulation Receivers, be
updated to include measurement of the
"IF taboo", third order IM and front
end input levels, stereo separation,
and SCA rejection.

Adjacent Channel Interference

A growing problem for some areas
of the country, especially the east
coast. Paying careful attention to
modulation levels and judicious (or
no) use of composite clipping can
eliminate a large part of these
problems for broadcasters. Better
receiver selectivity could also help.
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Committee Action

A working group of broadcasters
and receiver manufacturers has been
formed. This group will evaluate
possible new methods for measuring
frequency modulation levels and could
even propose something as radical as
an RF or composite audio mask for FM.

SUMMARY

The public expects clean, clear,
high quality sound on an interference
free channel from the FM service.
Unfortunately what the public expects
and what we deliver today falls short
in some cases. Increased allotments,
multipath, intermodulation product
interference, adjacent and co-channel
interference are quickly becoming a
part of modern listening life.
Listeners are fickle-cassettes, CDs,
and DAT offer quality solutions to
their problems. The gauntlet has
been thrown and we are challenged to
prevent AM-ization of the FM band.
The NRSC FM subcommittee accepts this
challenge and will be working
diligently to technically improve FM
broadcasting.



FM DIRECTIONAL ANTENNAS
AND NEW FM SHORT-SPACING RULES

John C. Kean
Moffet, Larson and Johnson, Inc.
Falls Church, Virginia

INTRODUCTION

Directional FM transmitting antennas
have been used successfully in the United
States for many years, although fewer than
one in ten commercial FM broadcast
stations employ them. Their numbers are
limited because the rules of the Federal
Communications Commission have previously
given broadcasters little opportunity to
employ FM directional antennas (FM DAs) in
allocation matters. Recently, the FCC
adopted new rules permitting limited short
spacing of FM stations by using FM DAs.?
This paper discusses some allocations
issues, application of the Commission’s
rules, and the implementation of FM DAs.

PRESENT ALLOTMENT RULES AND POLICY

The Commission chose distance
separations as its basis for commercial FM
allocation over 25 years ago.’ Allocation
of FM stations on channels 221 to 300 is
controlled by requiring certain minimum

HAAT grcater than 8-radial average
HAAT less than B-radial average
Proposed
Protected Station
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\
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\# | Required Separation Distance
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Figure 1 - Simplified diagram of FCC’s

nominal separation distance rules with
resulting contours.

separation distances between adjacent and
co-channel stations. This policy is
graphically depicted in Figure 1, in which
the proponent of a station must maintain a
certain geographic distance ("Required
Separation Distance”) from an existing
protected station. These distances are
listed in the tables of Section 73.211 of
the FCC Rules.

The minimum distance between the
proponent and protected station are based
on the frequency (channel) relationship
and the class of the stations, while other
factors, such as effective antenna heights
and actual power radiated by both stations
(within the <class brackets) are not
considered.

In the commercial FM allocation system,
all stations are assumed to be operating
at the maximum facilities (maximum power
and antenna height) for their class, and
the antennas are assumed to be non-
directional (radiating equally in all
horizontal directions). Since the antenna
height above average terrain (HAAT) in any
direction may vary from the average value
of the eight standard radials, contour
distances may differ from the assumed
separations, resulting in contour overlap
or underlap as shown in Figure 1.

It should be noted that the FCC derived
its separation distances from nominal RF
protection ratios and calculations of
contour distances. By eliminating signal
contour protection from consideration,
however, the FCC simplified its system for
allotment of channels to communities, as

well as the processing of new
apolications. Thus, when the Commission
required strict separation distances

between critical FM stations, based on
assumed maximum omni-directional
facilities, there was little advantage to
the broadcaster in employing FM DAs.

Separation between non-commercial FM

stations on channels 200 through 220,
known as the "reserved" portion of the FM
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band, are not based on strict distance
separations. Rather, a new station
applicant must not produce an interfering
signal contour that overlaps existing
stations’ coverage contours, as shown in
Figure 2.

Protected Contour Protected Contour
e Sy

- ~.
s

1’ Proposed

,Shorv—spa&rd

Ass ignment

Protected
Starion

]
Allotment 2

Interfering Contour Interfering Contour

Figure 2 - Diagram of contour protection
requirements for a short-spaced station.

Contour protection provides great
flexibility in the location of NCE-FM
stations, although the contour protection
method may restrict coverage expansion or
relocation of either critical station.
Furthermore, contour protection merely
avoids "objectionable interference", as
defined by Commission rules, however, the
interference may still be significant.

Commercial FM DAs are currently
permitted in one specific case, involving
"grandfathered" short-spaced stations that
were in existence at the inception of the
1964 Table of Allotments. Within certain
separation distances, these stations may
use directional antennas such that
radiation in the direction of a short-

spaced station is not increased. This
principle 1is not related to contour
protection, however, and does not

necessarily maintain constant potential
interference.

USE OF DIRECTIONAL ANTENNAS

In its Report & Order, the Commission
notes that contour protection has been

used for many years “"with excellent
results" by non-commercial educational FM
broadcast services (in the reserved

poertion of the band).5 In its earlier
Notice of Proposed Rule Making (NPRM)® and
again in the R&O, the Commission noted
that the use of directional FM antennas
could provide "greater flexibility..." to
deal with "«..81te restrictions
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encountered by the applicant because of
FAA clearance difficulties, government
ownership and restrictions on use of

desireable sites, as well as
environmental, economic and coverage
concerns...".

The Commission repeatedly pointed out
that while directional antennas were used
for station allotment purposes in the
reserved portion of the FM band,
directional antennas would be allowed in
the commercial (non-reserved) FM band for
short-spacing only during the assignment
process (not during the allotment
process).

Nevertheless, several of the commenters
responding to the NPRM expressed concern
with the introduction of contour
protection in the commercial FM band.
Noting that the present rules are based on
separation distance assuming maximum
facilities, some commenters emphasized the
importance of protecting existing stations
operating at less than maximum facilities.
They explained that contour protection of
only the present operation would preclude
future upgrade to the maximum facilities
for its class.

The Commission stated that most of the
arguments against contour protection are
based on claims that it is fundamentally
inferior to the distance separation
requirements. Some argued that the
imprecision of current signal-prediction
methodology could increase interference
levels in the FM service, while some
expressed concern that contour protection
would result in the "AM-ization of the FM
band" similar to the interference
conditions that exist in the AM service.

After consideration of issues
surrounding contour protection, the
Commission concluded "We have no reason to
believe that the further application of
contour protection in the FM service will
have any adverse effects".® The Report &
Order further explained that existing
separation distance rules ignore the
variations in terrain height in specific

instances, tending to sometimes
overprotect, and at other times
underprotect, FM service.

Other issues raised in comments
concerned accuracy of FM antenna
directivity, antenna installation and
maintenance procedures, and the
relationship between the antenna
horizontal and vertical radiation
patterns. Some of these matters were

incorporated into the rules. A number of
restrictions were also placed on the
implementation of the new FM short spacing
rules, to be discussed later herein.



It is interesting to note that in its
discussion of the FM DA issue the FCC
revealed it considers FM service to be a
"mature", "heavily populated" medium.’
Despite the existence of some 5800
licensed and authorized operations, the
Commission still expects a potential
demand for relocation involving
directional antennas so heavy it could
significantly exceed its ability to
process the applications.

IMPLEMENTING A SHORT-SPACING POLICY
Signal Contour Requirements

The Commission adopted limited short-
spacing and FM DA rules to afford
applicants some flexibility in antenna
site selection. A number of restrictions
were placed on these rules to protect
existing stations to the maximum degree
possible, to protect Class A stations
pending the outcome of a proposal to
increase power, to handle the anticipated
influx of applications involving FM DAs,
and to allow the FCC to respond to
unforseen problems in the processing of
these applications.

Applicants proposing to short space
under the new rules will be required to
provide a map showing the protected and
interfering contours of all stations
located at less than the standard minimum
separation distance. Figure 2 1is a
simplified representation of this type of
map. It is evident that the proponent
must neither cause objectionable
interference to, nor receive objectionable
interference from other stations or
allotments. The field strength values for
the contours are listed in a table in
Section 73.215 of the new rules,

Present rules require all commercial
stations to provide a 3.16 mV/m (70 dBu)
signal over the station’s allotted
community of license. The comments
generally agreed with this policy, and the
Commission maintained this requirement.

The FCC decided to 1limit for an
indefinite period the amount by which
applicants may short-space to 8 kilometers
(5 miles). This was done primarily, the
R&0 notes, to restrict the number of
applications to a number that the
Commission staff can manage. The rule
states that this temporary restriction
“+..will be removed when the Commission
determines that available resources are
sufficient to allow the timely processing
of additional applications...".[emphasis
added]!® Stations located within 320
kilometers (200 miles) of the Mexican-
United States border must continue
standard distance separations from Mexican
stations.

Noncommercial stations on channels 218,
219 and 220 in the reserved portion of the
band are also subject to the new rules, in
so far as they protect commercial FM
stations.

Actual radiation
at radio horizon

Horizontal

Plane

Radiation assumed

i/ for contour pradiction

~

Vertical Plane Radiation Pattern

Figure 3 - Derivation of antenna radiation
for antennas with beam tilt.

Contour distances will be predicted for
the maximum radiation, as shown in Figure
3, even if the main beam is deflected
"beam tilted" electrically or mechanically
below the radio horizon.

The new FM DA rules will require that
the applicant wuse as many radials as
necessary to establish the lack of
prohibited overlap. As Figure 4
illustrates, eight radials may not be
enough if the antenna HAAT increases
sharply on an intermediate azimuth, as for
example, a valley running radially from
the proposed site. The increase in HAAT
could result in extensions of the contour
that would no be evident on adjacent
radials.

Applicants who comply with the minimum
distance separation table of Section
73.207 of the rules need not be concerned
with their interfering contour, whether or
not it overlaps the protected contour of
another station. This is shown in Figure
1 as in indication of the present
assignment results, which may or may not
cause contour overlap, depending on the
antenna heights of the adjacently located
stations.

Applicants will be required to protect
the 1 mvV/m (60 dBu contour of all classes
of FM stations, except Class B and Bl,
which will require protection to the 0.5
mvV/m (54 dBu) and 0.7 (57 dBu) contours.
Although the protected contour is 1 mvV/m
for all stations on the reserved channels,
the FCC’s current commercial separation
requirements for Class B and Bl stations
were based on the 0.5 and 0.7 mV/m
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contours. Vacant allotments are to be
protected to the applicable contour
calculated for a hypothetical station
operating at the allotment’s reference
coordinates.

Proposed
Operctior

Supplementa ?

Radial !

COI’\'O\I"

Over lap

]
| Protected
[

Station

Figure 4 - Supplemental radials required
to properly define contours.

All existing fully spaced stations will
continue to be protected to contours
presuming maximum effective radiated power
(ERP) and reference height for their
station class. This was provided,
according to the Commission, to maintain
the upgrade potential for stations that
are operating at less than maximum
facilities.

Stations that deliberately short space,
however, will be protected only to the
actual facilities for which they apply
under the new rules. Since the antenna
height above average terrain (HAAT) in any
particular direction will not necessarily
be the same as the standard eight-radial
HAAT, the resulting variations in short-
spaced station’s protected contour will be
the trade-off applicants must make in
exchange for the choice to short space.

Figure 5 depicts the reduction in ERP
across the critical arc, as determined by
its interfering contour distances from the
pertinent antenna HAATs in the direction
of the protected station’s contour.
Across the remainder of the arc, the
station proposing short spacing will
determine its ERP based on the maximum
permitted for its class based on the
antenna HAAT of the eight standard
radials.
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Antenna Specifications

The new short-spacing rules add new
technical requirements to applications
involving FM DAs while maintaining the
current performance standards, such as the
maximum-to-minimum pattern ratio (still 15
dB) and pattern rate of change (still 2 dB
per 10 degrees). For example, applicants
will be required to furnish the following
information:

o a single composite plot of horizontal
plane relative field for both the
horizontal and vertical polarizations;

o a tabulation of the relative field
pattern values at least every 10
degrees plus all maximas and minimas;

o a statement that the DA will be mounted
on the antenna tower as recommended by
its manufacturer;

o a statement that the DA will not be
mounted near a top-mounted platform
which projects beyond the vertical face
of the tower;

[o} a statement that no other antennas are
mounted within a vertical clearance
distance required for proper operation
by the DA manufacturer.

After completion of construction,
permittees must furnish a statement from a
licensed surveyor that the DA has been
installed in accordance with the
manufacturer’s instructions and is in the
proper orientation. The FCC will continue
to require proofs of performance to
establish that the measured pattern
complies with the authorized pattern.
However, the contour distances will always
be based on the authorized pattern, not
the pattern provided in the subsequent
license application.

Protection
e Direcrional Contour

this ore bosed on specifc HAATS

ERP across this orc
bosed on maaimum for

¢lass for B-rodiol HAAT

Omni-directional
“Contour Assuming

Average of 8 radials

Figure 5 - Diagram depicting method for
determining permissible radiation.



Design and Construction of Directional

Antenna Systems
Designing The Tower Mounting

Antenna systems employed by FM stations
have always required attention to the
effects of tower mounting. This is
because FM-band antennas usually are both
circularly polarized and side mounted on a
supporting structure of cross-sectional
dimension which is an appreciable portion
of the wavelength involved. Therefore,
energy from the antenna, especially the
vertically polarized component, is
intercepted and reradiated by the tower,
resulting in appreciable distortion of the
patterns.

Proper design of the FM DA depends on
information about the supporting structure
being provided to the manufacturer.
Certainly, manufacturers need information
about the dimensions of the structure,
cross members, transmission lines,
ladders, materials used, and precise
orientation of the tower.

Antenna manufacturers must combine
information about the tower with a
permissible radiation pattern prepared in
accordance with the applicable FM DA rules
to produce a nominal design. Other
information is helpful, such as the
mounting arrangement (mounted on a face or
corner, at or between cross members, etc.)
and the direction of the optimum service
area.

It is notable that the FCC’'s R & O did
not consider pattern distortion in omni-
directional FM antennas. The Commission
still assumes that these antennas radiate
uniformly in the horizontal plane,
although the pattern of these antennas are
also influenced by the supporting
structure.
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It is wusually necessary to have a
surveyor check the orientation of the
tower legs prior to design; this can avoid
an expensive antenna modification, if,
after construction, the actual orientation
is found to be different than was assumed.

Antenna Pattern Control

Mo in | | Suppressed
i Camepm
Becm! | |Radiation
¢
-
Figure 6 - Yagi principle of antenna
directivity.

A technique which has gained acceptance
is wuse of the principle of the Yagi
antenna, shown in Figure 6, wherein
parasitic elements are placed in the field
of a dipole radiator to modify is
directional characteristics. As is well
known, a shortened dipole (director)
placed in close proximity to a radiator
reinforces radiation in the forward
direction.

If the parasitic element (reflector)
is longer than the radiator, the effect is
reversed, that is the signal is suppressed
on the side of the longer parasitic
element and reinforced in the direction of
the radiator.

Figure 7 - FM directional antenna
system in final testing.
(courtesy Electronics Research, Inc.)

Figure 7 shows how a pair of parasitic
elements have been positioned to modify
the horizontally polarized signal. (The
antenna 1is shown 1lying horizontal for
final inspection before shipment. ) The
parasitics are visible on the support pole
opposite the radiating horizontal
elements. There are no vertical
parasitics added for this antenna system;
the support structure (the pole and
interbay transmission line, in this case)
can provide directional effects to the
vertically polarized radiation.
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FM antenna patterns are usually
measured from a single bay of the antenna
system, mounted as specified by the
customer. Since the horizontal plane
pattern is of  ©primary interest in
allocations matters, testing of a single
bay of vertically-stacked multi-bay
systems, rather than the entire array, is
considered by the FCC to be sufficiently
accurate. If the tower and its cross
members, feedlines, ladders, and other
conductive material is identical at each
vertical 1level of the antenna, the
horizontal plane pattern for the aggregate
is expected to be the same as any single
bay.

Antenna patterns are usually measured
on a test "range" large enough to insure
that an antenna pattern is measured in the
"far field", that is, at a distance where
the antenna the radiation moments from the
antenna elements and any parasitic moments
in the mounting structure effectively
behave as a point source. This distance
is conveniently found outdoors, at
isolated locations relatively free of
reflections from buildings, power lines,
etc.

Pigure 8 - Antenna manufacturer’s test

range. (courtesy Shiveley Labs)

Figure 8 shows the test range of one
antenna manufacturer. The antenna under
test is mounted on a rotatable structure
in the tower at the left; the tower at the
right supports the measurement antennas.
Some manufacturers use the antenna under
test to transmit the test signal for
pattern measurements, while others use the
antenna under test as a receive unit;
since the process is essentially
reversible the direction of the signal
transfer is unimportant.
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Figure 9 shows an antenna being set up
on the test range; the reference
measurement antennas are visible in the
background. Note that the antenna under
test is a reduced scale model. Some
manufacturers work with full-scale models,
while others prefer to test scale models
of the antenna system. Both methods can
be satisfactory, the accuracy of the.
overall pattern measurement depending on
the faithfulness of the replica, whether
full or reduced scale, to the actual
antenna and supporting structure. This
indicates that the customer must supply
complete information about the tower, and
must insure installation according to the
manufacturer’s directions. The new FM DA
rules have promoted this procedure by
requiring various certifications of

compliance in the application process.

FPigure 9 - Reduced-scale model antenna on
manufacturer’s test range. (courtesy Shiveley Labs)

The FM short-spacing and directional
antenna rules are very new to the
commercial FM industry. Many questions
and clarifications will occur in the
months ahead, as well as attempts by
hopeful applicants to stretch the new
limits for their own benefit. Some
broadcast organizations reportedly are
planning petitions to rescind the new
rules in their present form. The
remainder of 1989 will clearly be a busy
time for parties on all sides of the
short-spacing issue.
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6. Notice of Proposed Rule Making, FCC MM
Docket 87-121, Amendment of Part 73 of the
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NTIA IRREGULAR TERRAIN PROPAGATION STUDY

Eldon J. Haakinson
National Telecommunications and Information Administration
Institute for Telecommunications Sciences
Boulder, Colorado

INTRODUCTION

In the 1950s when FM Broadcast radio was in its infancy, methods
of estimating FM signal coverage were needed that would be
The FCC’s FM field
strength curves served just that purpose. In the same time period,

unambiguous and easy to implement.

the predecessors of the National Telecommunications and
Information Administration (NTIA) were developing models that
could predict signal coverage based on the environment'?. The
models are complex but with the availability of computers and
environmental data bases, the models can be made simple for the
user to calculate detailed signal-coverage maps of transmitters.
This paper summarizes the conditions that affect FM Broadcast
coverage, compares some of the models available t0o compute
signal coverage, and provides some samples to show how signal
coverage is dependent upon the surrounding terrain and how it
can be accurately mapped.

FACTORS THAT AFFECT FM SIGNAL PROPAGATION

Antenna_Heights

The heights of both the transmitting and receiving antennas affect
the performance of FM radio. In general, FM transmitting
antennas are placed at high locations relative to the receiving
antennas. The spaces in front of the transmitting antennas are
usually clear of obstructions, whereas the receiving antennas are
normally surrounded by man-made and natural obstructions. As
a rule of thumb, if the height of the transmitiing antenna is
doubled, the signal at many receiving antennas is increased by
6 dB. Doubling the antenna height at any one receiving site may
or may not increase the received signal from a specific
transmitter; too much depends upon the following factors.
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Direct Rav and Indirect Signal Paths

If the transmitting and receiving antennas are well elevated above
surrounding obstacles and the ground, then the two antennas are
considered to be line-of-sight to one another. In this case signals
from the transmitter reach the antenna by a direct ray path and
are probably strong enough to overcome any indirect signals.
Indirect signals are reflections from the atmosphere, ground, or
terrain between the antennas, from buildings and other man-made
obstacles, and from surrounding hills or mountains. If the two
antennas are kept at constant heights but are moved further and
further apart, the Earth’s bulge will eventually pierce the direct
path between transmitter and receiver. The signal then has to
diffract over the bulge in order to reach the receiver. The signal
that is diffracted over the horizon is greatly attenuated when
compared to the signal that would be available in the line-of -
sight situation. As the two antennas are further removed from
each other, the attenuation due to the diffraction is so great that
another indirect path provides a higher signal level at the receiver.
That signal is due to atmospheric reflections or tropospheric
scatter.

Terrain Profile

In the FM Broadcast band, the terrain between the transmitter and
With a
relatively high transmitting antenna and low receiving antenna

receiver locations affects the received signal level.

and with a smooth Earth between the antennas, one would expect
that the terrain close to the receiving site would cause signal
reflections at the receiving antenna. The reflected signal can
cancel the direct signal depending upon the geometry of the signal
paths. But if the terrain is irregular between the two antennas,
intervening terrain obstacles can cause additional reflection points
or can cause the receiver to be beyond line-of-sight and in the
diffraction region. It is easy to imagine with irregular terrain that
a receiver close to the transmitter, but shadowed by a terrain
feature, receives a signal that is lower than a receiver that is



further away but is high enough to be line-of-sight to the
transmitter. Thus in irregular terrain and with a fixed receiving
antenna height above ground, the received signal level will in
general decrease as the receiver is moved further away from the
transmitter; but the signal will vary considerably as terrain
obstacles either reduce the signal by shadowing the receiving
antenna or enhance the signal by raising the antenna above its

surroundings and providing a better radio path.

Signal Variability

When an FM radio is moved over a short distance, say 1 to 2
wavelengths about 6 meters or 20 feet, the received signal can
experience some very deep nulls. The signal fading is due to the
direct and indirect signal addition as described previously.
Because these multipath fades are geometry dependent and
impossible to specify deterministically, they are usually defined
by a statistical distribution, Rayleigh or Rician for example. The
multipath fading statistics are usually independent of the terrain,
the locations, or the time. Because of this independence, NTIA’s
radio propagation prediction models do not include deterministic
multipath fading in their calculations; instead, long-term time-
varying effects are of interest to prediction models. “"Long term"
means how the median of a signal varies in time from hour to
hour, day to day, or season to season, it also means how the signal
varies over many wavelengths, and over many paths that are
similar in their terrain profiles. In the NTIA models, these long-
term signal variabilities are included as statistics which will be
defined and shown graphically later in the paper.

ldeal Conditions

The conditions which lead to the ideal situation for FM Broadcast
radio are:

¢ high, unobstructed antennas

¢ line-of -sight paths

e no reflections from hills, buildings, etc.
Since these conditions are rarely met outside of the region closest
to the transmitter, the following sections describe ways to predict
FM signal coverage under various constraints of ease of use,
complexity of model, and availability of environmental data.

APPROACHES TO DETERMINING SIGNAL COVERAGE AND
INTERFERENCE

FCC Field Strength Curves

The FCC field strength curves were developed for their simplicity
and were applied at a time when most calculations of signal

coverage were done by hand using nomographs such as NBS Tech
Note 101%.
method are listed below:

The advantages and disadvantages of using this

Advantages

¢ needs only HAAT (height of above average terrain) of
the transmitter along each radial

o determines field strength vs. distance from table
lookup or curve interpolation

o ensures all wusers should have same coverage
calculations for same location of transmitter

Disadvantages

* assumes constant terrain irregularity for entire U.S.

e accounts for only 2-10 mile terrain heights in
determining HAAT

e predicts monotonically decreasing values of field

strength vs. distance

Irregular Terrain Models

By contrast, the irregular terrain models have a different set of
advantages and disadvantages to offer, as follows:
Advantages
¢ calculates more realistic results
» allows actual coverage to be determined and "shaped"
to population through transmitter antenna location and
directional antenna patterns
¢ allows interference to be evaluated and controlled
through directional antenna patterns
e allows new models with improved prediction
techniques to be developed
Disadvantages
¢ allows models with conflicting results to be developed

» requires terrain and other environmental data

The NTIA irregular terrain model is described in greater detail in
the following sections.

NTIA IRREGULAR TERRAIN MODEL

Signal Loss

The loss of the signal as it propagates over irregular terrain can be
estimated by our knowledge of physics. As a signal propagates in
free space from an isotropic source, the signal is distributed
uniformly in all directions; the signal distribution is related to the
distance, D, from the source by the area of the sphere associated
with that distance:

Signal loss at D ~ 4 = D? ()
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So if D is doubled, then the signal loss increases by 4 times from
Eq. 1. The common description for this loss term is the free space
propagation loss (FSL) and one expression for FSL is:

FSL = 20 log Fyy, + 20 log D, + 32.45 @)

To account for the losses due to the irregular terrain, a term
called the reference attenuation, A_, is added to FSL; depending
upon the terrain profile from the transmitter to the receiver, A,
estimates the signal loss using theoretically derived expressions
from line-of-sight, diffraction, and tropospheric scatter theories.
In the line-of -sight region, A, considers the direct ray and the
interference caused by the indirect ground-reflected ray. In the
diffraction region, A, accounts for a weighted combination of
knife-edge and smooth-Earth diffraction. In the scattering
region, A_ evaluates the signal losses that are available due
scattering of the signal from turbulent atmospheric conditions.
The model estimates the signal losses in each region and makes a
smooth transition from one region to the next. The expression for
signal loss now becomes:

Signal lossat D = FSL + A /(D) (3)
A good description of the physics involved with signal

propagation through turbulent atmosphere over irregular terrain
is found in NBS Tech Note 101,

100 MHz Signal Coverage

100

Field Strength, dBu

Figure | shows a plot of signal loss vs. distance. In the case to be
analyzed, the transmitter is assumed to have 100 W of effective
isotropic radiated power (EIRP), to have an antenna height of
500 ft HAAT, and be operating at 100 MHz.
antenna is assumed to be 30 ft above the ground and the signal

The receiving

level is displayed as field strength (FS) in decibels relative to
| microvolt per meter (dBu). The top curve gives the FS values
if only free space conditions were imposed. The dashed curve
gives the FCC's F(50,50) curve for a transmitting antenna with
500 ft HAAT. The lower solid curve shows the estimated FS for
a very smooth terrain path in south Florida. For the first 50 mi,
the FCC’s F(50,50) curve gives a lower field strength than that
due to the irregular terrain model. That would be expected since
the FM Broadcast curves assume a specific terrain irregularity, a
mean value for the whole of the U.S.; for southern Florida, the
terrain is flat with virtually no irregularity which is certainly not
the case for most of the U.S. For the assumed antenna heights,
the Earth’s bulge would appear as the horizon to the transmitter
and receiver when the two antennas are separated by about
39.4 mi. At that point the antenna would move from the line-
of-sight region to the diffraction region. At about 80 mi the
slope of the irregular terrain model FS curve becomes less steep;
this is region that the scatter attenuation is less than the
diffraction attenuation. From this distance and beyond, the signals
due to scattering dominate.

500’ 30’ antennas

_25 T T ¥ T
0 20 40

- 1 ! ! T 1

60 80

Distance, mi

Figure |. Comparison of predicted field strength for a smooth path in Florida using free space loss (top solid curve), FCC
F(50,50) (dashed curve), and the NTIA irregular terrain models (bottom solid curve).
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Figure 2. Terrain profile of a path near lowa City, 1A from a digitized terrain data base with 30 sec resolution.

The next example sets the same conditions for the transmitter but
with the antenna now located near Iowa City, [A. At that
location, the terrain would be described as rolling hills. Figure 2
shows the terrain profile out to 100 mi. Although the terrain
appears to be rugged, there is a vertical exaggeration of 200:1 in
the profile plot. Figure 3 shows the estimated field strength vs.
distance for the path. Again the top curve is the FSL curve and
the dashed curve is the FCC’s F(50,50) curve for a 500 ft HAAT
antenna. The lower solid curve is the estimated signal level at an
antenna 30 ft above the ground as it is moved along the terrain
on a radial away from the transmitter. Note that although the
general trend is for the field strength to decrease as the receiver
site is moved away from the transmitter, the signal does oscillate
(as much as 25 dB in 5 mi at 25 mi, for example).

An example showing the comparison in more rugged terrain
would reveal even larger oscillations of the irregular terrain
model’s estimated field strength and larger departures from the
FCC's F(50,50) curve.

Signal Variations

Although the loss of the signal over irregular terrain can be
estimated by our knowledge of physics and the terrain path
profile from the transmitter to the receiver, there are too many
possible indirect paths, too many man-made obstacles, and too
many features created by nature to make a general purpose
deterministic model of the signal loss. Based on many

measurements and observations, the irregular terrain model can be
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100 MHz Signal Coverage
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Figure 3. Comparison of predicted field strength for the lowa City path using free space loss (top solid curve), FCC
F(50,50) curves (dashed curve), and the NTIA irregular terrain models (bottom solid curve).

modified to account for these variations that happen over time
and from location to location. The model considers these
variations by specifying the quantiles of the observed variations;
in other words, the signal loss value will not be exceeded for a
given fraction of time and for a given fraction of the locations.
The fractions of time and location are specified by the model’s
user and the model determines the loss associated with the path
and the specified fractions of time and locations. A good
description of the signal variability is found in Ref. 3. The signal

loss expression at the distance D now becomes:
Signal loss = FSL + A(D) + V(D,qr.q;) 4)

To illustrate this variability in signal loss, consider the lowa City
path from Figure 2. In Figure 4, the FSL curve is again plotted
as the top curve. The lower three curves show the variation with
time; the top curve indicates the field strength at the receiver that
would not be exceeded more than 10% of the time. The middle
curve estimates the field strength for 50% of the time. The lower
curve shows the field strength that would be exceeded for a
minimum of 90% of the time. For these family of curves, the
location variability was set to 50%. A similar set of curves would
be plotted had the time variability been set to 50% (or any other
value) and the location variability set to a range of values.
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Additional Factors

Other factors can be added on to the signal loss expression that
account for such losses as:

¢ urban attenuation
e Dbuilding attenuation
« foliage attenuation

These require data bases or correction factors that would be
independent of the losses associated with the irregular terrain.
Note that in establishing the signa! variability values in the
irregular terrain model, the above factors were present during the
signal measurements so that they are implicitly represented in the
signal variation statistics.
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Fig.llre.-f. Comparison of predicted field strength for Jowa City path using free space loss (top curve), and three time
variability values (10%, 50%, 90%) using the NTIA irregular terrain model.

APPLICATIONS

Although there are cases where the signal loss along a
single radial is the desired result, the broadcaster s
usually interested in the total area covered by a
particular station or the locations of potential
interference between two  stations. The irregular
terrain  model evaluates the losses point to point along
the radial from the transmitter to the receiver. By
utilizing many radials, the losses in an area
surrounding the transmitter can be estimated. A report
by Jennings and Paulson® describes the general process
of making a point-to-point irregular terrain model into
one useful for analyzing a large area. In the samples
given below, the NTIA Telecommunication Analysis
Services’ (TAS) program®, the Communication System

Performance Model (CSPM), was used to make the irregular

terrain calculations and plots. Use of the TAS programs

are available to consultants, private companies, public

administrations, and government agencies by contacting

the Institute for Telecommunication Sciences in

Boulder, CO.

Single Station Coverage

KCRW, a public radio station in the Los Angeles area, was
the use of the CSPM program for
the coverage of a single station.

chosen to illustrate

showing The station
operates at 89.9 MHz with 13.8 kW, an antenna height of
490 ft above ground, and a ground elevation of 1272 ft
above msl. The CSPM model determined the regions that
received the 60 dBu and 70 dBu signals for at least 50%
of the locations and for at least 50% of the time within
the region. Those areas were then plotted on the map as
shown in Figure 5. The border of California was plotted

in the background.

The station has an estimated 2-10 mi HAAT of 1100 ft,
averaged over all radials, a maximum HAAT of 1600 ft
along one radial and a minimum HAAT of 430 ft. The FCC
F(50,50) curves to 60 dBu to be
approximately 32 mi and the coverage to 70 dBu to be
about 22 mi for the given power and HAAT of 1100 fr.

indicate the coverage
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Figure 5. Signal coverage map for FM station KCRW.
The CSPM coverage map shown in Figure S illustrates how Pubtic Broadcasting Network
the mountains to the northeast limit KCRW's signal
coverage and yet the signal is available 40 mi down the A second example using the CSPM program shows the
coast and up into the vaileys to the northwest. Using combined coverage of many transmitters. Figure 6 shows
the 1980 Census Data, the population and households that the coverage of the public FM Broadcast radios that
are covered by the 60 and 70 dBu signals were estimated. operate both within and outside the state of Ohio. The
Those estimates along with the area within each contour statistics on population, households, and area are for
are shown in the legend of Figure 5. Large transparent the defined coverage of all the stations serving the

overlays of plots such as Figure 5 can be made to scale

for placing

over maps. The overlays assist in
determining what towns or regions have adequate
coverage and can be used to design antenna pattern

requirements and other transmitter parameters.
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Figure 6. Signal coverage map for all public FM Broadcast stations in Ohio.

FM Educational Radio

Signal Coverage

&= Primary (70 dBu)

Area: 21600. sq mi
Population: 7930000
Households: 2838000

Secondary (60 dBu)

Area: 35100. sq mi
Population: 9528000
Households: 3395000

1989 NAB Engineering Conference Proceedings—69

—



KCRW D
" |ll||||||

a3 III|||||I

il

NTIA
SANTA MONICA, CA
Tue Aug 23, 1988 11:38:00

+30°

Nl 'hh!“h

\liii;;;..,,.,

)| ““Hl]

Signal—to—Interference (dB)

B -1107t -100
I T T T
119w 118w
0 10 20 30 40 50 60 70 80 80 100 110
BH F—-3 FE——1 | — = r—3
MILES

Figure 7. Signal-to-interference map for station KCRW with assumed nearby second-adjacent-channel stations.

Interference Regions

The CSPM program with its irregular terrain model can be used
to analyze potential interference regions between two or more
transmitters. Using the KCRW station as the desired signal
station, Figure 7 shows regions of interference between KCRW
and nearby FM stations. The stgnal statistics for the desired
station KCRW were set for 50% of the locations and 50% of the
time. Calculations of signal level of the other interfering FM
stations ir the area were made assuming statistics of 50% of the
10% of the time. interference

locations and An assumed
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condition, such as second-adjacent-channel interference, is
defined as that location where the desired signal is at least 60 dBu
and where the interference signal is at least 10 dB greater than the
desired signal. The interference regions shown in Figure 7 are
fictitious since the transmitters are not co- or adjacent-channel
stations; their locations and environmental conditions were chosen
merely to illustrate an application of the irregular terrain model

1o a potentially real problem.




SUMMARY

The purpose of this paper has been to discuss and
illustrate  some of the available models for computing
signal coverage from FM Broadcast stations. The models
differ in their complexity and their ability to make
realistic signal loss predictions. The models that use
irregular  terrain  calculations along  troposcatter paths
give more realistic results than the FCC's F(50,50) FM
Broadcast curves. The examples of this paper illustrate
a few of the many possible applications using an
irregular terrain model.
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CONSOLIDATING AM AND FM TRANSMITTER FACILITIES

Ron Nott
Nott Ltd.
Farmington, New Mexico

When economic belt tightening becomes a necessity
in any industry, a common practice is to
consolidate facilities. Often, real estate needs
are reduced, maintenance expenses for facilities
are decreased and management can more easily focus
on problems, resulting in a more efficient
operation.

This applies to many broadcast stations that may
have two or more modes of transmission, such as AM
and FM. Historically AM developed first, while FM
was treated as a stepchild. AM radio transmitter
sites were often set in low, swampy lands because
of the radial ground system that is required and
because the soil conductivity is usually better in
such areas. The radio wave is launched, at least,
over such terrain in hopes that the distant field
intensity will be improved, even it it may be in
dry, rough country. AM was king for many years,
but over the last two decades, FM has overtaken AM
in audience share for several reasons.

Because FM is about 100 times as high in frequency
as AM, propagation of its signal is much
different, needing as high an antenna as the
combination of site and tower can provide. As a
result, in many cases stations have two separate
transmitter sites to maintain and on which to pay
taxes, as well as a third site for the studios.
This can represent a substantial investment in
real estate, security and other factors, as well
as adding a considerable amount of travel time to
the engineer’s usually full schedule.

What will be discussed here is a method by which
one transmitter site and all its additional
expenses may be eliminated by consolidating the
two sites. The example given uses an FM
transmitter site, but bear in mind that most any
tall structure could perform the same function.
Examples are communications towers, TV towers,
water tanks, or most any tall structure that is
located in an appropriate location to transmit the
AM signal.

The key factor in the location of any transmitter
site is antenna performance. Whether AM, FM, TV
or any other form of transmission, maximum
coverage area with no inteference to other
stations is the main concern. The folded unipole
has proven to be a very versatile antenna and a
problem solver. With proper design and
application, it can solve many problems which are
either expensive, complex or impossible with
conventional technology.

With conventional series fed antennas, height is
very important, but the several advantages of the
unipole preclude this importance, allowing the
effective height to be tailored to suit the needs
of the AM antenna. If the tower is too tall for
the AM frequency, the upper portion may be made to
effectively disappear, allowing the actual AM
antenna height to be designed for the appropriate
gain based on its height. (Fig. 1). If the tower
is electrically short at the AM frequency, the
impedance transformation capabilities of the
unipole permit tuning the antenna to present a
higher base resistance, thus improving the
radiation efficiency and decreasing the
transformation ratio required.
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Figure 1. Inverse field strength at one mile for 1kw.
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An important advantage of the folded unipole is
that it is less ground dependent than the
conventional series fed radiator. This
characteristic has been noted as a result of
empirical research, rather than scientific fact,
but it has been very consistent. When
conventional antennas with deteriorated or damaged
ground systems have been converted to folded
unipoles, the field strength has improved, often
to a degree that is surprising. In one instance,
a tower maintenance crew completely disconnected
the ground system from an operating AM station's
unipole antenna without any noticeable effect on
the transmitter or the coverage area. The fact
that the unipole combined with the tower forms a
complete circuit in itself may possible contribute
to this (Fig. 2)

|
|

:

GROUND
FOLDED UNIPOLE

_5S GROUND i ;

SERIES MONOPOLE

— S ——

Figure 2. Antennas

The series fed antenna depends, of course, on the
ground plane to complete its circuit, so a
defective or deteriorated ground radial system
would seem to have a greater effect on it. The
preceding implies that the soil conductivity
within the immediate area may be less important to
a folded unipole antenna. In several cases this
appears to be true.

OTHER CONSIDERATIONS

There are other aspects to consider when looking
into the possibility of such a site consolidation.
Probably the most expensive and difficult is that
if a folded unipole is to be installed on an
existing structure, all the tower guys must be
broken up and insulators inserted at the proper
intervals, or non-conductive guys used. If the
guys are not broken up or non-conductive
re-radiation from the guys will occur from them.
Self-supporting towers, of course, have no problem
in this regard.

The other expense would be the installation of the
normal ground radial system as required by the
FCC. 1t may be possible to utilize abbreviated
ground systems if the velocity within the buried
wires proves to be reduced by their proximity to
the surrounding medium.
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Experiments performed on buried antennas by the
military indicate that the velocity may fall
within the range of 25 to 60 percent of the speed
of light when they are buried a few inches below
the surface of the ground. Research needs to be
done in this area, but it would be difficult to
obtain funding for AM radio antenna research
today.

Often, where an FM tower is located, there may be
other towers nearby for communications and other
services. Should these towers be of the proper
physical dimensions, they could become parasitic
radiators affecting the pattern of the AM antenna.
They may be detuned with detuning skirts, which
are simply a variation of the folded unipole. The
flexibility of tuning the unipole allows it to
perform as an excellent antenna or to be a "non
antenna” to make any re-radiating structure
effectively disappear from the near field of an AM
antenna. This further supports the versatility of
the folded unipole which allows the unipole to be
able to utilize virtually any appropriate
structure for a medium or short wave antenna.

PRACTICAL APPLICATIONS

So how may one approach the possibility of
consolidating an AM antenna into another
transmitting facility? Let’s examine the
following factors:

a) Describe the terrain surrounding the proposed
structure under consideration. It need not be
perfectly flat, as the ground radials can follow
the surface. If its rocky, it may be more
difficult but not impossible. Make a sketch of
the area necessary for the ground system.

b) Do a survey of nearby structures, including
their heights and distances from your tower.
Don’'t overlook tower guys and power poles as
potential re-radiators. Again, make a sketch
showing their locations.

c) Make a map including the community of license
and all territory that must be covered by the AM
signal. Determine if this antenna will be in a
good enough location to cover these areas.

d) Start the preliminary design work for the
antenna. Determine the effective height that will
be needed for the AM antenna. The broad latitude
of the unipole allows you to select any height
within reason. 1If the tower is too tall,
determine what will be needed for the detuning
section(s). Naturally, manufacturers of such
products will be glad to assist in these areas.

e) Estimate the advantages of releasing the old
transmitter site, i.e., its real estate value,
elimination of security problems, utilities, tower
lighting, etc. Don’'t forget that this can also
simplify or eliminate one remote control system by
controlling both transmitters with one system.

Compare and assess all the pros and cons from this
evaluation to see if the advantages outweigh the
trouble and expenses. Don’t forget that this move
will usually require the preparation and fee of an
FCC Form 301, and upon completion, an FCC Form 302
must be submitted.



APPLICATION OF THE FOLDED UNIPOLE AS AN ANTENNA
AND A DETUNING SKIRT

The simple construction and ease of tuning are
what makes this method so attractive. A custom
designed kit can usually be installed in a day by
4 two man crew and tuneup is simple and straight-
forward. 1If there are VHF and UHF antennas on the
tower, there is no problem if the skirt wires are
kept way from them by a few inches. If necessary,
skirt wires can be led around such antennas by
additional brackets holding the wires. Since the
structure on which the unipole is installed must
be grounded, isocouplers to get these signals
across a base insulator are not required.

For optimum performance and maximum service life,
the folded unipole should be carefully designed to
suit the needs and the details of the station. By
doing so, the station will maximize the best
coverage area and best audio quality, along with
broad bandwidth for stability. Installing a
unipole with whatever materials may be on hand,
and without planning and installation knowledge
can lead to disastrous results. This has already
been done on several occasions. When an antenna
is improperly tuned it can lead to a very high Q
causing instability and erratic performance.

FEEDING THE FOLDED UNIPOLE ANTENNA

A commoning ring at the bottom ends of the skirt
wires becomes the feed point for the antenna. The
output of the antenna tuning unit is connected to
this ring and impedance measurements are made at
this point. The skirt appears to have a large
effective diameter, decreasing the height to
diameter ratio of the antenna and thereby
broadening its bandwidth.

In the past, detuning skirts have been a problem
in that a reactive element such as a coil or
capacitor had to be mounted up on the tower at the
detuning skirt. If such a reactor is used like
this, it is desirable to be able to remotely tune
it, so often a motor driven variable capacitor is
installed for that purpose. However, this has
been found to be unnecessary if conjugate detuning
is employed. This simply means that rather than
having the capacitor up on the tower in a weather-
proof housing, it can be located in the antenna
tuning unit housing or the transmitter building
and connected to the detuning skirt with a length
of coaxial cable (Fig. 3). Because the power
levels and voltages are usually small, large coax
is not necessary. Likewise, unless the station is
high powered, the capacitor or coil may also be
relatively small and inexpensive.

Naturally, the length of the coax is important in
designing the conjugate system, but it can be
easily calculated and the value and type of the
detuning reactance determined. The simplest
method would be to make the coax a half wavelength
or a multiple of a half wavelength long, allowing
for its velocity factor, because whatever
impedance is seen looking into the detuning skirt
will then be repeated at the input to the coax.
Since the skirt input is alomst always inductive,
a variable capacitor would then be connected
across the input to the coax to detune the skirt.

A simple indicator of relative current in the coax
would allow the system to be easily detuned.
Thsis could consist of a toroidal pickup, a diode
detector and a sensitive DC meter with a
sensitivity control. Precise accuracy is )
unnecessary as you would simply tune for minimum
current. All that is necessary is a relative
indication. Such a detuning unit and indicator
could be built on a standard rack panel and
mounted t any convenient location. This would
allow monitoring on a regular basis for optimum
performance.

o Tower height is

May contain FM, TV, >> A /4 wavelength.

or other UHF/VHF/MW
antennas.  —————y

U0V

Upper skirt may be
tuned or detuned |

to AM frequency.

Coaxial cable to
upper skirt is
bonded to tower

Lower skirt is the +———  atintervals.

directly fed portion

of the AM antenna.

It is tuned to present
the desired impedance
at the feed point

Enclosure for tuning
component may be in
ATU, XMTR building

/ or on tower.

T

f GROUND j%s

\

AM feed poiNt —pp k]

Note: Tower Is grounded., eliminating need for iso-couplers, lighting chokes, etc

Figure 3. Conjugate tuning/detuning of upper antenna skirt
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OTHER DESIGN CONSIDERATIONS

One factor that is often overlooked is the reduced
propagation within any antenna with a decreased
height to diameter (H/D) ratio. A tall, thin
tower has a velocity > 95 to 98 percent of the
speed of light. As an antenna becomes effectively
"fatter", the H/D ratio decreases and the velocity
also diminishes. This ratio may also be defined
in terms of electrical diameter in degrees, the
effects of which are illustrated in Figs. 4 and 5.
Note that as the diameter of the antenna in
degrees increases, the curves of the resistance
and reactance deviate much less with the result
that the slopes of these measurements in a
practical antenna will also be gentler. What this
means is improvement in bandwidth and greater
stability with changes due to weather and the
season.

In a conventional antenna, this diameter is a
function of tower cross section, but when a
unipole is installed, the skirt wires increase
this diameter greatly. They form the "skeleton"
of a circle which, for practical purposes, becomes
the effective diameter of the antenna. Installa-

tion of a folded unipole may improve almost any
antenna in several respects.

Tests indicate that the typical unipole has a
velocity in the range of 84 to 90 percent of the
speed of light. This must be taken into
consideration when designing the antenna and its
dimensions. Clearly, this becomes an advantage
when an antenna must be electrically short.
Whatever field gain that a folded unipole may have
is due to this effect, but note that this is only
a very small gain.
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of monopoles with varying diameters.

The unipole can also be utilized as a impedance
transformer, stepping up the small value of
resistance characteristic of short antennas. When
a conventional ATU is employed, this means that
the transformation ratio can be minimized,
reducing the Q, decreasing stored energy and
broadening the bandwidth of the ATU. This
advantage along with the inherent broad bandwidth
of the unipole can greatly improve the performance
of an existing short antenna.

BANDWIDTH

RF system bandwidth is very important and it
includes the transmitter output network, the
transmission line, the ATU and the antenna. We
sometimes overlook the fact that if the output of
the transmission line sees a poor bandpass, it can
transform sideband energy into strange values seen
at the transmitter output. Modulators may run
hot, trying to pump energy into poor impedance
matches. Audio processing cannot solve poor RF
system bandwidth by trying to push more sideband
energy into reactive loads. It may make the
station sound louder at the expense of modulator
power and sometimes a crunch in the audio. A
broad, well matched RF system can solve a great
many problems. Such an improvement may well be
noted if a station elects to consolidate its AM
onto another facility by this method.




SUMMARY

There exists a practical, proven method by which
an AM broadcast station may share another
structure for its antenna. While one advantage is
cost reduction, it is possible that there may be
an improvement in audio quality and even coverage
area if designed, installed and tuned properly.

Expensive components such as iso-couplers,
lighting chokes and base insulators are
eliminated. The structure and antenna are
directly connected to ground which can reduce
lightning and static electricity problems.

AM broacasting still reaches a substantial
audience, so few combined stations are ready to
cast it aside. The folded unipole antenna permits
a substantial reduction in operating costs, but it
must be properly designed, installed, and tuned.
It is hoped that the foregoing will aid managers
and engineers in making decisions about both
economizing for the survival and yet improving
their facilities.

Assistance from Jim Burgess and Dick Ives of the
staff of San Juan College, Farmington, New Mexico
has been invaluable and is gratefully
acknowledged.
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GAIN FIGURE OF SIDE MOUNTED
OMNI-DIRECTIONAL CP-FM ANTENNAS

Ali A.R. Mahnad
Jampro Antennas Inc.
Sacramento, California

INTRODUCTION

In characterizing the radiation properties of any
antenna, an accurate determination of its pattern
and gain is of great importance. In broadcasting,
accurate gain figures translate into maximum
coverage efficiency, thus greater income for the
station. A gain figure, which is less than the
actual gain of the antenna, will increase ERP in
areas where co-channel protection is critical and
may cause legal problems. Similarly a gain figure
that exceeds the actual gain of the antenna causes
reduction in coverage and revenue.

In general, the gain of an antenna has a linear
dependance on the directionality of its pattern.
In fact, in some cases it is valid to ignore
minimal losses in the antenna system and assume
that the pattern directivity is indeed a good
approximation to the actual gain of the antenna.
In most practical situations, however, a more
accurate gain figure is desired which accounts
for such losses. It should be pointed out, that
in most cases the nature of the losses are not as
important as their effect on the antenna gain.

In situations where the elements of the antenna
array do not interact with the mounting structures
or if they do, such interactions do not
significantly affect the performance
characteristics of the elements. It is valid to
assume a linear depenence of the antenna gain on
the directivity of the pattern. The gain of
panel antennas, which are side mounted on towers,
for instance, are not affected by the tower
structure to the extent that it be of concern when
determining the antenna gain. A great majority
of FM antennas, however, are side mounted
omnidirectional CP antennas that interact
strongly with their mounting structure. In such
cases, there is no linear relation between the
antenna gain and pattern directivity. Presence
of the tower not only affects the vertical and
horizontal polarization patterns, it also affects
the power content in each polarization. This is
a natural consequence of near field proximity of
the tower to the antenna. An indication of such
strong interaction is a drastic change in the
internal impedance of the radiating CP antenna,
caused directly by side mounting the antenna.
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In this paper we establish the relation between
pattern directivity and gain in both polarizations
for such antennas. Before addressing gain, it is
necessary to clarify certain aspects of pattern
measurements of side mounted Omni-CP antennas.

PATTERN MEASUREMENTS IN OPEN RANGES

To measure the azimuth pattern of a side mount FM
antenna, the support structure must be accounted
for due to its complex interaction with the
Omni-CP antenna. In almost all cases a CP element
is mounted on a tower, which is of exact
dimensions to the actual tower and the combined
structure is positioned on a turntable. The
antenna is then operated in the receive mode in
the presence of a distant transmitting antenna. A
scale version of the antenna structure at higher
frequencies may also be used. However, such
measurements are not dependable unless every facet
of the structure is scaled. In most cases, such
detail scaling is prohibitive, due to costs
involved.

Figures 1, 2 and 3 show patterns of a typical side
mounted CP-FM antenna. Figure 1 is a horizontal
polarization pattern, normalized to its own
maximum. Figure 2 is the same for vertical
polarization. Figure 3 shows received voltages
for both polarizations normalized to the maximum
H-pol received voltage. It should be noted that
the difference between the level of the vertical
and horizontal maximum voltages is not necessarily
due to the antenna alone. In fact, it is partly
due to the difference in the ground reflection
coefficients of vertically and horizontally
polarized waves. This error that is introduced by
ground reflections in an open range, may be
corrected by using a cavity backed rotatable
dipole, which is positioned at the location of the
receiving antenna. By comparing the levels of the
received vertical and horizontal polarization by
this cavity, and subtracting it from that of the
main antenna, we arrive at Figure 4, which
indicates the true difference bewteen the levels
of V-pol and H-pol radiations. (See Appendix)
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GAIN OF SIDE MOUNTED OMNI-CP ANTENNAS

Before proceeding any further, let us clarify the
difference between the gain and directivity of an
antenna. Directivity is a measure of the
directionality of an antenna pattern. The more
directional an antenna is, the higher the
directivity. In broadcasting, when we talk about
directivity, we usually mean directivity in the
horizon plane. Directivities of Figures 1 and 2
are the ratios of the area of the circle containing
the patterns to the area, contained by the patterns
as is indicated by D in these Figures.

Gain on the other hand is a power ratio. More
specifically, it is the ratio of the maximum
radiated power of the antenna, to the maximum
radiated power of a reference antenna (in our case
an ideal 100% efficient dipole). In general,
directivity and gain are related by:

G =/‘1 x D

where: G = Gain
D = Directivity
M = Efficiency Factor

M is factor that accounts for antenna losses such
as mismatch losses, ohmic losses, aperture losses
and polarization losses. For example; An ideal
omnidirectional CP antenna has a directivity of 1
in both vertical and horizontal polarization,
however, the gain of this ideal antenna is 0.5.
For this antenna:

M =05

which in this case is the polarization mismatch
loss.

We may now go back to Figure 4. An interesting
characteristic of this figure is that the
horizontal polarization pattern has a higher gain
even though the directivity of the V-pol is higher.

Clearly, the presence of the tower has disturbed
the power split between the two polarization
components. To be more exact, the presence of the
tower has transformed the CP radiation to
elliptically polarized radiation with varying axial
ratio and polarization angles in the horizontal
plane.

At this point, an assumption that A4 = 0.5 would
clearly run into contradiction when computing the
gain of this antenna in H-pol or V-pol. The gain
of V-pol under this assumption would exceed the
gain of H-pol, while Figure 4 indicates the
contrary.

The question is then, how, given Figure 4, one
should determine the gain of the antenna in each
polarization? A short treatment of the problem is
given in Appendix A according to the results
obtained in this appendix; the gain figures for
each polarization is obtained using following
relations:

Dy + &Dy
and
Gv= Gu
X
where
o : Ratio of max H-pol to max V-pol
Dy : H-pol pattern directivity
Dy : V-pol pattern directivity
Gy : H-pol gain
Gy : V-pol gain

Certain aspects of these results are quite
interesting:

a) Note that the polarization mismatch loss is not
a constant (as is normally assumed), but is a
function of both V-pol and H-pol directivity. This
is a natural consequence of the strong interaction
between the tower and the antenna.

b) H = 0.5 only when:

K= Du
Dy

Under this condition, there is an even power split
on both components and the gain of one over the
other 1is primarily due to the difference in their
directivity. This will strictly happen only when
the tower is in the far field of the antenna and
does not interact with the antenna. The effect
of the tower in this scale is only a scattering
effect, however, because of the near proximity of
the tower to the omni element, the condition in
(b) rarely occurs. It is recommended in these
cases that the gain of the antenna be computed
using the above equations, in order to achieve an
accurate gain figure.

For instance, in the present example where:

D, = 1.5
D, =3.9
& = 0.92

We nave
6, = {0.92)(3.9)(1.5) =1.06
H =157 + (0.92)(3.9)

6, = 1.15

which are consistant with the relative levels of
the signals in the two polarizations, and yet quite
different from the gain figures obtained by,
erroneously, assuming &4 = 0.5. In the case of
H-polarization gain, the above result indicates a
difference of 307 between the actual gain of the
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antenna and what would otherwise be given as gain
by assuming M = 0.5. These results point out the
significance of tower-antenna interaction in
situations where an omnidirectional CP antenna is
side mounted on a tower or pole. Because of this
strong interaction, it is highly recommended that
all measurements on such antennas and towers be
carried out in full scale. This eliminates
ambiguities associated with an accurate
determination of gain at operating frequencies.

SUMMARY

In almost all situations where an omnidirectional
antenna is side mounted on a pole or tower, there
is a strong interaction between the tower and
antenna. Such interaction disturbs the antennas
CP-radiation and its gain in principal
polarizations. Due to these interactions, linear
relation between directivity and gain no longer
applies. To arrive at reliable gain figures,
we've proposed new expressions which take tower—
antenna interaction into account. A detailed
discussion of measurements and calculations related
to the subject, is presented in the appendix.

APPENDIX A

In this appendix, we explain, in steps, the
proposed technique in determining the gain figure,
in principal polarizations,of a side mounted
Omni-CP antenna. The first few steps explain the
procedure to elminate the range error from
measurements. Steps 4 through 6, give the details
of the derivation of gain equations.

Steps

1. Set a cavity backed (with rotatable dipole) at
the level of the antenna under the test. Measure
the relative transmission loss for vertical and
horizontal polarization normalize to vertical
polarization. C(Call it:

a RANGE

2. Measure the relative maximum powers in vertical
and horizontal polarization for the antenna under
the test (normalize to vertical polarization).

Call it:

3. Correct for the range error:
9(us)” Crap) - T &
and

g
o - 10 (@)
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4. Let DR horizontal polarization directivity

and
DV = vertical polarization directivity

then
G, =MD

g = 1, o,
where 4, and

for horizonta
respectively.

are the antenna efficiency factor
and vertical polarizations,

For an input power P; to the antenna:

- P (H-pol) = P D,
P, =8, (V-pol) = P} 1, D,
then
P 4P (00 JDE e o
Py " Dy
v

5. For an ideal CP antenna:
7t =1

Where we assume no ohmic losses. Further we
assume that #, and fy are normalized to the power
available to the antenna (do not include mismatch
losses). In other words 7 and 7, are polarized
mismatch losses. Y

Let us further define:

e g
(s
then
o =R D=
v
or
= O
R Dy
then .- "
and
7 R
v 1+R
6. And consequently:
o R
Gy = =~ Oy
- 1
Bg= TR D,,
or - ES T .
DH + & DV H



and

_ Gw
GY—-“—-

In the above equations
o is measured

Dy and Oy are computed by direct
pattern integration of the antennas.

In most cases of interest, the elevation pattern of
the element may be assumed to be close to that of
the dipole. In these cases, the azimuth directivity
is a good enough approximation to the actual

element directivity W.R.T. a dipole.
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THE NAB TEST CD—USE AND APPLICATIONS

Stanley Salek
National Association of Broadcasters
Washington, D.C.

The NAB Broadcast and Audio System Test CD provides
broadcast engineers with the means to quickly and conveniently
generate many of the electronic test signals commonly used in
the industry. Released in late-1988, the NAB Test CD is the
first test disc designed to extend beyond player evaluation, with
many of the provided signals intended to be useful in evaluating
several other devices and systems in the broadcast transmission
chain. Although useable with virtually any CD player, special
tracks are provided to allow rapid investigation of important
accuracy parameters of the player employed.

Introduction

The initial suggestion to produce the NAB
Test CD came from the National Radio
Systems Committee (NRSC), a joint NAB/EIA
committee that was reformed in 1985 to find
ways to improve the technical quality of AM
broadcast transmission and reception. The
NRSC suggested that a compact disc would be
the ideal medium to distribute the
specialized noise test signal required for
compliance verification to the NRSC-1 and
NRSC-2 AM technical standards. 1In addition
to this signal, it was felt that other test
waveforms could be included which would be
useful to broadcast engineers. After
several brainstorming sessions with a
number of industry engineers, a track list
was developed. The completed CD contains
99 tracks (the maximum allowed).

All signals on the CD are 100% digitally
synthesized, except for initial
announcement tracks 1 and 2. This means
the test waveforms are mathematically
perfect, within the 16 bit quantization
limit and 20 kHz bandwidth allowed by
compact disc specifications. Additionally,
many of the signals were recorded at or
near the maximum allowed CD peak level.
This yields the greatest signal to noise
ratio possible, nearly 100 dB on most
players. Therefore, care should be
exercised when using the CD, because
several of the provided high frequency test
signals can easily damage amplifiers and
loudspeakers due to overload. (Most
musical compact discs are recorded at a 15
or 20 dB lower average level to allow
transient peaks to pass without causing
clipping distortion.)
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To provide maximum flexibility, 257
separate test signals are "indexed" within
the 99 available disc tracks. Many players
support index indication as an integral
front panel display function. The use of
this function allows greater ease in
determining the location of test sequence
breakpoints found within several of the
tracks.

CD Player Performance Measurement

The first 13 tracks found on the NAB Test
CD are designed to assist the user in
confirming proper equipment setup and
player performance. Tracks 1 and 2 contain
voice announcements intended to assist in
verifying the player left and right output
channels have been correctly assigned and
phased properly. Tracks 3 through 13 are
provided to test specific elements of the
player employed. Several signals on these
tracks are recorded at seeming odd
frequencies, such as 1001 Hz, because they
are chosen to be at exact sub-multiples of
the 44.1 kHz CD sampling frequency. Exact
sub-multiple frequencies yield the best
possible performance from any given player.

Tracks 3, 4 and 5 provide sinusoidal 1001
Hz reference, 40 Hz low limit and 19,999 Hz
high limit signals respectively, recorded
at maximum disc level (referred to as 0 dB
hereafter), L=R. As viewed on a swept
oscilloscope, each of these signals should
be at the same peak-to-peak amplitude,
without noticeable distortion.
Additionally, maximum channel phase error
can be evaluated when track 5 is viewed on
an oscilloscope set up in X-Y mode.

Figure 1 shows the acceptable track 5
oscilloscope X-Y trace produced by one
player. Note the minimal phase error
(spreading) caused when this high frequency
track is played. The trace of Figure 2 is
produced by another player, playing the
same track under identical test conditions.
A severe phase error, approaching 90
degrees, is observed along with a widening
of the trace outline.



Figure 1. X-Y display of phase error,
dual D/A CD player (19999 Hz, track 5).

Figure 2. X-Y display of phase error,
single D/A player (19999 Hg, track 5).
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The reason for the major difference between
the two selected players can be explained
using the block diagrams of Figures 3 and
4. Figure 3 illustrates a simplified view
of the digital-to-analog (D/A) converter
section of the player exhibiting good phase
response when track 5 is played. The "DISC
AUDIO DATA" 1line, which consists of 1left

channel/right channel information
interleaved sequentially, is connected to
the wiper of a switch. This switch is

clocked back and forth between the inputs
of two separate D/A converters by the "L/R
CLOCK X 4" signal.

Generally, L/R CLOCK is defined as being
twice the disc sampling frequency (88.2
kHz), and is provided by control circuits
in the player. However, in this
arrangement, the L/R CLOCK and DISC AUDIO
DATA rates operate at four times their
defined rates, or 352.8 kHz and 176.4 KkHz
respectively (for each 16 bit data word).
This is known as an "oversampled" playback
system. During the L/R clock period, each
sequential left and right channel data word
is loaded into a separate D/A converter,
which converts the digital audio
information into an analog level. Once
each converter completes its task, another
set of switches, clocked by the L/R CLOCK
X 4 signal, divided by two, 1loads the
analog signals into sample and hold
amplifiers (sometimes called "deglitchers")
which "freeze" the levels until the next
audio samples are ready. Before exiting
the player as recovered audio, however,
identical low pass reconstruction filters
remove high frequency images (or aliasing

DIA
CONVERTER o7 o

SAMPLE/HOLD N\ LEFT AUDIO
AMPLIFIER - \ OUTPUT

GENTLE 30—80 kHz
LOW PASS
FILTERS

\

D/A SAMPLE/HOLD \ RIGHT AUDIO
___o/' O—» » -
CONVERTER AMPLIFIER OuTPUT

Figure 3. Compact Disc conversion system,
176.4 kHz conversion rate, dual D/A

converters (simplified).
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products) produced by the D/A conversion
process. Since an oversampled system is
used, these images fall above 88.2 KkHz
(half the 176.4 kHz audio data sampling
rate) . Therefore, relatively gentle and
easily designed low pass filters are
usually employed to remove these images.

The block diagram of Figure 4 illustrates
the conversion system utilized 1in the

player that produced the poor phase
response to track 5, as seen in Figure 2.
In a simpler and more conventional

approach, the DISC AUDIO DATA and L/R CLOCK
rates operate at 44.1 kHz and 88.2 kHz,
respectively. The audio data is converted
to an analog level segquentially, with a
single D/A converter. As each conversion
takes place, the recovered audio sample is
loaded into a sample and hold amplifier,
one for each channel. As in the previous
system, low pass filters are used to remove
high frequency images. However, these
images are present above 22.05 kHz (half
the 44.1 kHz sampling rate), and filters
with a much steeper attenuation
characteristic must be used. (The widening
of the trace outline in the photo of Figure
2, as noted earlier, is caused by the
inability of these filters to provide
adequate suppression above 22.05 kHz.)

Other than the complexity of required low
pass filters, the major difference between
the two playback systems is that the audio
information does not arrive at the sample
and hold amplifiers concurrently in the
system of Figure 4, causing the severe
phase error to occur. When used with
musical discs, this trade-off is thought to
be acceptable in players, and a
considerable cost savings can be realized
by minimizing the amount of hardware

L/IR

required. When used with the NAB Test CD,
however, this type of player is often
likely to contribute a greater error to
test signal accuracy. Fortunately,
virtually all CD players intended for the
broadcast environment employ the preferable
oversampling and dual D/A conversion
techniques.

Additional tracks in the player performance
section of the NAB Test CD include a
midband harmonic distortion test (3149 Hz,
track 6), frequency and 1level sweeps
(tracks 7 and 8), and high frequency
separation tests (tracks 9 and 10).

Figure 5. 100 Hz square wave, dual D/A
conversion player.

The 100 Hz sguare wave signal found on
track 11 can provide useful information
with regard to the guality of the player
low pass reconstruction filters and low
frequency response. The photo of Figure 5
shows the swept oscilloscope trace (as
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|
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LOW PASS
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|

SAMPLE/HOLD RIGHT AUDIO
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Figure 4. Compact Disc conversion system,
44.]1 kHz conversion rate, single D/A

converter (simplified)
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monitored at one of the player output
channels) of the track 11 square wave, as
played on a high quality dual D/A converter
machine. Note the minimum tilt of the
horizontal waveform portion, and the equal
minor ringing at all transition points.
The lack of tilt indicates the player can
reproduce very low frequency signals and
complex waveforms accurately. The small
amount of ringing is caused by the 20 kHz
band limitation of the compact disc player,
and its presence on all edges indicates the
low pass reconstruction filters are
designed for equal phase delay versus
frequency (i.e., have constant group delay
characteristics).

Figure 6 illustrates the result when the
same track is played on a low quality CD
player. The severe tilt, which distorts
the waveform's proper amplitude, is an
indication of poor low frequency response
in the player analog output amplifier. The
leading edge-only ringing is evidence that
the player reconstruction filters introduce
considerable phase delay at high
frequencies, and will distort complex
signal waveforms. Due to these errors,
this player would be suitable for use only
with sinusoidal single frequency test
tracks on the disc.

e | P

/

» >20mV

™

Figure 6. 100 Hz square wave, single D/A
conversion player.

The final two tracks in the player
performance section contain different forms
of silence that are used to evaluate the
ultimate signal-to-noise ratio of a chosen
player. Track 12 is called "infinity zero"
and consists of a silent track with all
digital audio bits set to zero. Oon most
players, the residual noise level on this
track should be 80 to 90 dB below the 1001
Hz reference of track 3. Track 13, known
as "silence+l LSB"™ is the quietest signal
the compact disc system can reproduce, and
consists of the least-significant digital
audio bit alternating at a 22.05 kHz rate.
This generally allows for a more realistic
reading of residual noise, since player
analog muting circuits are not activated.

Broadcast_System Test Signals

The remaining tracks on the NAB Test CD are
intended to be used in testing various
elements of broadcast or audio systems.
Tracks 14 through 29 contain common
discrete audio sine wave frequencies, all
recorded at 0 dB, L+R. They are provided
in ascending frequency order, and run from
20 Hz to 20 kHz, beginning with a 400 Hz
level reference. With each frequency
lasting for 30 seconds, they are useful for
manually sweeping tape systems, audio
amplifiers, or complete broadcast
transmission chains. Frequency response
and/or harmonic distortion checks can be
made at each frequency.

Track 30 provides SMPTE (Society of Motion
Picture and Television Engineers)
intermodulation distortion (IMD) signals,
consisting of two audio frequencies, 60 Hz
and 7 kHz, that are linearly mixed. When
this test signal is passed through a device
or system exhibiting nonlinearities that
cause IMD, the 60 Hz waveform mixes with
the 7 kHz wave, causing 60 Hz sidebands to
form around it. When these sidebands are
demodulated, the recovered 60 Hz component
can be related to a percentage of IMD.
Virtually all distortion analyzers that
include IMD functions will measure SMPTE
IMD.

Two types of SMPTE IMD test signal are
indexed onto track 30. The first consists
of 60 Hz/7 kHz sine waves mixed at the
typical 4:1 ratio for testing 1linear
systems. The second index provides these
same signals at a 2531 ratio for
characterizing composite FM systems. When
directly connected to the composite signal
path (without preemphasis, audio processing
or stereo generator in 1line), distortion
products can be measured directly at the
deemphasized output of an FM modulation
monitor. The insertion of deemphasis
converts the 1:1 ratio back to 4:1 for
measurement.

Tracks 31 through 36 contain tone pairs for
CCIF (International Telephone Consultative
Committee) IMD measurement. This method
uses a combination of two sinusoidal
signals of equal amplitude, separated in
frequency by 1 kHz. When passed through an
amplifier or other audio system under test,
nonlinearities will cause frequencies at
the sum and difference of the two input
frequencies to form. The amplitudes of the
residual sum and difference frequencies can
be related to a percentage of distortion.
Most analyzers, however, only measure the
difference frequency since it is always
found at 1 kHz.

CCIF IMD measurement has become popular in

the measurement of AM broadcast
transmission systems. It has been found
that this type of distortion often
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increases rapidly at frequencies above 10
kHz, causing difference products to distort
lower audio frequencies. Typically, the
cause relates to transmitters, matching
networks, and antenna systems that become
greatly non-linear at 10 kHz or more
removed from the carrier frequency of the
station. Several stations that have
employed the sharp filtering characteristic
of the NRSC-1 technical standard have
reported higher audio quality, even on
narrow bandwidth receivers. It is believed
that the removal of CCIF-type distortion
products is responsible for this perceived
improvement.

The NAB Test CD provides CCIF tone pairs
ranging from 3/4 kHz to 13/14 KkHz. The
photos of Figures 7 and 8 show time domain
representations of these lowest and highest
CCIF test frequency pairs, respectively.

Figure 7. CCIF IMD test signal, 3/4 kHz
(track 31).

Figure 8. CCIF IMD test signal, 13/14 kHz
(track 36).

Tracks 37 through 44 contain specific
Bessel frequencies for absolute FM system
modulation deviation calibration. Bessel
functions are mathematical equations that
can describe the amplitude and phase of the
carrier as well as the sidebands of any
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frequency modulated signal, given the
modulation index and modulating frequency.
At certain modulation indices, the carrier
amplitude goes to zero with all transmitted
power distributed at frequencies other than
the carrier frequency. This carrier null
phemonenom 1is useful as an extremely
accurate method for measuring frequency
deviation and to check the calibration of
modulation monitors.

The Test CD Bessel tone tracks provide the
exact modulating frequencies required to
assure the carrier will null at exactly
100% modulation for a given frequency
deviation. These include 82.5 kHz (FM
broadcast plus two subcarriers), 75 kHz (FM
broadcast without subcarriers), 50 kHz
(stereophonic television minus pilot and
subcarriers), 25 kHz (monophonic television
aural subcarrier), 10 KkHz (stereophonic
television SAP subcarrier), 6 and 4 kHz
(popular FM subcarrier deviations), and 3
kHz (stereophonic television PRO
subcarrier). The photo of Figure 9 shows
a spectral view of the carrier null caused
when an FM transmitter is modulated to 75
kHz using the 13,856.8 Hz Bessel frequency
found on track 38.
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Figure 9. Bessel carrier null, FM transmitter
modulated to +/-75 kHz (13856.8 Hz, track 38).

Track 45 provides a calibrated, indexed
phase shift between left and right channels
over a +/-360 degree range. This signal is
useful for checking phase integrity of tape
systems or broadcast audio chains. Phase
meters can also be accurately calibrated
with this test signal. All parts of the
signal are recorded using a 1 kHz sine wave
recorded at 0 dB. A 10 degree phase shift
is indexed every 5 seconds.

Tracks 46 through 50 consist of five
popular noise test signals, all recorded
first for 30 seconds L+R, then 30 seconds
L-R. 1Included is white, pink, USASI, CCIR,
and partial synthetic program noise. The
instruction booklet provided with the Test
CD contains a detailed description and



applications information for each of these
types of noise signals.

Special NRSC test signals are provided on
tracks 51 through 53. In addition to
calibration tones, track 53 contains the
ten minute pulsed-USASI noise test signal
defined by the NRSC for testing AM
broadcast transmission equipment and
systems. Two NRSC standards, NRSC-1 and
NRSC-2, make use of this signal. NRSC-1
uses the pulsed noise to verify proper
operation of NRSC-compatible audio
processing equipment, while NRSC-2 defines
maximum occupied bandwidth for AM broadcast
stations using NRSC processing. Figure 10
illustrates the block diagram of a typical
NRSC=-2 station measurement test
configuration. The NRSC-1 and NRSC-2
standard documents should be consulted for
detailed compliance measurement information
(available from NAB).

Tracks 54 through 61 contain commonly used
transmission preemphasis and deemphasis
curve functions, each swept at 10 separate,
indexed frequencies. These signals are
useful for checking complementary networks.
When a preemphasis curve is swept through
a complementary deemphasis network, a flat
response should occur. The same is true
for a deemphasis curve swept through its
corresponding preemphasis network.

The Test CD provides curves for NRSC AM
transmission, 50 microseconds (FM
broadcasting: Europe, Australia, etc.), 75
microseconds (FM, TV broadcasting: United
States, Canada, etc.), and 150 microseconds

Tracks 62, 63 and 64 contain precision
sinusoidal pilot and TV horizontal sweep
frequencies. Included is 19.000 kHz (FM
stereo pilot), 15.734 kHz (NTSC sweep/BTSC

stereo pilot), and 15.625 kHz (PAL/SECAM
horizontal sweep). The signals are useful
for testing receiver/monitor decoder

activation functions, as well as broadcast
encoding systems that synchronize to these
frequencies using phase-locking techniques.

Track 65 consists of the 25 Hz sinusoidal
tone used as a radio broadcast automation
transfer/stop tone in reel-to-reel tape
playback systems. This test signal is
intended to be used for troubleshooting the
tone decoders used in these systems.

Track 66 provides a test signal intended to
be used to check the phase linearity of a
device or system at 1low frequencies
compared to high frequencies. A 50 Hz
sinusoidal tone is mixed with a 15 kHz
sinusoidal tone, with the 15 kHz tone zero
crossings exactly aligned with the 50 Hz
zero crossings. When passed through a test
device, any shift in the zero cross
alignment indicates phase error in the
system. It should be noted that CD player
phase accuracy is critical for this test
signal to be useful, and the player should
be tested independently before this signal
is used to test other devices.

Track 67 contains a precision 20 Hz to 20
kHz frequency sweep, first swept in the L+R
domain, then L-R. The sweep rate is
accurately controlled to 1 octave per 5
seconds, to permit the use of logarithmic
in a chart recorder. This
allows the frequency response of virtually

TRANSMIT
ANTENNA/ARRAY

(FM ancillary subcarrier transmission scale paper
systems) .
co »  AuDio am
PLAYER PROCESSOR TRANSMITTER
TRACK

§3

RECEPTION
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SPECTRUM (NEAR FIELD)
ANALYZER/
SPLATTER
MONITOR

Figure 10. NRSC-2 compliance measurement (using
pulsed-noise signal of track 53).
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any amplifier or broadcast system to be
rapidly characterized.

Track 68 consists of an indexed level sweep
that provides a nmeans of precisely
calibrating level indicating devices, as
well as checking the dynamic range of audio
systems. A 400 Hz sine wave 1is recorded
L+R from 0 dB to -60 dB in precise 5.0 dB
steps, 5 seconds each.

Track 69 contains an indexed discrete sweep
of increasing frequency square waves, which
are all subharmonics of the 44.1 kHz CD
sampling rate. Due to the 20 kHz bandwidth
limitation of the compact disc systenm,
however, square wave frequencies above 1
kHz can only approximate the '"square"
shape. At 6300 Hz (the highest square wave
frequency provided on the disc), only the
fundamental and third harmonic can be
preserved. The photo of Figure 11 shows
the time domain response of the 501 Hz
square wave as reproduced on a high quality
player. The square shape begins to
disappear in the photo of Figure 12, when
the 3675 Hz square wave is played on the
same machine. However, its symmetrical
appearance indicates good phase linearity
in the playback system.

Figure 11. Square wave response, player only,
501 Hz (track 69/5).

Figure 12. Square wave response, player only,
3675 Hz (track 69/8).
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Sweeping these square wave frequencies
through a similar band-limited system, such
as a broadcast transmission chain, allows
simultaneous relative measurement of both
amplitude and phase errors versus
frequency. The oscilloscope trace photo of
Figure 13 shows the same 3675 Hz waveform
of Figure 12, but passed through a system
with considerable high frequency phase
error and poor low frequency response.

Figure 13. Square wave response, through test
system, 3675 Hz (track 69/8).

Very linear triangle waves provide a means
of testing AM transmitter modulator
linearity at various modulation levels.
Track 70 provides a 100 Hz linear triangle
waveform for this purpose. As viewed on a
swept oscilloscope trace (as shown in the
photo of Figure 14), the formed straight
edges and transitions of the diamond-shaped

modulation envelope should remain well
defined as the modulation level is
increased. Any bending or discontinuity

indicates a nonlinearity that could be
caused by weak modulator or final amplifier
tubes, a defective module in solid state
transmitters, or external loading problems.

Figure 14. AM carrier, triangle wave modulated
(by track 70).



Tracks 71 through 73 contain the most
commonly employed sine wave frequencies
used by wow and flutter analysis meters in
conjunction with magnetic tape recording
systems. The superior stability and
accuracy of these frequencies (3 kHz, 3.15
kHz, and 12.5 kHz), make them suitable for
use with in-house test tape generation
projects.

Track 74 contains all the DTMF (dual-tone
multiple frequency) tones commonly used in
telephone and broadcast remote control
systems. Supervisory tones, not commonly
found on telephone-type keypads, are also
included. Each tone pair is recorded for
1 second, followed by 2 seconds silence.

Also a dual-tone pair, the EBS (Emergency
Broadcast System) attention tone is
recorded on track 75. This signal is
intended to serve as a troubleshooting aid
for EBS decoding receivers and monitors.

Tracks 76 through 79 provide 400 Hz sine
waves with a calculated amplitude of second

harmonic frequency (800 Hz) added to
provide precise amounts of harmonic
distortion. The calibration of THD

analyzers can be verified with these test
signals which produce 0.1, 0.3, 1.0, and
3.0 percent THD respectively.

Tracks 80 through 95 contain specialized
signals that follow established test
procedures for PPM (peak program meter) and
VU (volume unit) meter testing as described
in IEEE, IEC and EBU standards documents.
PPM tests include precision level reference
and scale calibration tones, return time
tone burst, delay time test tone, threshold
test, and dynamic response tone bursts. A
VU tone burst response signal is also
provided. The reversibility-error signal
(as shown in the oscilloscope trace photo
of Figure 15), is provided to confirm that
PPM or VU meters do not lose accuracy when
asymmetrical waveforms are metered. This
signal 1is also useful for investigating
possible signal polarity inversions in
broadcast audio equipment chains.

Two modes of tone bursts are provided on
tracks 96 and 97 to facilitate testing of
dynamic systems, such as AGC amplifiers and
audio limiters. The action of attack and
decay circuitry in these devices can be
viewed on a swept oscilloscope by observing
the effect they cause to the provided
repetitious rectangular burst segments.

The final two tracks, 98 and 99, contain
tone bursts for peak flasher calibration in
FM modulation monitors. Until 1983, the
peak flasher characteristics of FM
broadcast modulation monitors in the United
States were governed by FCC Rule 73.332.
Since many monitors from that time period
are still in use, and new monitors continue

Figure 15, Reversibility-error test signal
(track 93).

to be designed by these guideilnes, the
specified calibration bursts are provided.

Summary

The signals contained on the NAB Test CD
are designed to provide the broadcast
engineer with a convenient method of
generating many complex as well as
commonplace test signals. User comment is
encouraged as to further applications for
this disc, as are suggestions for signals
to be included on future test disc volumes.
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ALTERNATE PRODUCTION OF GROUNDWAVE BY STRUCTURES
OF INHERENTLY LOW SKYWAVE POTENTIAL

Timothy C. Cutforth, P.E.
Vir James P.C.
Denver, Colorado

ABSTRACT
Since the earliest days
nighttime groundwave
limited by skywave
distant cochannel

of broadcasting
service has been
interference from
facilties. This paper
reviews the known characteristics of
groundwave propagation and describes
development and testing of a new
technology for producing groundwave by
structures having inherently low skywave
potential.

GROUNDWAVE AND ANTENNAS

The most important thing I want you to
understand from this paper is the fact
that groundwave is already independent of
skywave. It is only our traditional
antennas that link the two together.

SEPARATE GROUNDWAVE IS LONG RECOGNIZED

This fact that groundwave and skywave are
seperate phenomenon is best illustrated
by the observation that groundwave
continues along the earth's surface well
past the horizon while the skywave signal

departs the earth's surface at the
horizon. It is the fact that groundwave
continues after separating from the

skywave component at the horizon that
allows the AM broadcast band to have
coverage that extends beyond the horizon
in the first place. The original studies
leading to the development of the FCC
groundwave propagation curves recognized
the existence of a separate groundwave.
The familiar daytime propagation model
has a close-in zone where both the
groundwave and the free space wave of the
traditional vertical antenna coexist and
a zone beyond the horizon where only the
groundwave exists. The resulting
propagation graph was smoothed in by hand
in the transition region not specifically
fitting either part of the model. It has
long been known that groundwave and
skywave do exist separately at locations
beyond the transmitting site. Although
all of the common antennas used for
medium wave broadcasting to date have

GROUNDWAVE AND SKYWAVE FIG. 1

created both the free space skywave and
the ground wave simultaneously there is
no overriding reason why groundwave must
be the exclusive byproduct of the
creation of a skywave by an efficient
free space antenna conveniently located
near the surface of the earth. Since the
groundwave clearly exists separate from
the free space wave at other locations it
is reasonable that methods to create the
groundwave directly can be discovered
from basic priciples.

ESSENTIAL GROUNDWAVE CHARACTERISTICS

Groundwave travels as a current moving
along the surface of the earth and vyet
the resulting field is characterized as a
vertically polarized E field. With a
tower it 1is easily visualized that the
radial ground current 1is generated as a
reflection of the vertical current in the
tower. This is not the only way to
generate a radial ground current.

assumed that a vertical
necessary to cause the
vertically polarized groundwave E field
component but think for a moment... is it
necessary to have a vertical structure
nearby for you to receive the vertically
polarized groundwave on your field
strength meter located beyond the
horizon? Of course not! The traveling
ground current creates a moving H field
and because of the basic laws of field
physics the moving H field is accompanied

It 1s usually
structure is
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by a traveling E field and the
combination is our familiar groundwave.
The vertically polarized characteristic
of groundwave persists as the wave
propagates along the surface of the earth
without a vertical structure for its
propagation. Likewise there is no
compelling reason that there must be a
vertical structure present to initiate
the vertically polarized E field that
accompanies the traveling groundwave
current.

LIMITATIONS OF TRADITIONAL ANTENNAS

Since the beginning of broadcasting all
significant improvements in the
groundwave coverage for nighttime have

been based on reductions of skywave

radiation. Reduced skywave radiation has
been the result of either improved
vertical radiation characteristic such as

occurs with the 210 degree optimum
antiskywave antenna or from selective
phasing of multiple sources to cancel
radiation in a selected direction as is
commonly accomplished with the
directional antenna array. The real
problem is that all of these have started
with an inherently efficient free space
antenna. The existing technology has
allowed wus to reduce the free space
signal in one or more selected arcs of
interest. The potential for interference
still exists in all other directions.
With each additional station added the
protection of the previous existing
stations becomes more complex and
coverage potential for each new station
shrinks as the overall skywave background
level increases.
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GROUNDWAVE VERSUS ANTISKYWAVE

Traditionally we have started with a
vertical antenna with excellent skywave
potential and then tried to minimize the
skywave. I have taken the opposite
approach of exploring structures of
inherently low free space radiation
potential to discover how to create the
traveling groundwave currents without
simultaneously generating the pesky
skywave.

BASIC CRITERIA FOR A GROUNDWAVE ANTENNA
The basic criteria for

structure for analysis as
producer is

selecting a
a groundwave
that the structure have very

little potential to be a skywave
generator while still creating surface
currents in the earth. This has limited

my search to structures with minimal
vertical currents, and for the most part
to nonvertical structures. In order to
minimize the possibility of horizontally
polarized skywave being efficiently
created any horizontal currents should be
kept a small fraction of a wavelength
above the ground. When horizontal



current elements are a small fraction of
a wavelength above the ground the
horizontally polarized skywave fields are
largely canceled by the ground reflection
and reach their rather low maximum at
relatively high angles above the horizon.

SPECIFIC GROUNDWAVE PRODUCER TESTED

The one type of groundwave producer
specifically tested and analyzed to date
is a horizontal loop 1laid directly on the
surface of the earth driven with RF. The
first test involved a 15 m diameter loop
of insulated wire driven on the frequency
of 1.82 mHz. Although method of moments
analysis of this small 1loop over a
reflecting surface indicated the
potential fields produced should be on
the order of 0.0000001 mv/m at 1 km for 1
kW input this antenna measured about 1
mv/m of groundwave produced. This " is
about 140 dB greater than the free space
analysis would predict. Furthermore
doubling the size of the loop to 30 m in
diameter resulted in a measured 2 mV/m
for an easy 6 dB improvement on the first
effort.

Radial

Groundwave

FIG. 4

FURTHER TESTING ON BROADCAST FREQUENCIES

FCC authority was obtained in May 1988 to
make similar tests in the AM broadcast
band. The sites selected for these tests
were 1in a relatively isolated area of
rural Eastern Colorado. These tests were
conducted at two locations with widely
differing soil conditions to explore what
effect soil conductivity might have on
the ultimate efficiency. The tests were
conducted on frequencies of 540 kHz, 820
kHz, 1180 kHz, and 1570 KkHz to make it
possible to scale the physical properties
measured without constructing a large
number of antennas. Care was taken to
select the sites so as to be clear of
vertical structures. The tallest object
around was a power line on wooden poles
about 10 m tall along the road adjacent

to the each of the test sites. To
eliminate the possibility of
contaminating the measurements by

coupling the RF energy to power lines the
tests were done with battery or portable
generator power. The tallest part of the
test apparatus was the power generator
which was 1less than 1 metre tall. The
test antenna itself was less than 1 cm
tranvls.

DRIVEN LOOP ON GROUND

HORIZONTAL WIRE AND VERTICAL POLARIZATION

Of special note 1is the fact that the
measured field was definitely vertically
polarized even when measured a small
fraction of a wavelength from the 1loop.
This would indicate that the mechanism
for groundwave production is not the
familiar free space radiation of a loop.
A small horizontal loop should produce a
horizontally polarized E field 1in the
free space wave. The current in the loop
creates an intense near field magnetic
component which because of the close
proximity to the conductive earth causes
a current to flow in the earth at right
angles to the loop current. This results

in a current in the earth that is radial
from the center of the loop. This radial
current caused by the near field

induction of the loop current then
propagates as a groundwave.

Radial
Groundwave
i
i
Two Driven Loops on Ground FIG. 5

MEASURED RESULTS

The measured efficiencies peaked at about
20 mv/m per kW at 1 km at both sites for
the several sizes and configurations
tested but with different antenna sizes
having the best performance at the
different sites. The good soil site
reached its efficiency peak with a loop
size considerably smaller than the best
performing loop for the poor soil
conductivity site. The largest 1loop size
tested was 100 m in diameter which is no
larger than a typical radial ground
system. Multiple concentric loops of
slightly different diameter driven in
parallel with equal currents were found
to be somewhat more effective than a
single loop of similar diameter. 1In all
the tested configurations ranged from a
single loop to twelve concentric 1loops.
While 20 mv/m is still below the
efficiency needed for most applications
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this represents a 26 dB improvement over
the first proof of concept prototype
tested in the back yard.

FEEDPOINT AND RADIATION CHARACTERISTICS

Of special interest to broadcasters is
the fact that the driving point
resistance of most of the 1loops tested
have ranged from 30 to 250 ohms with
rather low reactance making matching for
the tests quite easy and noncritical.
Also note that the maximum signal
achieved was stable over about one octave
indicating that the new antenna
technology should lend itself to
extremely broadband application.

RECEIVING TESTS

Several times during the testing period
the setup time ran into night hours and
the test antenna was connected to the
external input of a Potomac Instruments
FIM-41 field strength meter. Using the
built in field strength meter antenna as
a reference for comparison it was clear
that the test antennas received the local
stations available by groundwave much
better than it received the distant
stations coming in by skywave. The
sensitivity to skywave signals was
consistently 20 dB worse than the
sensitivity to the more local groundwave
signals. From this it would appear that
the coupling to groundwave is at least 20
dB better than the coupling to skywave.
Since an incoming skywave signal
undoubtedly creates some measureable
traveling groundwave when it reaches the
earth it 1is 1likely that the wultimate
groundwave to skywave superiority for
transmitting may be far greater than 20
dB for this antenna configuration.

NONDIRECTIONAL NIGHT OPERATION
Any new antenna with 20 dB or more of

skywave suppression would dramatically
change night allocations. A 20 dB

suppression of skywave would allow an
omnidirectional groundwave equivalent to
1 kW nighttime for any station now
allowed a 10 watt nondirectional
secondary nighttime or postsunset
operation.
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FUTURE IMPACT

Although predictions of the future are
notoriously inacurate and the development
of direct groundwave antennas 1is still an
infant technology I will boldly attempt
to look into the future. 1 plan to
personally continue my research into
groundwave antennas and fully expect to
have a design that 1is within 10 dB of
present tower efficiency within the next
two to three years. At that time the
vertical section will be fully
documented. The antenna will allow
improved nighttime omnidirectional
operation for wuse by daytimers, secondary
fulltime facilities, and fulltime
facilities with deep nulls in populated
areas often using the present daytime
transmitter. As fulltime facilities
convert to groundwave antennas the
nighttime interference level will
decrease. Nighttime service areas will
increase nationwide. Ultimately as AM
broadcasting converts to groundwave
technology the AM allocations model will
reduce to a simple single fulltime model.
Fulltime coverage areas will be the same
as presently possible daytime. Critical
hours and nighttime skywave will no
longer limit service. The FCC groundwave
propagation curves may have to be revised
again to account for antennas with no
free space wave in the <close in region. I
expect long term research over the next
ten years to result in a perfected
groundwave antenna which 1is capable of
coupling most of the power now being
wasted in skywave into the groundwave for
as much as 10 dB superior radiation
efficiency over the present tower based
technology. Even neighborhood zoning
will be touched when towers disappear as
unnecessary for AM broadcasting.



AM DIRECTIONAL ANTENNA TUNING,
NEW METHODOLOGY, NEW TOOLS

Edward A. Schober, P.E.
Radiotechniques Engineering Corporation
Haddon Heights, New Jersey

Abstract

AM dircctional tuning is a labor
intensive opcration relving on
mcasurement techniques, and methodology
developed in the 1920°s. The need to tune
AM arrays precisely is greater now than
ever before.

Many antenna  systems  are  in
operation with pattern nulls adjusted for
minimum ficld intensity, where  the
authorization, or the potential
authorization permits a substantial signal.
When the antenna svstem of a station was
installed in the 40's, SO0's, 60's or 70s, there
may have been no consideration to
antenna performance in the pattern null
arcas, now these arcas mav be denscly
populated and suffering with low signals,
and distorted signals.

Phase shift networks must operate
at  or ncar the design shift,  and
transmission lines must be matched.
Unfortunately, the real world rarely gives
an antenna system  which 18 as  the
computer predicted. Tt is all too casy.
using conventional methods of adjusting
an array (o tunc the system to mect FCC
requirements, and be far from the antenna
system design paramcters.

The results of mistuning an array
are pattern bandwidth limitations. poor
transmitter load impedance. and high
power losses duc to cxcessive circulating
current, and over stressed components
subject to carly failure.

An alternative methodology  for
initial tuning using only a medium power
portable signal source, the station antenna
monitor, direct rcading VSWR and Power
meters, and a portable plug in phase meter
is described.

Final tuning may be accomplished
by a rcal-time multi point per radial
talkdown procedure using two way radios.

The mcethods described in  this
papcer represent a direct method for tuning
antenna svstems more accurately in less
time than presently achievable.  This is
particularly beneficial in minimizing the
amount of off air time for station
rchabilitation, and in controlling costs in
tuning an antenna system.

Theorctical Paticrn Paramecelers

Each dircctional antenna system
consists of a number of vertical radiators.
The FCC construction permit specifics a
ficld ratio. phase, height, and location for
cach tower. The initial task is to establish
the desired ficld vectors from cach tower
basced upon the design, and computer
model of the antenna system.

Traditionally, this has  been
accomplished by sctting cach branch of
cach nctwork to the calculated values of
impcedance called for in the design of the
phasing svstem. Unfortunately, stray
inductance. capacitance, and variations in
the antenna impedance from the predicted
value conspire to make this route very
circuitous.  The values measured by a
bridge for branch values are not able to
closcly predict actual operating values,
particularly at the high end of the band
where lead length adds inductance, and
stray capacitance shunts cach node'. The
requirement of the tuning process at this
stage 18 to produce the desired field
vectors with cach network adjusted to
target phase shift, with all lines matched
(provided that the design intends line
match).

An alternative to the traditional

1989 NAB Engineering Conference Proceedings—97



approach is to divide the system into
subsystems. The first subsystem is the
phasor itself. Assuming that the phasor is
designed to operate into matched lines, the
casiest way to set up this large section of
the system is to conncct the station
antenna monitor in place of the antenna
fced lines, and feed the common point
with a low power transmitter or gencrator.
When the antenna monitor reads the
desired voltage output ratios, determined
by the predicted power distributions, at
the appropriate phase angles for the
output terminals, this building block is set.

Several “helps™ are available in
getting the networks at the desired shifis.
Zero degree series L-C networks mav be
shunted by a heavy clip lead, full T
nctworks may be checked by connccting
the antenna monitor at the power divider,
then connecting the T network., and
terminating the monitor at the output of
the network. By adjusting the T network
for the same voltage ratio. and the desired
increase (or decrease) in phase, across the
the network then the network is known to
be adjusted to design. When all networks
in the phasor have been adjusted in this
manner, no changes should be made in any
phasor adjustment ¢xcept common point
match until all lines arc adjusted. and
antenna parameters arc within a few
percent or degrees of design values.

Transmission lines are an important
building block. Line lcngths may be
measured with a bridge by finding the
frequency at which the reactance of an
open linc is sero, and the resistance is
very low. The line is an electrical quarter
wavelength at the lowest frequency this
occurs. The frequency for three quarter
wavelengths should be calculated. and the
line should be checked at this frequency
for a similar impedance. This simple
check should be undertaken for both
sample and transmission lines, as it will
discover crrors in length, or faults in the
lines before conducting a wild goose chase
for problems in the rest of the system.

The antenna tuning units require
the most finesse in adjustment under this
system. Each network mav be adjusted by
“eye” or by using the conjugate impedance
method initially.  The conjugate match
method consists of connecting a 50 Ohm
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resistor at the line input, adjusting the
shunt arm (0o the design value of
impedance for the network, and measuring
the impedance at the antenna terminal of
the tuning unit. The series arms are
adjusted 1o produce the conjugate
(calculated resistance, and opposite sign
but same magnitude of reactance) of the
predicted antenna operating impedance.

The system is then interconnected,
and the antenna coupler with the greatest
operating power is adjusted for good
VSWR (better than 1.5:1). The adjusted
phase shift should be established by
mcasurements  cither directly, or by
calculation from the currents in the three
branches of the network. Once the match
i~ cstablished at the high power (not
necessarily high ficld) tower, then the
same procedure is repeated at the next
lower power tower, and so on for cach
tower in the svstem. When an array is
close coupled (high RSS/RMS ratio), built
with particularly tall (over 125 degree) or
short (less than 75 degree) towers, then it
will usually be necessary to “touch up” the
match and phase shift of the higher power
towers. “Touching up” will be less likely
to be required if the lower power towers
initially are adjusted with antenna phase
in the target quadrant.

Once all towers are adjusted within
a few percent of desired field and a few
degrees of desired phase, and the match
on all tower fced lines intended to be
matched are adjusted for good VSWR,
then the phasor controls may be adjusted
for final trim. Each control should be
checked to determine sensitivity of the
control, and the common point network
should  be  adjusted  for the target
impedance.

Ficld Adjustment

The array 1s now ready for field
adjustment. Adequate non-directional data
for null, minor lobe, and center of major
lobe  radials  must be available to
determine the Non-directional radiation at
these bearings, and for several points
between  3-6 miles from the station
(further for low end stations). Target DA-
ND ficld ratios should be calculated for
cach radial For ecach radial the
theoretical field intensity variations with



$% and 3 degree variations should be
calculated and charted 10 show cxpected
null variations with adjustment.

As many ficld technicians as are
available with two wav radios. ficld
mcters and maps should be dispatched 1o
as many radials as possible. They should
station themselves at previously mceasured
non directional locations. An initial
measurement should be taken as reference.
Each phasor crank should be adjusted in
order 1/2 turn, clockwise, the antenna
paramcters noted, and the ficld ratio
calculated for cach mcasurement location.
The crank should be returned 1o its
original position, and the next crank
adjusted.  paramcters  logged.  and
directional ratios noted until cach control
has been adjusted. and returnced 1o its
original position. The ficld technicians
arc  then  dispatched 1o a  sccond
mecasurcment location on the same radial
The same crank adjustment. and logging
procedurc i1s repeated for these new
locations. If the DA-ND ratios arc the
same for both points on a radial for cach
of the adjustment conditions, then cither
point may be initially considered a “good”
point for the radial. If the ratios are
differcnt, or vary in a different way with
adjustment, then additional measurement
locations on the radial must be tested.

Once the antenna  adjustment
matrix is complete, the system is checked
to make sure that the changes in measured
field intensity correspond with the array
adjustments predicted. The information
predicted by the theorctical calculations,
and the adjustment matrix are analyzed
together, along with viewing a pattern plot
of the target paramecters (as corrected for
monitoring offsets) to assure that no
unintended nulls are gencrated in the
array. A new  set of  crank
positions/antenna parameters are chosen to
closer approximate the desired parameters.
If antenna parameters are 10 be used as a
guide, then the cranks should be adjusted
to bring in the paramcters by halves, ic,
cach paramecter should be adjusted only
half way from its present value toward
the target, then all other values should be
restored to the original value. and then
the paramcter should again be adjusted
3/4ths of the way to the target and the
other paramcters restored. This procedure

1s repeated untib the value is essentially at
the target.

If a radial does not produce a
consistent ratio from point to point, then
there mav be reradiation from external
sources which mayv have to be detuned, or
perhaps the radial may have to be
adjusted _using the “Silliman Talkdown™
method . The method of adjustment
described above utilizes a simplified and
stripped down version of the Silliman
procedure for all radials to attempt to
bring the inverse ficld intensity to a value
as close as possible to the target, without
exceeding the standard pattern limits.

1t should be noted that the field
intensity measured from a directional
antenna  at as much as 6 - 7 miles
awav may be somewhat higher or lower
than that predicted by the conventional
far ficld “theorctical”™ pattern of an
antenna. For systems with tight nulls, and
large antenna dimensions, there are errors
duc 10 parallax, where the phase distance
to cach radiator i1s not the same as that
assumed in the far ficld case, causing a
“phase crror” in the summation of field
intensity  at cach specific measurement
location. Additionally. when off the end
of an antenna array, the distance from the
closest tower to the monitor location is
less than the distance from the furthest
towcer in the arrav. The attenuation of the
radiation from the closer tower is less
than the attenuation from the further
tower, appearing to upset the ficld ratios,
while the antenna system may be properly
adjusted. There are several ways of
compensating for this effect utilizing
correction factors for each measurement
location.

Documentation

Once the antenna  system s
adjusted. the full set of mecasurements of
ficld intensities must be collected, and put
into presentation form for the license
application to the FCC. The difficulty in
making this happen is greater today than
cver before. The number of technicians
regularly employed in AM broadcasting is
at an all time low. We must be able to
cmploy relatively inexperienced people to
conduct the mecasurements, collect the data
and checkh 1t for crrors so faulty data
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taking can be spotied before too much
work must be thrown out. The biggest
problems come from: 1. Failure to log
date, and time correctly. 2. Miscalibration
of the ficld intensity meter in arcas with
strong fields. 3. Tuaking rcadings at too
great an interval, or not complcting
radials. 4. Misrcading the multiplving
factor of the mceter. 5. Inadequate point
descriptions. 6. Losing data sheets, or
forgetting to do some radials.

These problems can be alieviated to
some extent by training, but the use of
printed operator instructions, clecar field
sheets with cach required entry made only
once and a “no blanks™ policy decrease the
number of initial errors. Once the data
arc taken, then the entry of the data into
an computer database program which
permils ongoing analysis of the data by
sorting all data by opcrator. date, and
time, or by date, and ume to spot
otherwisc not apparcnt crrors in logging.
The program will also evaluate the radials
for standard deviation of the data to spot
obvious errors in the values, and make
interim cvaluation of the mceasured ficld
of cach radial before all data are in.

When the antenna system s being
adjusted 1t is essential 1o keep track of the
steps of adjustment, and interim readings,
as well as crank numbers at cach of the
various stages of adjustment,

Tools

The tools of the trade have
changed with this method of adjustment
of AM antenna arravs. The old low power
bridge 1s rarely usced. supplanted by the
operating impedance bridge. useful for
measuring operating impedances, and line
match.

The computing true VSWR meter is
a particularly useful device. Line match
mayv be continuously monitored. and the
indications ar¢  independent  of  the
operaling power.  This s particularly
important in  the carly  stages  of
interconnected sctup, when the common
point impedance varies, causing the
operating power to change significantly.
The unit in use at Radiotechniques is
manufactured for Amateur Radio use. and
a simple modification of the coupler
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permits it to work through the AM band.
It also indicatles power level, which shows
how close the power distribution is to the
theoretical values.

Frank Colligan uses a special
antenna monitor _which includes a small
VHF transmitter * to be able to keep track
of the antenna parameters while at the
antenna couplers. The techniques used at
Radiotechniques include the use of a
portable battery powered antenna monitor
which can be connected to the sampling
svstem, clip on current probes, or a
reflectometer. The unit is designed to
operate with high sensitivity for low
power lesting, and is of the
superhctrodyne type to reject interfering
signals picked up by the antenna system
under test. When the unit is connected to
clip on current probes, it indicates current
phase shift across a network, when
connected to a reflectometer, it provides
the magnitude and phase of the reflection
cocfficient providing a "no null” bridge
replacement.

Another invaluable set of tools in
use at Radiotechniques are a set of large
vacuum variable capacitors in insulated
cascs with calibrated dials and clip leads,
and rotary inductors with clip leads.
These permit continuous adjustment of
componcent values in antenna couplers
under power.

A modified Yaesu FT-757 Amatcur
transcciver permits tuning of the antenna
svstem at the modest power levels of 20-
30 Waltls, providing cnough signal to drive
the low power antenna monitor, the VSWR
mceter. and other instruments without
posing the potential hazard of using the
station transmitier whether adjusted for
low power or not When operating
through a 3 db pad. the Yaesu will
operate steadily, independent of common
point  impedance  variations  during
adjustment.

In spite of the new technologies in
adjusting an antenna system, there are still
many pitfalls in tuning an antenna system.
The most important is that the station
must be constructed to comply with the
phvsical and clectrical requirements, as



well as to comply with the pattern
performance requirements. When a station
is newly constructed it is essential that the
details of construction have been properly
implemented.

If a station has been constructed
with errors, or the antenna cquipment is
in poor condition, the ¢ngincering expense
in rectifying the problems can exceed the
enginecring expense of tuning the antenna,
and conducting the proof. Examples of
problems c¢ncountered by myself and by
my associates upon arrival at a station
include:

Towers not properly oriented with
respect to truc North

Sampling system corroded causing
intermittent readings

Guy insulators cracked causing
drifting in wet conditions

Deteriorated ground system

Antenna couplersinstalled at wrong
tower bascs

Antenna feed lines cut to wrong
length

Intermittent antenna monitor
Tower basc insulator shorted
Tower base insulator full of water
Variable phasor coils shafts scized

Loosc phasor counter dials and
knobs

Control  of  pattern  switching
miswired

Sampling system not installed
Transmitter defective

Contractor  left with  antenna
coupler kevs

No power in transmitter building

Phasor installed at tower base with
no provision for connccting antenna

monitor, or
cquipment.

powering  test

Old shielded type sample loops full
of water.

Differecnt  types of  Toroidal
Samplers at bases.

These problems should have been
resolved during the construction phase. A
consulting engineer should be involved at
lcast by phone in the planning and layout
stages to be sure that the facilities not
only comply with the authorization, but
provide for the opcrational neceds of the
proof.

Managements of stations require
that the rebuild of the facilities interfere
with station operations only minimally.
Onc job required that all low power
adjustments, and off air periods were
between 2-5 AM on Saturday nights. If
pushbutton non-directional operation from
two different towers in the array was not
available, the job still would not be
complete.

‘onclusion

The tuning of AM directional
antenna svstems is more straightforward
than previously due to a new systems
approach to the adjustment. The patterns
may be more closely adjusted to the
desired pattern shape, and the system can
be more accurately adjusted to the design
paramecters. In order to achieve the best
performance from any design of an
antenna svstem, it is essential that the line
match, power divider adjustment, and
individual nctworks be adjusted to the
design paramcters, and not to some
arbitrary value which will meet FCC
muster.

The costs of tuning systems have
decreased in some ways due to the
improvement in methods, but the shortage
of local technical personnel can make the
human intensive portion of the process
more difficult than in ycars past. It is
more difficult to properly construct, and
complcte the field measurements today
due to this shortage.

The performance of directional

1989 NAB Engineering Conference Proceedings—101



antenna systems today can be much better
due to improved design, but more
importantly by being adjusted to the
design parameters, instead of to values
which simply meet the FCC requirements.

1. Colligan, Frank, A _ New and Systems Oriented Method of
Directional Antenna Tuning, IEEE Transactions on Broadcasting,
March 1988, p 63

2. Colligan, Frank S., A Talk-In Procedure for Critical A.M,
Directional Antenna Adjustment, IEEE Transactions on Broadcasting,
Vol BC-26, June 1980, p 17.

3. Colligan, Frank, Antenna Monitor Telemetered Data Memory as an
Adijustment and Maintenance Tool for A.M. Directiopnal Antenna
Systems, IEEE Transactions on Broadcasting, Vol BC-30 Number 4,
December 1984, pll7

102—1989 NAB Engineering Conference Proceedings



DIPLEXER DESIGN: Q-MATCHING TECHNIQUES

Jerry M. Westberg
Westberg Consulting
Quincy, lllinois

Abstract

Many radio stations are considering
diplexed systems because the costs of
constructing a new site are higher than the cost
of diplexing. Diplexing eliminates the need and
cost of a separate tower, ground system,
transmitter building, and site. To take
advantage of the cost savings, a diplexer is
required.

The Q-Matching technique is a method for
choosing the value of each component to provide
a diplex system with optimized bandwidth
characteristics. It is the purpose of this
paper to demonstrate the Q- Matching
optimization technique that will minimize the
effect the traps have on the bandwidth of both
stations. At the same time, this technique will
generally iucrease the isolation between the two
stations over other designs.

Introduction

A diplexer is a set of traps that will
allow the operation of two frequencies on the
same antenna. Figure 1 shows a schematic
representation of a diplexer. Although all
parts are not necessary in every case, there are
basically 5 parts to a diplexer.

The Antenna Coupling Unit (ACU) is used to
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FREQUENCY
INPUT ANTENNA  ——————=1
RESONATOR | MAIN TRAP |
= Do === 1 * |
| ACU I JAUX TRAP| [} |
L B
1 l [ ] bl —— el
| i [
H 1
A ]
| - |

LOW FREQUENCY SIDE

match the impedance of the antenna to the Z_ of
the transmission line. There are two ACUs; one
for each frequency. Their design will not be
discussed.

The Auxiliary Trap is used to further
attenuate the reject frequency. It provides a
high impedance to ground at the pass frequency
(on the order of 10K ohms) and a low impedance
to ground at the reject frequency (on the order
of 1 ohm). There is one Auxiliary trap for each
frequency.

The Antenna Resonator is a coil if the
impedance at that point is capacitive, and a
capacitor if the impedance is inductive. It is
used to bring the impedance to the point where
the Auxiliary Trap will be connected to the
circuit close to resonance. This near resonance
condition is necessary when employing the
Q-Matching technique. There may be one antenna
resonator for each frequency.

The Main Trap is used to attenuate the
reject frequency. It provides a high impedance
at the reject frequency (on the order of 10K
ohms) and a low impedance at the pass frequency
(on the order of 1 ohm). There are two Main
Traps in a diplexer, one for each frequency.

The Diplex Point is where the two signals
first come together. The impedances at this
point are what is used in the calculations of
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Figure 1 - Diplexer Schematic
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stresses and Qs, for the trap circuitries. It
is desirable to have the branch point impedance
at each frequency to be close to resonance.
Also, it is desirable for the parallel
resistance to be somewhere between 50 and 200
ohms. Each Main Trap stores energy at the pass
and the reject frequency. These criteria will
provide enough series resistance so the Main
Trap's Q will not be too high at the pass
frequency. Also, a parallel resistance of 50 to
200 ohms is not too high so the Main Trap's Q
will not be too high at the reject frequency.

To aid in providing an improved impedance at the
diplex point, a prematcher may be used. It
consists of a combination of coils and
capacitors which will make the diplex point
impedances better at both frequencies. There is
no set way for designing a prematcher, but an
example will be given later in the paper to
demonstrate its purpose.

Filter Classes

There are four different types of notch
filters or traps that are generally used in the
design of diplexers: two Main Trap types and
two Auxiliary Trap types.

Figure 2 shows the two types of Main Traps.
The first, which will be referred to as the
Series Main Trap, consists of a coil and
capacitor in series resonance at the pass
frequency. Also, a third component is placed in
parallel with the series combination of the
first two. The third component is in parallel
resonance with the series combination of the
first two components Cl and Ll at the reject
frequency. The third component is a capacitor
if the reject frequency is higher than the pass
frequency and is a coil if the reject frequency
is lower than the pass frequency.

of the first two. The third component is in
series resonance with the parallel combination
of the first two components Cl and L1 at the
pass frequency. The third component is a
capacitor if the reject frequency is higher than
the pass frequency, and is a coil if the reject
frequency is lower than the pass frequency.

Figure 3 shows the two types of Auxiliary
Traps. The first, which will be referred to as
the Series Auxiliary Trap, consists of a coil
and capacitor in series resonances to ground at
the reject frequency. A third component is
placed in parallel with the series combination
of the first two. The third component is in
parallel resonance with the series combination
of the first two components Cl and L1 at the
pass frequency. The third component is a
capacitor if the pass frequency is higher than
the reject frequency, and is a coil if the pass
frequency is lower than the reject frequency.

The second Auxiliary Trap type which will
be referred to as the Parallel Auxiliary Trap,
consists of a coil and capacitor in parallel
resonances at the pass frequency. A third
component is placed in series to ground with the
parallel combination of the first two. The
third component is in series resonance with the
parallel combination of the first two components
Cl and Ll at the reject frequency. The third
component is a capacitor if the pass frequency
is higher than the reject frequency, and is a
coil if the pass frequency is lower than the
reject frequency.

Component Values

In this section the equations for the
component values of each type of trap will be
given. Each trap component is defined when the

ANTENNA P ANTENNA
—
PREMATCHER [ ] PREMATCHER
THIRD  COMPONDNT ’
f___{::}____I DIPLEX POINT .. OIPLEX POINT
PASS FREQUENCY — -l ——— REJECT FREQUENCY PASS FREQUENCY *—D—‘[::ﬂ—{{f—— REJECT FREQUENCY

SERIES MAIN TRAP

PARALLEL MAIN TRAP

Figure 2 - Main Trap Types

The second Main Trap class which will be
referred to as the Parallel Main Trap, consists
of a coil and capacitor in parallel resonances
at the reject frequency. A third component is
placed in series with the parallel combination
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component Cl is chosen and the frequencies are
known. In the equations below, W will be the
radian frequency of the lower frequency. HH
will be the radian frequency of the higher
frequency. F will be the ratio of the low
frequency to the high frequency.
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Figure 3 - Auxiliary Trap Types

wL =2xPlx FL where FL is the low frequency
UH =2xPlx FH where FH is the high frequency

F = FL / FH F is the frequency ratio

Refer to Figures 4-7 on pages 4 and 5 for a
schematic drawing. The equations for the
components of each type of trap are given below.
Series Main Trap Low Frequency Side

2
LL = 1/ (W " x CD)
C2 = (Cl x FZ) /1 - F2
Series Main Trap High Frequency Side
Li= 1/ G oxcn)
L2 = (1-°F% (wL2 x Cl)
Parallel Main Trap Low Frequency Side
LL=1/ (wH2 x Cl)
cz=cix(1-F¢)/F’
Parallel Main Trap High Frequency Side
LL =1/ (WLZ x Cl)
2 2
L2-1/[(wH - W) xcCl)
Series Auxiliary Trap Low Frequency Side
L= 1/ Gt xcn
L2=(1-F2)/(\JL2xC1)
Series Auxiliary Trap High Frequency Side

LL=1/ (wL2 x Cl)

c2 = (¢l x F2) / (1

]
=y
~

Parallel Auxiliary Trap Low Frequency Side
LL =1/ (wL2 x Cl)
L2 =1/ [(wH2 - wLZ) x Cl}
Parallel Auxiliary Trap High Frequency Side
LL =1/ (wH2 x Cl)
cz=cl x(1-F%)/F

Bandwidth of Diplex System

It will be shown that different choices for
the component Cl will affect the Loaded Q of the
trap at both frequencies, thus the bandwidth of
the system. Loaded Q is defined in the usual
way. The equation for the Loaded Q is given
below.

Loaded Q = (2 x PI x MSE) / DE

where MSE is the maximum stored energy and DE is
the energy dissipated per cycle.

Consider the Loaded Qs for a Parallel Main
Trap on the high frequency side. The Loaded Qs
are as follows.

QL = RPL x WL x Cl

QH = (WH x L2 x QM) / RH

where RP. is the parallel resistance of the
diplex point at the low frequency, R is the
series resistance of the diplex poin% at the
high frequency, and QM is the Q multiplier.

If a substitution for L2 is made, the
second equation becomes as follows.

2 2

QH = (UH x QM) / [RH x Cl x (WL - WH )]
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Figure 5 - Parallel Main Trap
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Figure 6 - Series Auxiliary Trap
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Figure 7 - Parallel Auxiliary Trap

Note that Cl is in the numerator for the
equation for Q but in the denominator for the
equation for Q,. This means that as Cl gets
smaller, Q gets smaller, and QH gets larger.
Also as Cl gets larger, QL gets larger, and Q
gets smaller. Therefore, in this case, if Cl is
chosen to be relatively small, the stored energy
in the high frequency system would increase,
thus negatively affecting the bandwidth. Also
if Cl is chosen to be relatively large, the
bandwidth of the low frequency would be
adversely affected.

One solution to the problem would be to
choose a capacitor such that the Loaded Q for
each frequency is the Same. This could be done
by setting QL equ91 to Q, and solving for Cl.
For this case, Cl” would be as follows.

2 2 2

Cl =(WHxQM)/[RPwa x Ry (g™ = %) 1

L H L

This design method for choosing Cl will be
referred to later as the standard design. When
the Q-Matching technique is discussed, it will
be shown that this is not the best solution for
Cl.

Unloaded Q and Rejection

To estimate the isolation that a Main Trap
will produce, it is necessary to calculate its
parallel resistance at the reject frequency.
This parallel resistance will be called the
reject resistance (using the symbol RR) to avoid
the confusion with the parallel resistance of
the diplex point. The magnitude of this reject
resistance is generally on the order of 10 K
ohms. The reject resistance is a function of
the Unloaded Q (Q, ) of the coil. The Unloaded Q
is the ratio of tge reactance of the coil and
its resistance. Unloaded Qs of coils used for
diplexers are typically between 200 and 800.

To estimate the isolation that an Auxiliary
Trap will produce, it is necessary to calculate
its series resistance (RS) to ground at the
reject frequency. The magnitude of the series
resistance is on the order of 1 ohm. The series
resistance is also a function of the Unloaded Q
of the coils used in the trap.

Loaded Q and Rejection

The isolation that a trap will produce is
also a function of the Loaded Q of the trap at
the pass frequency. It was shown earlier that
the Loaded Q of a Parallel Main Trap on the high
frequency side could be expressed with the
following equation.

2

=]

2
Q = (WH x QM) / [RH x Cl x (wH - W
The reject resistance of this trap is W x
LL x Q.. If a substitution is made for L1, khe
reject resistance for a parallel trap on the
high frequency side would be as follows.

RR, = Q / (wL x Cl)

[t can be seen by inspection that if Cl is
small, the Loaded Q of the trap and its reject
resistance are high. This means that the higher
the Loaded Q of the trap, the better the
rejection of the trap.

Q,, 1s not constant for all coils. As the
inductance of a coil increases, its Q will
generally increase. For the above example, the
reject resistance would increase faster than
1/Cl as Cl gets smaller.
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Q-Matching Techniques

In the previous sections it was shown that
the Loaded Q of a Main Trap affects the
bandwidth of the system and its rejection
resistance. 1In this section the Q-Matching
technique will be discussed. To assist in the
understanding of the Q-Matching technique,
several circuits will be analyzed.

Consider the circuit in Figure 8. The
circult has a Loaded Q of 4 and produces a
1.083:1 VSWR at the 10 kHz sideband frequencies.
Compare this to the circuit in Figure 9. This
circuit has a Loaded Q of 8 but produces a VSWR
at the 10 kHz sideband frequencies of only
1.006:1. The circuit in Figure 9 contains two
parts. The first part is a series network with
a Loaded Q of 4. The second part is a parallel
circult with a Loaded Q of 4. This circuit,
which has a Loaded Q of 8, Is producing VSWRs of
the same magnitude as a series circuit with a
Loaded Q of .32.

FREQUENCY = 1 MHz
Q=4

J200 —J200
—JTTTTTITL 1t
31.831 UH .000796 UF
50
Figure 8

VSWR at the 10 kHz Sideband
Frequencies is 1.083:1

FREQUENCY = 1 MHz
Q=28

4200 -J200
LOTTITM

+#
31.831 UH .000796 UF

1.989 UH 012732 UF 50

i Rl

Figure 9
VSWR at the 10 kHz Sideband
Frequencies is 1.006:1

Equivalent Q (Q_.) of a circuit or system
will be defined as tEe Loaded Q of a series
resonant circult which produces the same VSWRs
at the 10 kHz sideband frequencies as the
original circuit. The equation for equivalent Q
is given below.

R A .02) x [SQRT(VSWR) - 1 / SQRT(VSWR)]

Where FC is the carrler frequency in MHz.
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The circuit in Figure 9 would have a Q_ of
.32 and a Loaded Q of 8. By making the Loaged Q
of the series part of the circuit equal to the
Loaded Q of the parallel part of the circuit,
the Q. of the circuit is much lower than the
Loadeg Q. This technique of reducing the QE of
a circuit in this manner will be referred to as
Q-Matching.

Table 1 below shows the degree to which the
Q. of a series resonant circult could be reduced
by adding an additional parallel circuit of the
same Loaded Q. This table is for 1 MHz. To
adjust this table for different frequencies,
multiply each column by the new frequency in
MHz. For example, a circult with a Q of 10
could be reduced to a Q. of 1.96 at 1 MHz. At
.5 MHz a circuit with a Q of 10 (20 x .5) could
only be reduced to 3.72 (7.43 x .5).

TABLE 1

Loaded Q of Q. of Series and
Series Clrcuit Parallel Circuit

2 .08

4 632

6 &l 1

8 1.26

10 1.93

15 4.31

20 7.43

25 11.18

30 15.43

35 20.07

40 24.99

50 35.36

It can be seen from Table 1 that the QEs of
circuits that have a lower Loaded Q are reduced
proportionally more than the circuits with
higher Loaded Qs. Where the ratio of Q to Q
for a network with a Loaded Q of 2 is 25:1, %he
Q to Q. ratio of a network with a Loaded Q of 10
is only 5:1.

To obtain these reductions in Q_, the point
at which the parallel circuit attaches must be a
purely resistive load. Using a network with a
Loaded Q of the series part is 10 and a load
impedance of 50 + j 50 ohms instead of 50 ohms,
the QE of the circuit calculates to be 22. This
is much higher than the Q_ of 1.96 which was
calculated with the circu§t looking into a
purely resistive load.

This same principle can be used in the
design of a diplexer. A Main Trap of a diplexer
could be looked at as a resonant circuit in
series with a load. The Auxiliary Trap is a
parallel resonant circuit shunt to the load.
Consider the following example:

Station Frequency Diplex Point Impedance
Number (MHz) Resistance Reactance
(ohms) (ohms)
1 1.0 50 70
2 {72 200 -100



Table 2 contains the loaded Qs of a
Parallel Main Trap on the low frequency side of
the diplexer for several values of CL.

TABLE 2
Cl Q Q
(uf) L o
.001 23.7 1.9
L0015 15.8 2.8
.002 11.8 3.8
.003 7.9 5.7
.0035 6.8 6.6
.004 5.9 15
. 005 4.7 9.4

As suggested earlier, one choice for Cl
might be .0035 uf. This value gives about the
same Loaded Qs for each frequency. For this
case it Is expected that the QE of the load as
seen by each transmitter would increase by about
6.7 due to this trap alone. Add to this the
effects of the Main Trap on the high frequency.
side, and the Auxiliary Traps on both sides.

The total system bandwidth would be greatly
reduced.

Very little can be done to reduce the Q, of
this network. But, the Q in Table 2 could ge
reduced to a much lower Q_ by using the
Auxiliary Trap to Q-Match the Main Trap. To
apply this technique, an Auxiliary Trap is
chosen that has the same Loaded Q as the Main
Trap. Also, it is necessary for the impedance
at which the Auxiliary Trap is to be attached to
be close to resonance. Table 3 would result if
Table 2 is redone assuming the Main Trap is to
be Q-Matched with the Auxiliary Trap.

TABLE 3
Cl1 Q Q
(uf) (Q-Ha%ched)
.001 10.1 1.9
L0015 4.8 2.8
.002 2nd 3.8
.003 1:4 5.7
.0035 0.9 6.6
. 004 0.7 7.5
. 005 0.5 9.4

Using Table 3 above, a better choice for Cl
would be a .002 uf capacitor. The Q_s of Table
3 contain the effects of both the Ma%n and
Auxiliary Trap on the low frequency side. The
Qs in Table 2 show only the effect of the Main
Trap.

Employing the Q-Matching technique, the
trap would have a higher Q. The reject
resistance for this trap would then be larger.
Assuming an Unloaded Q of the coils in this
example to be 500, the reject resistance for the
trap choosing Cl as a .0035 uf capacitor would
be 19 K ohms. If Cl is a .002 uf capacitor, the
reject resistance would be 33 K ohms. By

choosing the .002 uf capacitor over the .0035 uf
capacitor, the isolation from the high to low
frequency port would be improved.

By employing the Q-Matching technique, not
only will the impedance bandwidth of the system
be improved over other designs, but the
i{solation will also be improved.

Prematching Circuits

As mentioned earlier, there is no set way
to design a prematching circuit. The purpose of
a prematching circuit is to bring the tower
resistance between 50 ohms and 200 ohms and keep
the reactance near zero for both frequencies at
the same time. This {s rarely possible.

Consider an example where the frequencies
of operation are 1 MHz and 1.2 MHz. Let the
tower height be 300 feet tall. At 1 MHz the
electrical height would be about 110 degrees.
At 1.2 MHz the tower height would be about 130
degrees. These tower heights have impedances of
about 135 + j 210 ohms and 420 + j 310 ohms.
Let these impedances be used for the diplex
point impedances. Assume that Cl is chosen for
the Main Traps so that the Qs at the low and
high frequencies are the same. Then the Qs for
the Main Traps on the low and high frequency
sides would be 6.6 and 3.1 respectively.

By inserting a capacitor of .00075 uf in
series with the tower, the new diplex point
impedances for the low and high frequencies
would be 135 - j 2 ohms and 420 + j 133 ohms.
Although the series resistance was not changed
by this prematching network, the parallel
resistance was lowered. For 1 MHz the parallel
resistance went from 462 ohms to 135 ohms. For
1.2 MHz the parallel resistance went from 649
ohms to 462 ohms. Because the parallel
resistances of the diplex point were reduced and
the series resistance was unchanged, the
bandwidth of the diplexer can be expected to be
improved over a system which does not include a
prema tching network. Again assume that Cl is
chosen so that the Qs at the low and high
frequencies are the same. Then the Qs for the
Main Traps on the low and high frequency sides
for these diplex point impedances would be 5.5
and 1.7 respectively. Thus the bandwidth
potential for the diplexed system would be
increased with the capacitor placed in series
with the tower.

Example

In this section the results of analyses
will be shown for two diplex systems. One
system will be designed using the standard
design technique discussed at the end of the
Bandwidth of Diplex System section. The second
system will employ the Q-Matching technique for
diplexer design. For simplicity, all unloaded
Qs for the analyses are assumed to be 500.
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The design paramaters for the sample
problem are given below.

Frequency Tower Height Impedance QZ
(kHz) (Degrees) {ohms)
1000 90 55 + j 60 5.4
1100 99 82 + j Lll6 4.6

Figures 10 and 11 show the results of the
bandwidth analysis done at the low and high
frequencies respectively. For the low
frequency, the standard design system had an
equivalent Q of 8.2 compared to the equivalent Q
of the Q-Matched system of 6.6. Both of these
numbers can be compared to the equivalent Q of
the antenna itself of 5.4. The equivalent Q of
5.4 is what could be expected if the system was
not diplexed.

EQUIVALENT Q
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Figure 1l - High Frequency
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For the high frequency, the standard design
system had an equivalent Q of 14.2 compared to
the equivalent Q of 6.0 for the Q-Matched
system. Both of these numbers can be compared
to the equivalent Q of the antenna itself of
4.6.

Figure 12 compares the port to port
isolation of the two diplexer designs. The low
to high frequency isolation for the standard
design is 66 dB. For the Q-Matched system the
port to port isolation is 88 dB. This is over a
20 dB increase in isolation.

PORT TO PORT ISOLATION

INN\N\\
= LtoH
80 V227222
70 $§\ Hto L
A N
g s0
A = W
30 W\ N
20 — —
10— N7
o] 1 T §§\l
Standard Q—Matched
Figure 12

The high to low frequency isolation for the
standard design i{s 62 dB. For the Q-Matched
system the port to port isolation is 90 dB.

This is nearly a 30 dB increase in isolation.

Conclusion

In this paper, equations are given that are
relevant to the design of diplexers for AM radio
stations. 1In the section titled Component
Values, the equations for each of the four trap
types are expressed as a function of Cl. These
equations can be used to design the most common
traps used in diplexed systems.

It was shown that the bandwidth of a diplex
system {s affected by the choice of filter
components used in the design. By the use of
the Q-Matching technique the negative effect of
the diplexer on the bandwidth of the system can
be minimized. Figures 10 and 11 show the
improvement in Q_ at the low and high
frequencies by employing the Q-Matching
technique.

Also, by using the Q-Matching technique,
the port to port isolation will be improved.
For the sample problem presented, the port to
port isolation was increased by more than 20 dB.



THE SPLATTER MONITOR AND SPECTRUM
ANALYZER—MEASUREMENT COMPARISONS

Thomas G. Wright and John P. Bisset
Delta Electronics, Inc.
Alexandria, Virginia

Introduction

Can spectrum measurements made with a
Splatter Monitor compare favorably with
measurements made with a much more expensive
spectrum analyzer? The short answer to this
question is yes; comparison of spectrum
measurements between the Splatter Monitor
and the spectrum analyzer agree well.

This paper will present field
measurement comparisons between the Delta
Electronics Model SM-1 Splatter Monitor and
the popular Tektronix Model 7LS5 spectrum
analyzer. The measurement techniques are
described along with a theoretical
discussion of spectrum measurements.

The Splatter Monitor

Since the Splatter Monitor employs a
fundamentally different measurement scheme
than that used in spectrum analyzers, a
brief review of Splatter Monitor operation
is necessary for the theoretical discussion.

Figure 1 is a simplified block diagram
of the Splatter Monitor operating in the
offset mode, the mode used in spectrum
measurements. The local oscillator is phase
locked to the input carrier frequency. Both
in-phase (I) and quadrature (Q) mixers
directly convert the RF input to baseband.
Carrier and up converted products are
removed by a 100 kHz low pass filter. This
circuit is called a direct conversion or
homodyne receiver.

Two important characteristics of this
receiver should be noted. One, the in-phase
(I) and quadrature (Q) mixers recover all of
the available RF energy. Two, this homodyne
receiver looks at both sides of the carrier
simultaneously. The only practical
disadvantage of this circuit occurs when an
interfering signal corrupts the measurement.
The spectrum analyzer shows each sideband
independently so that the uncorrupted
sideband can be used to estimate the level
of the corrupted sideband. The Splatter

s 1
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I OR Q 100 kHz MULTIPLIER
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‘ LPF

CIRCUIT MODEL

Figure 1

Monitor cannot do this. Unfortunately, the
ability to view both sidebands independently
accounts for much of the cost of a spectrum
analyzer.

One might think that since both
sidebands are viewed simultaneously by the

Splatter Monitor, an imbalance in the
sidebands would result in an erroneous
Splatter Monitor reading. This is not the
case as a simple example illustrates.

Starting with a 100% amplitude modulated
signal, the in-phase (I) detector will have
a one volt peak demodulated signal and the
quadrature (Q) detector will have zero volts
output. If all of the energy from the lower
sideband were added to the upper sideband,
a single sideband signal would result. An
examination of the appropriate vector
modulation diagram reveals that the output
of the in-phase detector would decrease by
3 dB and that the output of the quadrature
(Q) detector would increase to this same
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level. Thus the recovered energy is simply
redistributed between the two detectors.

The instantaneous magnitude of the
baseband signal is the vector sum of the
in-phase (I) and quadrature (Q) detector
outputs. If one detector's output is 10 dB
or more above the other detector's output,
the lower 1level detector output can be
ignored. A 10 dB level difference results
in a maximum error of only 0.4 dB. For
Splatter Monitor measurements, the in-phase
detector usually dominates by at least 10
dB.

The output of the homodyne receiver is
multiplied by a pure sine wave. The sine
wave frequency is the frequency offset from
the carrier. Thus, if we wish to examine
spectrum components 20 kHz removed from the
carrier, the sine wave frequency would be
set to 20 kKHz. A receiver model low pass
filter isolates the spectrum components of
interest. This is equivalent to tuning the
modelled receiver to the two spectrum
regions above and below the carrier.

A measurement circuit consisting of an
absolute value circuit, a peak detector, and
a logarithmic amplifier drives the meter.
The splatter indications are displayed in
decibels referenced to the carrier level
(dBc) .

Bandwidth Effects

The obvious, underlying reason for
spectrum emission limitations is reduction
of interference to other radio stations.
This interference is perceived by people
listening to their radio receivers. Thus,
a sensible approach might be modelling the
real world interference condition by using
measurement bandwidths analogous to real
radio receivers and by using meter
ballistics that approximate the
psychoacoustic response of the human ear.

This is done in the Splatter Monitor in
two of the four selectable receiver model
low pass filters. A 3 kHz low pass filter
models the bandwidth of a low cost, narrow
bandwidth receiver and an 8 KHz low pass
filter with NRSC deemphasis models a high
performance receiver. When either of these
filters is selected, the peak detector in
the measurement circuit 1is switched to
slower attack and faster decay times for the
required meter ballistics.

The National Radio Systems Committee
(NRSC) recommends 300 Hz resolution
bandwidth for spectrum analyzer measurements
of emission spectrum. This is, of course,
much narrower than the bandwidth of a
typical radio receiver. Consequently, the
spectrum analyzer will intercept a much
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smaller fraction of the RF energy in a
splatter burst than a typical radio
receiver. One might surmise that such
spectrum analyzer readings are, somehow,
invalid since the readings would not reflect
real world receiver interference levels.

The 300 Hz resolution bandwidth,
however, permits measurement of the expected
attenuation slope of the spectrum at 10 kHz
from the carrier when using a NRSC cutoff
filter. A wider resolution bandwidth would
smear and shift this slope showing the
spectrum analyzer IF filter skirts rather
than the desired measurement. The maximum
spectrum emission levels specified by the
National Radio Systems Committee are based
upon the use of 300 Hz resolution bandwidth.
A wider resolution bandwidth would simply
require higher maximum permissible emission
levels. T for example, a 10 KkHz
resolution bandwidth were employed in an
effort to model a typical radio receiver,
few radio stations would comply with today's
FCC emission regulations.

One of the selectable receiver model
low pass filters in the Splatter Monitor has
0.5 kHz audio bandwidth. This is equivalent
to a 1 kHz RF bandwidth. Since the
frequency offset from the «carrier |is
selectable in 1 kHz steps, the use of the
0.5 kHz receiver model neatly divides the
spectrum into 1 kHz segments and gqguarantees
that no transmitter spurious output is
overlooked. When this receiver model is
selected, the peak detector is switched to
a very fast attack time with a very slow
decay time. Thus, the Splatter Monitor
meter shows the highest peaks with 1little
decay between peaks. This makes the meter
easier to read and corresponds with the fast
peak readings of the spectrum analyzer.

Field Measurement Technique

Delta conducted field tests and made
observations of stations broadcasting in the
Washington, D.C. vicinity. These
measurements were made without the knowledge
of the stations. A mobile van was equipped
with an AC generator, a Tektronix
oscilloscope with a 7L5 plug-in spectrum
analyzer module, a Delta Splatter Monitor,
a Delta Model AWA-1 Active Whip Antenna, a
Potomac Instruments Model QA-100 Quantaural
Audio Program Analyzer, and an oscilloscope
camera. Figure 2 is a block diagram of the
test setup.

Using the active antenna, the van was
positioned near the transmitting site of the
AM station. The RF spectrum was then
simultaneously measured with the spectrum
analyzer and the Splatter Monitor. The
Model QA-100 permitted monitoring of the
audio processing characteristics of each
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station measured. The spectrum analyzer was
set for operation in accordance with the
recommendations of NRSC-2. That 1is, the
spectrum analyzer was set for a resolution
bandwidth of 300 Hz, span of 20 kHz per
horizontal division, peak hold with no video
filtering, and sweep measurement for 10
minutes. During this 10 minute measurement
period, Splatter Monitor readings were taken
at 0.5 kHz, 3 kHz and NRSC bandwidths using
both the in-phase (I) and quadrature (Q)
detectors. For this paper, only the 0.5 kHz
readings will be presented since these
readings most closely approximate spectrum
analyzer measurements.

The Splatter Monitor readings were
taken by observing the "peaks of frequent
occurrence" similar to the method used in
modulation monitor measurements where an
occasional overmodulation condition is
tolerated. Since the spectrum analyzer is
sweeping the band of interest and only
observing any given frequency segment a
fraction of the measurement time, the
spectrum analyzer is likely to miss the rare
maximum peak and observe the more frequent
peaks in any given spectrum segment. In
essence, the Splatter Moriitor operator and
the sweeping spectrum analyzer are
exercising similar judgement.

Figures 3, 4 and 5 are digitized
versions of the oscilloscope pictures taken
at three of the stations visited. Tables 1,
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Table 1
Offset 0.5 kHz 0.5 kHz
kHz I, dBc Q, dBc
15 -30 -49
20 -40 -58
30 -65 -78
40 -65 -72
50 -71 <-85
60 -80 <-85
70 -85 <-85
80 <=-85 <-85
S0 <-85 <-85
99 <-85 <-85

2 and 3 are the corresponding Splatter
Monitor readings, respectively, for the same
stations. Observe that the carrier peak of
each spectrum picture appears to lie above
the reference level. This is due to low
frequency modulation energy falling within
the 300 Hz resolution bandwidth around the
carrier. The carrier reference was obtained
with the 10 Hz resolution bandwidth to
overcome this problem.

Figure 3 is a typical spectrum picture
for a non-NRSC, monophonic station. Note in
Table 1 that all of the quadrature
modulation readings by the Splatter Monitor
are well below the in-phase readings at the
same offset frequencies, so that we may
ignore the quadrature readings. The first
data point, 15 kHz from the carrier, shows
-30 dBc. Judging from the spectrum picture,
the upper sideband appears to cross +15 kHz
at about -30 dBc and the lower sideband
appears to cross -15 kHz at about -28 dBc.
Although this is in good agreement with the
corresponding Splatter Monitor measurement,
the picture illustrates one of the
difficulties with making spectrum analyzer
measurements. The slope of the spectrum is
falling so fast at 15 kHz from the carrier
that it is difficult to judge the exact
spectrum level.
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The second measurement point at 20 KkHz
from the carrier reads -40 dBc on the
Splatter Monitor. The spectrum analyzer
picture shows about -47 dBc on the upper
sideband and somewhere between -42 and -46
dBc on the lower sideband. Thus, the jagged
line on the lower sideband produces
uncertainty in the measurement. Do we
interpret the spectrum analyzer as the
highest peak or as the average slope of the
trace? A good case can be made that the
highest peak should be used since every
point on the display is, presumably, a valid
measurement. This highest peak at -42 dBc
agrees well with the Splatter Monitor.

The third measurement point at 30 KHz
from the carrier illustrates another
spectrum analyzer measurement problem. We
know from the Splatter Monitor that this
transmitter is a good AM source because the
quadrature modulation (IPM) level is low.
The wupper and lower sidebands should,
therefore, be symmetrical. However, the
spectrum analyzer readings of the upper and
lower sidebands at 30 kHz from the carrier
are dramatically different. The lower
sideband is between -52 dBc and -56 dBc
whereas the upper sideband reads Dbetween
-62 dBc and -67 dBc. Clearly, this is not
just a case of reading interpretation.

The explanation of this phenomenon lies
with the sweep measurement technique. The
upper sideband reads less than the lower
sideband because the bursts of splatter
energy were absent whenever the spectrum
analyzer was sweeping the upper sideband.
When sweeping the lower sideband, the
spectrum analyzer did catch one or more
stronger splatter bursts. Of course, the
same phenomenon applies to the Splatter
Monitor as shown by the data. Neither
instrument will measure where they are not
looking. The Splatter Monitor measurement
was, evidently, taken when the spectrum
analyzer was recording the splatter levels
of the upper sideband since these
measurements agree.

Figure 4 1is the spectrum analyzer
measurement of monophonic station using NRSC
preemphasis and filtering with a mostly talk
format. First, notice the presence of two
carriers from other radio stations which
invalidate our Splatter Monitor's field
antenna measurements at 40 kHz and 99 KkHz
offset from the carrier. The presence of
these other stations 1is revealed by the
appearance of the other stations'
programming in the Splatter Monitor's
speaker. As discussed above, the spectrum
analyzer easily handles this problem. When
using the Splatter Monitor, this difficulty
may be overcome by taking readings on both
sides of the invalid offset frequency and
interpolating to the correct reading.
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Table 2
Offset 0.5 KHz 0.5 KHz Vector
kHz I, dBc Q, dBc Sum, dBc
i85 -40 -42 -38
20 -49 -52 -47
30 -62 -56 -55
40 =55 =53 =33l
50 -70 -64 -63
60 -70 -66 -64
70 =70 -67 -65
80 =71 -69 -67
90 -76 -74 =7/7)
99 =¥/'9 -78 =7IS

Second, observe from Table 2 that the
output of the quadrature (Q) detector is
almost as strong as the output of the
in-phase (I) detector. This is due to a
high level of incidental phase modulation
which has compromised the effectiveness of
the NRSC filtering. These high quadrature
readings must be taken into account. Since
peaks of incidental phase modulation are
associated with peaks of envelope modulation
and since in-phase splatter is associated
with peak clipping on the same modulation
peaks, one is justified in assuming that
in-phase (I) and quadrature (Q) peaks occur
simultaneously. Thus, the magnitude of the
resulting peak is the vector sum of the
in-phase (I) and quadrature (Q) peaks. This
calculation appears in the sum column of
Table 2.

The vector sum of the first data point
at 15 kHz offset is -38 dBc. The upper and
lower sideband peaks of the spectrum
analyzer display are -35 dBc and -38 dBc,
respectively. The second data point has a
vector sum of -47 dBc and the upper and
lower sideband peaks are -48 dBc and -49 dBc
respectively. For the third data point at
30 kHz offset, the numbers are =55 dBc
versus -57 dBc and -58 dBc. On the surface,
this vector sum approach appears to yield
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Table 3
Offset 0.5 KkHz 0.5 kHz
kHz I, dBc Q, dBc
15 =55 -70
20 -64 -80
30 -75 -80
40 -81 -82
50 -64 -65
60 -80 -80
70 -83 -82
80 -83 -79
90 -84 -82
99 -85 -83

close agreement between Splatter Monitor
readings and the spectrum analyzer's highest
peak readings. However, due to the fact
that in-phase (I) and quadrature (Q) peaks
do not necessarily occur at the same time as
sideband peaks, this method is difficult to
theoretically justify. Delta is pursuing
this issue with special attention to AM
stereo radio stations.

Figure 5 shows
measurements of an
monophonic station employing NRSC
preemphasis and filtering. This station's
spectrum is so clean that the sidebands of
another station only 50 kHz away are visible
down to -75 dBc. This is attributable to
the NRSC filtering, exceptionally low
incidental phase modulation, and
conservative modulation practices.

spectrum analyzer

exceptionally clean

Again, the quadrature (Q) detector
output is well below the level of the
in-phase (I) detector and the gquadrature
contribution can be ignored. Examination of
the first three data points shows that the
Splatter Monitor's in-phase detector output
agrees closely with the highest
corresponding sideband peak observed on the
spectrum analyzer.

The last observation about these field
measurements is the level of the
measurements far from the carrier. The
spectrum analyzer readings at 90 kHz offset,
for example, show a peak at about =75 dBc
whereas the Splatter Monitor readings are in
the -80 dBc range. This difference has not
been fully explained except to note that the
7L5 spectrum analyzer is rated for -75 dB
intermodulation products. Delta is still
investigating this phenomenon.

Conclusion

Careful operation of the Splatter
Monitor and the spectrum analyzer vyield
measurements in substantial agreement. In
the presence of significant quadrature
mcdulation or high levels of incidental
phase modulation, the vector sum of the
in-phase and quadrature peaks appears to
yield good agreement with the highest
corresponding spectrum analyzer sideband
peak. In the presence of interfering
signals from other stations, splatter levels
at the interfering frequencies may be
estimated by using an interpolation method.

Obviously the most careful means of
determining peak splatter levels at any
given frequency is to tune a measurement
instrument to that frequency and observe the
maximum peak. This avoids missing these
maximum peaks in a sweeping frequency
measurement and avoids judgement of ‘'peaks
of frequent occurrence." This is
accomplished with a spectrum analyzer by
setting the spectrum analyzer in zero span
(i.e., zero Hz per horizontal division),
tuning to the frequency of interest, and
activating the peak hold function.

Delta has developed a digital peak hold
circuit for 1long term retention of the
maximum readings of the Splatter Monitor.
Additionally, Delta has constructed a
receiver model filter circuit for
installation in the optional filter location
of the Splatter Monitor. This filter
closely matches the response of the
synchronously tuned IF filter in the 7LS
spectrum analyzer with 300 Hz resolution
bandwidth. With these new tools Delta hopes
to develop even more accurate spectrum
measurement techniques.
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BROADCAST APPLICATIONS FOR
VOICE ACTIVATED MICROPHONES

Michael Pettersen
Shure Brothers Inc.
Evanston, lllinois

Abstract

The engineering of broadcast quality audio for
radio and television talk shows becomes progressively
more difficult as the number of on-air microphones
increases. To handle these multiple microphone
situations, a number of broadcast engineers have
begun employing voice-activated microphone systems
(also known as automatic mixing systems) to improve
the audio quality of these productions. This paper
describes the problems of multiple open microphones
and how a variety of broadcast productions involving
multiple microphones were handled with automatic
mixing.

T ipl icropho

Broadcast engineers face the same problems as
recording and PA engineers when employing multiple
open microphones. Comb fiftering, ambient noise and
reverberation build-up, and acoustic feedback can
plague remote broadcasts and studio productions.
Since audio quality rapidly deteriorates as the
number of open microphones increases, the remedy is
to keep open the minimum number of microphones
that will handle the program audio. Voice-activated
systems help the engineer accomplish this by keeping
unused microphones attenuated and activating
microphones (when needed) within milliseconds.

Comb filtering occurs when open microphones
at different distances from a sound source are mixed
together. (See figure 1) Since sound travels at a finite
speed, the sound waves from the source arrive at the
microphones at different times. As a result, the
outputs of the microphones are not in phase with each
other. When combined in a mixer, these out-of-phase
microphone signals produce a combined frequency
response very different from the frequency response
of any single microphone. Figures 2a-2d clearly
illustrate comb filtering.

The frequency response curve of a Shure model
SM80 omnidirectional condenser microphone is shown
in {igure 2a. The SM80 was placed two feet away from

the source loudspeaker. (All measurements were
made in an anechoic chamber.) Note the flat, smooth
response curve of the single SM80 microphone.

Figure 2b is the combined frequency response
of two SM80 microphones. One microphone was two
feet from the loudspeaker and the other was four feet.
The gain settings on the mixer were set the same for
both microphones. Comb filtering is easily seen in this
response curve.

Figure 2c is the combined frequency response
of three SM80 microphones. The microphones were
placed two feet, four feet and six feet from the
loudspeaker. As before, the gain settings on the mixer
were set the same for all three microphones.

Figure 24 is the same setup as figure 2¢. except
the gain settings were adjusted to provide equal
output levels from each microphone. Note that the
comb filtering is the most severe in this situation.

The aural result of comb filtering is an audio
signal that sounds hollow, diffuse, and "phasey.”
Voice-activated systems reduce comb filtering by
keeping unused microphones attenuated. It is not
necessary to keep unused microphones completely off
to gain the aural advantages of automatic mixing. On
most automatic mixers, the amount of attenuation
applied to a microphone when it is not in-use is
adjustable. Typical adjustments range from 8 dB of
attenuation to completely off. An attenuation level of
15 dB has been found to be satisfactory for most
situations. Keeping a microphone attenuated
10 to 15 dB instead of completely off makes the
gating-on of that microphone sound smoother. It
typically takes less than five milliseconds to raise a
voice-activated microphone from the attenuated state
("gated off”) to the in-use un-attenuated state ("gated
on’).
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Another effect of multiple open microphones is
the build-up of ambient noise and reverberation. If
eight microphones are open when only one
microphone is needed, the mixed audio output will
contain the ambient noise and reverberation of eight
microphones, but only the desired signal from the one
microphone located closest to the sound source. (It is
assumed that the additional seven microphones would
not add any useful signal as they are located at
various distances from the sound source and would
not be in phase with the source microphone. This
explanation is overly simplified for the sake of
clarity.) This increase of ambient noise and
reverberation deteriorates the overall signal-1o-noise
ratio as the mixed audio output now contains a higher
percentage of ambient noise and reverberation than if
only the microphone closest to the sound source were
open.

Each time the number of open microphones is
doubled, e g. one to two, two to four, four to eight, etc.,
the overall system gain is raised 3 dB. As aresult of
this gain change, ambient noise and reverberation also
increase as the number of open microphones grows.
To negate this 3 dB increase and control the build-up
of unwanted noise, dutomatic mixing systems employ
a circuit referred to as "NOMA™ which stands for
Number of Open Microphones Attenuation. NOMA
lowers the overall gain by 3 dB every time the
number of open microphones doubles. With a voice-
activated mixing system, ambient noise and
reverberation remain constant as microphones gate on
and off because of the NOMA circuit action. Without
NOMA, noise modulation ("pumping”) would be
objectionable as ambient noise and reverberation
would increase and decrease as the number of open
microphone varied.

Acoustic feedback or "howling” can also be a
problem when a sound reinforcement (PA) system is
used, for example, on a remote broadcast with an
audience. The safety margin below the PA system’s
feedback point is reduced each time another
microphone is opened. If a sound reinforcement
system is being operated at 5 dB below the feedback
point with one microphone open, the system would
feed back if four microphones were opened as the
overall gain would rise by 6 dB. "Howling" or
ringing” would result as the system would then be
1 dB above the feedback point.

The solution, once again, is NOMA. As more
microphones gate on, the overall gain will remain
constant as previously described. With a NOMA
circuit, the audio engineer can be assured that if the

sound reinforcement system does not feed back when
any one microphone is open, the system should
remain stable if all the microphones are open.

Since comb filtering, build-up of ambient noise,
and feedback can be controlled by using voice-
activated microphones, broadcast engineers are
employing automatic mixers with greater frequency.
The remainder of this paper documents unique
broadcast applications of voice-activated microphones.

Engineer-less Public Affairs Programs

Public affairs programming can be a problem
for radio stations. The taping of interviews or panel
discussions often has to be done at inconvenient times
when engineering personnel are in short supply.
Ron Turner, chief engineer of WCLR (Chicago), decided
to dedicate a small studio to public affairs and design
it to be used at any time without the need for an
engineer’s presence.

In the center of the studio, Turner placed a
round table that could comfortably accommodate a
program host and three guests. To handle the
automatic mixing for the studio, Turner chose a voice-
activated system manufactured by Shure Brothers
Inc. A unique feature of this automatic system is that
microphone gating is direction-sensitive: a
microphone can be gated on only when the sound
source is located within a {20° gating zone, known as
an acceptance window. This window is £60° from 0°
on axis. (See figure 3.) In addition to being within the
acceptance window, the sound source must also be
approximately 5 dB above the ambient noise (as
measured at the microphone position) in order o
activate the microphone gate.

Figure 3.
120° acceptance window for
direction-sensitive gated microphone
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For this studio, four low-profile boundary
microphones were positioned every 90° in the center
of the table. With this arrangement, if two people are
in the studio, only two microphones will be activated,
provided each person stays within his microphone's
120° acceptance window. Three people would
activate three microphones, etc. This arrangement
solved the problem of how many microphones should
be on for each interview

Another concern for Turner was losing studio
ambience if all microphones gated off during a lull in
the conversation. This was solved by using TTL
compatible logic control terminals on the rear panel of
the automatic mixer. By using an external transistor
as a switch, the mixer was modified to activate the
host's microphone if the three guests’ microphones
were off. With this arrangement, at least one
microphone would be on at all times. This eliminated
any possibility of ambience dropout.

The output of the automatic mixer was fed into
a compressor to handle level changes and to provide a
consistent audio signal to a reel-to-reel tape recorder
located in an adjacent production studio. A remote
record/stop switch was provided to allow the host to
control the recorder from the studio. Since the studio
is left powered up, all a program host needs to do is
load a reel of tape, go into the studio with the guests,
and start the recorder when ready. (See figure 4.)
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Audio flowchart for WCLR
public affairs studio
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Recently, Turner added phone-in capability.
The addition of a multi-line phone, digital hybrid,
power amplifier, and tabletop loudspeaker allows a
fifth guest to participate in the show without
physically being in the studio.

WCLR's public affairs studio has been in
operation for over four years and, according to
Turner, “operates without a hitch.” An additional
bonus for Turner was a marked improvement in the
audio quality of the public affairs programs due to the
voice-activated system keeping the unused
microphounes attenuated.

Radio Talk Shows using Voice-Activated Microphones
Lou Ludovici of WICC Radio (Bridgeport,
Connecticut) installed voice-activated microphones in

the fall of 1988. The studio that received the
automatic mixing is used for talk shows (studio and
call-in) as well as for production work. Four
microphone positions handle a host and up to three
guests. Like Ron Turner at WCLR, Ludovici initially
selected a low-profile boundary microphone to help
reduce "mic fright” in guests not accustomed to being
in front of a microphone. However, he later switched
to more conventional looking microphones as guests
were placing papers and other items on top of the
low-profile microphonest

The four gated signals from the voice-activated
microphones are mixed and fed into a single channel
of a large studio console for the talk shows. In
addition, a direct output (i.e, pre-gating and pre-
fader) from each microphone is fed to an individual
channel of the same console and employed if the
studio is used for production.

TTL compatible logic terminals on the automatic
mixer are used to provide cough buttons for each
microphone location. The host has additional
switches; one to mute all the microphones, and
another to talkback to the producer using the on-air
microphone. Of course, the talkback feature mutes
the guests’ microphones at the same time so no
talkback goes over the air

As mentioned, the studio is used for call-in
shows. A tabletop loudspeaker is utilized to allow
studio guests to hear the caller. This arrangement has
eliminated the need for the guests to wear
headphones. During commercial breaks, the
loudspeaker automatically switches to program audio
so that the people in the studio can tell when it is time
to go back on air. The host does wear headphones so
he may hear the producer while on the air.



Ludovici remarks, "The voice-activated system
is working very well for our purposes and even the
skeptics have been converted by it.”

A similar system is in operation at
WNWS/WLYF (Miami). Engineer Al Byers
installed a voice-activated microphone system to help
reduce the effect of serious acoustical deficiencies in
the station’s talk show studio - a 13 dB bump at
240 Hz and two glass walls were the worst problems!

Byers designed a four-channel system using
black gooseneck microphones. He modified the
automatic mixer so that the direct outputs were gated.
These four individual gated microphone signals were
fed into separate channels on the main studio console.

According to Byers, the voice-activated
microphones have made a “dramatic difference"” in the
audio quality, and the problems of "hollowness" and
“loss of articulation” have been solved.

[elevision Talk Show in the Round

When WTBS (Turner Broadcasting System,
Atlanta) decided to produce a public affairs program
dealing with current economic and cultural problems,
Bill Tullis, chief audio engineer, faced an unusual
problem. The set was to be a round table large
enough to seat |4 participants. A camera was placed
every 90° behind the participants and hidden by thin
black scrim and selective lighting techniques. Mizing
audio posed a problem as there was no one position
where the audio engineer could see the faces of all the
participants, and leaving 14 microphones open was
aurally unacceptable. Also, the show was an
unrehearsed and open forum, so quick verbal
exchanges were a distinct possibility. Tullis decided
to use voice-activated microphones to help solve this
unusual audio situation.

A low-profile boundary microphone was placed
between every two participants and located several
feet from the edge of the table. Using a low-profile
microphone made the set look “cleaner” and enhanced
the output of each channel by using the 6 dB increase
of sound pressure that occurs at any large acoustical
boundary such as a table surface. (See figure 5.)

The channel LEDs located on the automatic
mixer, which illuminated whenever a microphone
would gate on, were useful to Tullis and the director.
Tullis knew immediately what volume contro! to
adjust if he needed to ride gain. And the director
employed the channel-on LEDs to assist him in

determining what camera to call up when someone
new started to speak

WTBS now routinely uses voice-activated
microphones to handle the audio for panel discussions,
conferences, and in-house meetings, as well as
selected productions. Voice-activated microphones
have relieved the audio engineer of trying to predict
who will speak next. More attention can now be paid
to proper levels and the overall quality of the mix.

Figure 5.
Microphone and camera positions
for WTBS talk show

Radjo Remotes with Voice-Activated Microphones
WCAU (CBS Radio, Philadelphia) regularly
features call-in talk shows originating from remote
sites. Jack Miller, the former technical operations
manager for WCAU ( now retired ), decided to utilize
voice-activated microphones to help control echo
problems resulting from satellite transmission delay.

The cause of the echo problem was the acoustic
link that existed at the remote site between the PA
system and the talent microphones. If these
microphones were left open, the listeners in
Philadelphia would hear an echo. For example, a
caller's voice would be sent to the remote site via
telephone lines. The caller's voice would go out over
the PA system and, of course, be picked up by any
open talent microphone. Because of this acoustic link,
the caller’s voice would then be sent back to WCAU
via satellite and re-broadcast 1/4 second later as a
distinct echo because of satellite transmission time.
The solution was to keep the talent microphones off
when they were not needed. This would break the
acoustic link between the PA system and the talent

microphones. (See figure 6.)
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Miller had considered using noise gates for the
microphones but rejected the idea because of the
time-consuming threshold adjustments that are
necessary for proper gating. He settled on an
automatic mixing system manufactured by Shure
whose operating principle eliminates threshold
adjustments. This system made the setup of remotes
faster and easier.

According to Miller, the use of voice-activated
microphones eliminated the echo problems and
remotes with call-in questions became "duck soup”.

Figure 6.

Diagram for WCAU radio remote with call-in

Television Remote Using 47 Vojce-Activated
Microphones

In late 1983, ABC News (Washington D.C))
utilized a 47-channel voice-activated microphone
system to facilitate the taping of a news special.
"Voting for Democracy” documented an important
symposium on voting practices in America. The
program was co-sponsored by ABC News and Harvard
University's Kennedy Institute of Government.

The symposium brought 47 politicians and
academicians together in a caucus room of
Washington's Russell Senate Office Building.
Participants included former Presidents Ford and
Carter. Panelists were seated around an imposing
oval table, where they presented papers and
discussed at length the various problems of
participatory government. ABC taped 15 hours of
discussion, which were edited down to a one-hour
special.
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Because of the program’s unrehearsed format,
the unusual oval set, and the large number of
participants, the audio portion of the symposium
presented considerable difficulties. Marc Drazin, ABC
technical coordinator for this production, decided that
voice-activated microphones would be the
answer..but it wasn't quite that easy.

First, there would be no rehearsal, so it was not
feasible to use an automatic mixer that required
threshold settings determined before the symposium
began. Second, the participants would be seated
tightly together, and it was very likely that several
microphones would be activated when someone spoke
if sound pressure level was the only requirement for
gating. Drazin solved these two major problems by
using an automatic mixing system with a unique
operating principle. He decided on a voice-activated
system manufactured by Shure that provides
direction-sensitive gating. Thus, any single
microphone activation area would be confined to a
120° acceptance window. Direction-sensitive gating
reduced the possibility of a participant activating
other microphones than his own. In addition, the
gating threshold automatically "floated” with the
ambient noise around each microphone.

Each participant was seated in front of a
microphone mounted ten inches above the table
surface. As each person had a 100-page briefing
binder, the microphone needed to be elevated so that
paper noise would originate outside the gating
window. With this arrangement, the participant could
not gate on a microphone by shulfling paper or
turning pages.

The 47 microphones were divided into three
sub-groups, each of which were sent 1o one of three
separate mixing locations. (See figure 7.) At each
mizxing location, two eight-channel automatic mixers
were linked together to control the microphones, with
the combined output feeding a 24-channel manual
mixing console. For redundancy, the non-gated direct
output of each automatic mixer channel fed an
individual console channel. These redundant feeds
were never used, as the voice-activated system
operated without a problem. According to Drazin,
"The (automatic) mixer's electronics switched silently,
swiftly, and correctly every time. No one was up-cut
or clipped at any time.”

Two of the 24-channel consoles fed the third
console which acted as the master. This master
console also controlled a sub-group of 15 voice-
activated microphones. The output of the master



console supplied audio for the remote production
truck, the microwave transmitter to the satellite
uplink, the audience PA system, and the participant's
monitor loudspeakers. (See figure 8.) These speakers
were placed inside the opening of the oval set and
hidden by plants. A mix-minus system was used to
avoid feedback, e.g., sub-group | microphones were
fed to sub-group 2 and 3 monitors, but not to sub-
group | monitors. This worked well, as symposium
participants sitting in each sub-group could hear each
other acoustically and did not need to hear their
neighbors through the monitor system.

The audio engineer located at each mix position
was responsible only for his sub-group of
microphones. The job of riding gain was made much
easier by the channel-on LEDs located on the
automatic mixers. Whenever someone spoke, the LED
above that channel’s gain control would illuminate
and act as a beacon, guiding the engineer to the right
knob if level adjustments were necessary. This
feature was very important considering the audio
engineers had poor sight lines and no video monitors
1o assist in visval identification of whom was
speaking.

ABC News was so pleased with the operation of
the voice operated microphones, they used a similar
system to cover the Iran Contra hearings in 1987.
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Figure 7.

Setup for ABC News symposium

TS

Summary

Voice-activated microphones are fast becoming
a valuable tool to the broadcast engineer. As the
complexity of studio and remote productions
increases, automatic mixers will become indispensable
in providing the best audio possible. Marc Drazin of
ABC News sums it up nicely, "I shudder to think of the
numerous problems we would have had if we had
tried to cover 'Voting for Democracy’ with
conventional audio equipment and operators.”
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ACOUSTIC NOISE LEVEL MEASUREMENT AND CONTROL
TECHNIQUES FOR BROADCAST EQUIPMENT

Jeffrey H. Steinkamp
Broadcast Electronics Inc.
Quincy, lllinois

INTRODUCTION

At some point in time whether you're in management
or on the technical staff of a broadcasting organ-
ization you will need to understand the basics of
acoustic noise measurement and control. This may
occur when working with the acoustical engineering
consultant in the design and construction of your
new control and/or production room. It may happen
when you're evaluating new equipment such as trans-
mitters or heat exchangers and understanding the
manufacturers data concerning noise level will be
essential to the selection process. Even that low
noise emitted by the tape cartridge machine is
critical when the machine is installed in that new
high-tech production room. Plus, an occasional
visit from the EPA (Environmental Protection
Agency) or OSHA (Occupational Safety and Health
Administration) concerning noise pollution coming
from your facility will immediately heighten your
interest about noise measurement and control.
Nevertheless, no matter what your reason, a basic
understanding of noise measurement and control
will definitely be an asset to your job skills and
overall technical knowledge.

This paper presents a general engineering review
of sound properties and sound measurement with
attention to techniques used to control noise
levels of broadcasting equipment.

Points discussed will include the physical proper-
ties of sound, measurement of sound properties,
the use of A, B and C weighting networks, speech
interference levels, and noise criteria curves.
Included in this paper will be a section on noise
control methods with two examples of noise reduc-
tion used during the design of a tape cartridge
machine and a FM transmitter.

PHYSICAL PROPERTIES OF SOUND

Sound is an alteration or oscillation in pres-
sure, stress, particle displacement and particle
velocity in an elastic or viscous medium. In air,
sound waves take the form of alternating condensa-
tions and rarefactions.
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These density changes are the direct results of
particle displacement. They can best be defined
and measured in terms of pressure change.

The frequency of a sound is the number of
periods (cycles) occurring in unit time, usually
expressed as cycles-per-second (CPS) or hertz (Hz).
Sound frequencies of interest in this paper are in
the audible range of 20 to 20,000 cycles-per-
second. Few sounds are of a single frequency.
Those sounds with one frequency are called pure
tones. Most music, for instance, are sounds of
many tones and overtones. On the otherhand, most
noise where noise is defined as unwanted or dis-
turbing sound, consist of broadband sounds.

In noise measurement and control it is usual-
1y much more useful to know the individual pressure
and corresponding frequency of the sound than to
know just the overall pressure. Such a statement
of individual pressures and frequencies is called
a sound spectrum. Various bandwidths can be used
to describe this sound spectrum. An octave band
is a band ranging from one frequency to twice that
frequency. Standard octave bands have been estab-
lished for the audible range of hearing and are
shown in Table 1.

TABLE 1. OCTAVE BAND STANDARDS

FREQUENCY - Hz

LOW 45 88 177 354 707 1414 2828 5657
MEAN 63 125 250 500 1000 2000 4000 8000
HIGH 88 177 354 707 1414 2828 5657 11314

MEASUREMENT OF SOUND PROPERTIES

The properties of sound, namely pressure
level and frequency, are usually measured with a
sound level meter and an octave band analyzer.

COPYRIGHT © 1989 BROADCAST ELECTRONICS. INC



Sound pressure level is measured with a sound
level meter. The sound pressure generates an
electrical signal in the microphone, which is then
amplified and transmitted through an adjustable
attenuator to an indicating meter.

The frequency spectrum of a sound is deter-
mined with an octave band analyzer together with a
sound level meter. A series of filters is used to
greatly attenuate signal components above and be-
low certain frequencies. When the output of a
sound level meter is fed into an analyzer, the sum
of the attenuator setting and the analyzer meter
reading is the sound pressure level for the band
of frequencies indicated by the band selector.
There exist many sound pressure level meters with
built-in octave band analyzers that have excellent
performance at a reasonable price.

Keep in mind that the accuracy of any sound
measurement depends on the acoustical response of
the microphone and the electrical response of the
meters. Meters should be calibrated often. Micro-
phones are usually non-directional at low fre-
quencies. When the wavelength is comparable to
the size of the microphone, the response varies
with wave length and angle of incidence. For
highest accuracy, these effects should also be
determined by calibration.

The unit of measure of a sound's frequency is
cycles-per-second or hertz (Hz). When dealing
with the audible range of hearing, 20 to 10,000 Hz
will adequately cover the spectrum. Unfortunately,
due to the remarkable sensitivity of the human ear,
the sound pressure level cannot be so easily
stated. The average range of sound pressure
discernibility of the ear is from the threshold
of hearing 0.0002 microbars to the threshold of
pain 2000 microbars. This range of 10 million-to-
one is quite cumbersome to work with from a mathe-
matical stand point so sound pressure levels are
now universally expressed in decibels (dB).

Decibels are dimensionless units for conven-
iently measuring power and or pressure whenever
the range of values is very large. The decibel is
a measure of ratio only and can be expressed as
follows:

LEVEL IN DECIBELS (dB)=

(Measured Quantity)
(Reference Value )

20 log10

In sound pressure level readings the reference
value is always 0.0002 microbars or basically the
threshold of human hearing, thus:

SOUND PRESSURE LEVEL (dB)= 20 ]og10 %578002)

Where P = Sound Pressure in microbars.

The use of the decibel scale condenses the previous
10 million-to-one range to a more convenient and
workable span of @ to 140 dB. See Table 2 for
typical sound pressure level situations.

TABLE 2. TYPICAL OQVERALL SOUND PRESSURES
AND SOUND PRESSURE LEVELS
PRESSURE PRESSURE SOURCE
(MICROBARS)  LEVEL (dB)
2000 140 Threshold of Pain
130
200 120 Threshold of Discomfort
20 iég Automobile Horn
90 .
2 80 Automobile at 40 mph
0.2 ég Conversational Speech
0.02 28 Quiet Residence
30 .
0.002 20 HATED
10
0.0002 0 Threshold of Hearing

Although more convenient for numerical ex-
pression, using the decibel does make it more dif-
ficult to perceive the difference between two
sound pressure levels.

It is frequently necessary to combine the
effect of two sound sources or sound pressure
levels. Since decibels are logarithmic units and
cannot be added algebraically, it is necessary to
convert each decibel reading to its equivalent
power, add or subtract the powers and then convert
to a combined decibel level. A1l these calcula-
tions may become quite involved and produce more
accurate results than the situation may require.
Thus, the graphical approach may be more appro-
priate and is shown in Figure 1.

—
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L

dB TO ADD TO HIGHER LEVEL
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|
|
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DIFFERENCE BETWEEN TWO LEVELS - dB

FIGURE 1. GRAPH FOR COMBINING DECIBELS
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As stated before, there are many manufactures
of sound level meters with or without built-in
octave band analyzers. For help in selecting the
proper performing, cost effective instrumentation
that you may require here are two respected
sources:

BRUEL & KJAER
185 Forest St.
Marlborough, MA 01752
(617) 481-7000

GenRad

300 Baker Ave.
Concord, MA 01742
(617) 369-4400

Keep in mind the physical properties of sound
(pressure and frequency) and how they are measured
(dB and Hz) because understanding these basics is
essential before numerical values can be assigned
to generated sound, acceptable sound, and the
reduction required in a particular situation.

UNDERSTANDING A, B AND C NETWORK WEIGHTING,
NOISE CRITERIA (NC) CURVES AND
SPEECH INTERFERENCE LEVELS (SIL)

In the realm of sound pressure level measure-
ments of which there are many, the following three
types seem to be the most commonly used: A, B and
C network weighting; noise criteria (NC) curves;
and speech interference levels (SIL). A general
review ot each type of technique will be discussed.

A, B and C Network Weighting

Most sound level meters contain provisions to
take measurements with either A, B or C network
weighting. Why are these weightings used and how
are they achieved?

During extensive testing of human hearing it
was discovered that sounds or noises at frequen-
cies under 1000 Hz do not sound as loud to human
ears as equally intense (loud) noises at higher
frequencies. In other words, the human ear is
less sensitive at lower frequencies than at a
frequency of 1000 Hz or greater. This effect is
more pronounced for lower-level sounds than for
louder sounds. Thus, it makes sense to reduce the
sensitivity of the sound level meter, especially
in the lower frequencies, so that its readings
follow the characteristics of the ear more closely.
The sound level meter has provisions to compensate
for this human hearing “prejudice" with three
weighted network circuits A, B and C which dis-
criminate against the lower frequencies. To insure
uniformity among the manufacturers of sound level
meters the United States Standards Institute has
established a standard to which all meters conform.
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The sound level meter achieves this response modi-
fication by the attenuation of certain low fre-
quency components before display on the indicating
meter.

Any sound or noise measurement should thus be
identified as to which weighting was used; such as
"50 dB(A) or "the A-weighted sound level is 50 dB".
Note that the reading is said to be a sound level,
not sound pressure level. "Sound Pressure Level"
is read only when the sound meter frequency re-
sponse is flat or uniform over the entire audible
range and not weighted by A, B or C settings to
fit the characteristics of the human ear. For A,
B and C networks the reference level of 0.0002
microbars is implied.

A-weighted readings are used quite widely,
and many noise level graphs include an A-weighted
scale. Various damage-risk criteria have been
proposed to prevent hearing impairment due to
noise exposure. Perhaps the most well known
criteria comes from (OSHA) standards and is de-
fined by the A-weighted or dB(A) sound level.

TABLE 3. OSHA PERMISSIBLE NOISE EXPOSURES

DURATION (Hours) SOUND LEVEL (dBA)
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Shown below are the actual A, B and C scale
weightings in both graphical and tabular form.
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FIGURE 2. FREQUENCY RESPONSE OF
A, B AND C NETWORKS



TABLE 4. FREQUENCY RESPONSE OF A, B AND C NETWORKS

WEIGHTING - dB

Hz 63 125 250 500 1000 2000 4000 8000
A-Scale -26.2 -16.1 -8.6 -3.2 0 +1..2 +1%0 -1.1
B-Scale -9.3 -4.2 -1.3 -0.3 0 -0.1 -0.7 -2.9
C-Scale -0.8 -0.2 0 0 0 -0.2 -0.8 -3.0

Table 5 gives general suggestions as to which

Example: What is the speech interference
weighting to use for different sound level ranges. ] i

evel of a blower that has the following
characteristics at a distance of 3 feet?

TABLE 5. USE OF WEIGHTING NETWORKS

Hz SOUND PRESSURE LEVEL
SOUND LEVEL RECOMMENDED WEIGHTING
500 80 dB
RANGE, dB NETWORK 1000 72 dB
20 - 55 A 2000 70 dB
55 - 85 Answer: 80+72+70 = 74 dB SIL
85 - 140 3

SPEECH INTERFERENCE LEVELS

At times a noise level environment may exist
that is not loud enough to be considered a health
threat but could still be a safety hazard. This
situation may exist around equipment that produces
noise that is loud enough to interfere with crit-
ical speech communication. Working around high
voltage equipment (Broadcasting Transmitters)
during installation, operation or maintenance re-
quires a critical level of comnunications among
co-workers.

Speech sounds are distributed over the fre-
quency range from 100 to 10,000 Hz with most of
the intelligence or information in the 200 to 6000
Hz band. If we measure the noise energy in that
region only we will have some measure of its abil-
ity to interfere with speech.

A three band analysis of the octave bands
centered on 500, 1000, and 2000 Hz will permit us
to determine the arithmetic average of the sound
pressure levels in these three bands. The result-
ing numerical average, in decibels, is defined at
the speech interference level (SIL).

Note that we have introduced a new factor to
sound level readings, namely distance. In the
above blower example it was given that the sound
pressure levels were taken at a distance of 3 feet.
Although it was not mentioned previously, it was
implied that all sound readings are taken at some
well defined distance from the point of origin.

During some situations the sound pressure
level may be known at a certain distance but needs
to be converted to a greater distance from the
source. When assuming spherical divergence from a
point sound source, pressure drops off as the first
power of distance. Thus when dealing with sound
pressure levels the difference between these pres-
sure levels at two points can be expressed as:

DIFFERENCE = 20 Tog,, (%1} aB
(@)

For example, if distance d, is twice d,, then

the difference in sound pressuré level is: 2
20 log,, (2) = 6 dB
010

Because we know that the sound is weaker at twice
the distance from the source we know the sound
pressure level is 6 dB lower. This is the 6 dB-
per-distance-doubled statement. Of course this is
tor pure spherical divergence with no reflections.
In practice the falloff of sound pressure level
with distance will almost always be less due to
reflecting sound waves.
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TABLE 6.

SPEECH INTERFERENCE LEVELS (dB)

DISTANCE BETWEEN
TALKER AND LISTENER

TALKER'S VOICE EFFORT

(FT) NORMAL ~ RAISED  VERY LOUD  SHOUTING
0t 74 80 86 92

1 68 74 80 86

2 62 68 74 80

4 56 62 68 74

6 52 58 64 70

12 46 52 58 64

Once the speech interference level for a piece
of equipment is known, how does it effect speech
communications? The two determining components
between talker and listener are the talkers voice

effort and the distance between talker and listener.

This talker's voice effort and talker/listener dis-
tance can best be explained in Table 6. This table
is based on the 500, 1000, and 2000 Hz bands, and
the levels are for average male voices with the
speaker and listener facing each other and using
unexpected word material.

From review of Table 6 and the blower example,
which had a Speech Interference Level (SIL) of
74 dB, the following distance vs. effort matrix
would result.

TALKER/LISTENER VOICE
DISTANCE (FT) EFFORT
0.5 Normal
1 Raised
2 Very Loud
4 Shouting
6 ana
12 ---

But loss of communication is only one of the
problems created by noisy equipment. Noise well
below the "hazard" level can cause fatigue and
errors. Prolonged discussion in an excessively
noisy environment can be very tiring; degrading
judgement. Studies have shown that the effect of
noise on work output depends greatly upon the
nature of the work. The task requiring close
attention for a long operation cycle is especially
vulnerable to noise, with likely resultant higher
rates of operator error and product rejects.
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NOISE CRITERIA CURVES

Probably the most sophisticated way to meas-
ure sound and/or noise is by use of noise criteria
curves. The noise criteria curve (shown in Figure
3) has an abscissa of the octave band center fre-
quencies 63, 125, 250, 500, 1000, 2000, 4000,

8000 Hz and an ordinate of sound pressure level in
decibels from 10 to 90 dB. In the field of the
graph are a series of curved parallel lines labeled
from NC20 to NC70. These lines represent "equal-
Toudness" curves relative to the human ear. The
downward slope of these contours reflects both the
Tower sensitivity of the human ear at low fre-
quencies and the fact that most noises having dis-
tributed energy drop off in a similar way with
frequency. These curves may be used as a basis

for rating the effective loudness of a noise. For
example: The NC60 curve shews that a 67 dB level

at 250 Hz sounds just as loud as a 58 dB 4000 Hz
tone. The beauty of the noise criteria curves is
that a spectrum analysis specification is inherent
in a single NC number. Considering spectrum shapes
of noises, the noise criteria analysis is far supe-
rior to using a single wideband noise level reading
such as A, B or C weighting.

The noise criteria curves are implemented by
plotting the sound pressure level of your noise
source at each octave on the graph. The NC rating
of that noise producing device would be equal to
the point of highest penetration into the NC
contours.

Noise criteria (NC) ratings are used quite
frequently as design specifications for quietness
required in studios, recording and sound repro-
duction rooms. Below is a list of recommended
noise criteria for various types of space. See
Table 7.
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TABLE 7. RECOMMENDED NOISE CRITERIA

MASS COMMUNICATION WITHOUT AMPLIFICATION

Concert Halls . . . . . . . . . . . . . NC15-25
Legitimate Theaters . . . . . . . . . . NC 25-30
Conference Rooms . . . . . . . . . . . NC 25-35
School Rooms . . . . . . . . . . . . . NC 30-40
Churches and Courtrooms . . . . . . . . NC 30-40

MASS COMMUNICATION WITH AMPLIFICATION

Broadcast Studios . . . . . . . . . . . NC 15-20
Assembly Halls . . . . . . . . . . . . NC 25-30
Motion Picture Theaters . . . . . . . . NC 30-35

INDIVIDUAL COMMUNICATION

Homes, Apartments, and Hotels . . . . . NC 25-35
Hospitals and Libraries . . . . . . . . NC 30-40
Private Offices . . . . . . . . . . . . NC 30-40
General Offices . . . . . . . . . . . . NC 35-45
Restaurants and Department Stores . . . NC 40-50
ColiSeums 5 s a w.w e By se b sr.m o » NC 50-60
Factories x v:m w m % £/c & 0w & 4.¢ & NC 50270

NOISE CONTROL

In order to determine whether the noise at a
particular listener location will be acceptable
according to one of the criteria discussed above,
it is necessary to study the transmission path
over which the noise will travel from the source
to the listener.

There may be several sources of different magni-
tudes contributing to the noise at any single
location and several paths over which these noises
may travel to reach the listener.

There are noise control problems that present
themselves every day. Each one must be carefully
reviewed, analyzed, and hopefully solved. This
process may be very simple and straight forward or
may take months and months of calculations with
tedious trial and error testing.

In summary, the general procedure that should
be followed in solving any noise control problem
is:

1. Determine the sound pressure levels and
directivity factors of all sources of
noise by test or from the manufacturers
data.

2. Determine the various listening areas
that might be affected by the various
sources and establish the allowable noise
levels at these locations from applicable
criteria.

3. Determine the paths by which the noise
will travel to the listener and calculate
the noise levels that can be expected,
taking into account divergence, reflec-
tion and absorption.
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4. If the expected noise levels exceed what
can be tolerated, consider whether means
of reducing noise at the source, means of
altering the transmission path, or means
of otherwise protecting the listener are
available or desirable.

Lets look at two examples of noise control
techniques used during the design phase of a tape
cartridge machine and a 30 kW FM transmitter.

TAPE CARTRIDGE MACHINE

Very early in the engineering effort on the
PHASE-TRAK 90 (PT-90) series cart machines the
Broadcast Electronics design team knew that this
top of the line product had to have the quietest
running noise level possible. A design target was
set at NC17 at 1 meter. To achieve this goal,
every component that would produce noise and every
component that could be used to attenuate this
noise was thoroughly reviewed.

The major source of noise in a running cart
machine is the motor. The two areas of concern
are the motor bearings and motor vibration. To
assure the quietest long life bearings, the design
engineer must carefully select the proper bearing
relative to load capacity, reliability, speed
limitations, manufacturing tolerances, mechanical
clearances, and lubrication. With careful analysis
and testing, the perfect combination can be found.
Also critical to the design is the control of noise
causing vibration. The motor must be specified to
maintain a high level of balance and dimensionally
true rotation during operation.

Another source of unwanted sound is the sole-
noid which in this design was outfitted with an
adjustable air dampening system that helps greatly
to reduce the resultant impact noise when the sole-
noid is engaged. Attached to the solenoid is the
drive cable which is different than the normal
chain link system found in most cart machines.

This flexible stainless steel cable is much quieter
during activation than the rattling links of the
earlier chain drive designs.

Another bearing that can be a source of noise
is the pressure roller bearing. The use of a non-
metallic selif lubricating bearing is quieter than
the normal sintered bronze bearing. By eliminating
the metal-to-metal contact between the pressure
roller bearing and pressure roller shaft the
offensive clicking noise is reduced during
cartridge start-up.
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Listed above are a few of the active design
specifications used to produce a quiet machine.
There are also some passive design steps used to
help attenuate the noise produced by the previously
mentioned components. These steps can basically
be summed up in two words, "solid construction".
The use of a 0.5 inch thick aluminum deck plate
insures a structural solid platform for the motor.
The use of softer, thicker aluminum side panels
versus thin resonating steel panels helps contain
internal noise. The front die casting is manu-
factured from zinc which is aliso a dead soft
material. Even the polycarbonate overlay front
panel is reinforced with an 0.125 inch thick
aluminum back panel to help retard vibration and
absorb sound. When steel material is used on the
rear modules attention was given to proper folding
and mechanical fastening to maintain adequate
stiffness and good noise containment. Even the
quantity, quality and location of the hardware
used for assembly was well thought out to guaran-
tee solid mating of the various sheet metal
components.

With all of the design ideas from above and
many more subtle additions implemented into the
product, the cart machine was ready for noise
level testing.

The cart machine was tested in an anechoic
chamber located at the laboratories of the Central
Institute for the Deaf in St. Louis, Mo. Sound
emissions were measured from three model PT90PS
machines and two model PT90RPS machines. Sound
pressure levels, A-weighted and in octave bands
were measured on the axis of symmetry of each
machine at a distance of 1 meter from the front
panel. The machines were located in the center of
the 18' X 18' X 18' chamber with 30 inch sound
absorbent wedges on the interior walls.

Sound pressure levels were measured with
equipment by Bruel and Kjaer; a Type 2203 Sound
Level Meter, equipped with a Type 1613 octave
filter set and Type 4165 condenser microphone.
Calibration was made with a Larson/Davis
Laboratories Type CA250 acoustic calibrator.

Shown in Figure 4 is the resultant noise
criteria (NC) curve for the PT-90 playback cart
machine and in Figure 5 are the results of the
PT-90 record/playback machine test.

As can be observed in Figure 4 the PT-90PS
has a NC16 rating because the highest penetration
into the equal Toudness contours is 16 at 1000 Hz.
Likewise, Figure 5 shows that the PT-90RPS machine
should be rated at NC12 because of the 12 reading
at again 1000 Hz. The "A" weighted reading for
the PT-90PS was 17 dB(A) and for the PT-90 RPS it
was 15.3 dB(A).
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30 kW FM TRANSMITTER

A 30 kW FM transmitter requires forced con-
vection cooling of the power tube. This thermal
management is accomplished by a properly sized
blower. Unfortunately the use of an air moving
device of the size required in a large transmitter
produces a high noise level. However, proper
selection of this blower can reduce the offending
noise level significantly.

Experience tells us that the noise sources
from a blower are of two types: aerodynamic and
mechanical. Aerodynamic noise comes from air-
flow either on the intake or exhaust side of the
blower and vortex shedding that occurs at the
impeller blade tip. Mechanical noise is only pro-
duced by a blower that has a mechanical deficiency
due to bad bearings, rotating unbalance or mechan-
ical interference. A blower with mechanical noise
should either be repaired or replaced.

By far the most noise producing area of a
blower occurs as vortex shedding at the blade tips
of a rotating impeller. The faster the tip
velocity of the impeller the more vortex shedding
occurs and the noisier the blower. Tip velocity
is a function of impeller diameter and impeller
RPM. Thus, it is in the designers best interest
to use a blower with the slowest tip velocity.

An interesting phenomenon about noise level
from blowers is something called blade passing
frequency. Each time an impeller blade tip passes
a point in the rotational path an impulse is de-
livered to the air at that point. The frequency
of these impulses can be calculated as follows:

Blade Passing Frequency (Hz)=

(Impeller RPM) x (No. of Impeller Blades)
60

Typically the blade passing frequency is also the
predominant tone frequency and the frequency of
the highest sound pressure level.

During the cooling system design of this
transmitter it was determined that 1200 CFM of air
was required against 3 inches of water pressure to
properly cool the power amplifier tube. Research
of standard blowers revealed two blowers that could
satisfy this requirement. Blower "A" used an 8
bladed impeller that was 14 inches in diameter x
3.25 inches wide turning at 3450 RPM. Blower "B"
has an 8 bladed impeller that was 16.5 inches in
diameter x 5 inches wide rotating at 1725 RPM.
Calculations tell us that blower "A" has a tip
speed of 210 feet per second (143 MPH) and a blade
passing frequency of 460 Hz. Whereas blower "B"
has a tip speed of 124 feet per second (85 MPH)
and a blade passing frequency of 230 Hz.
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Preliminary analysis indicates that blower "B" has
the double advantage of slower tip velocity (less
noise) and a lower peak noise frequency. This
lTower peak noise frequency should seem quieter to
the human ear due to its lower sensitivity at

low frequencies.

Consequently both blowers were tested for
noise level and plotted on the noise criteria (NC)
curve (see Figure 6).

As predicted the blade passing frequency of

each blower was also the peak noise frequency.

The noise criteria rating for blower "A" was NC70
and for blower "B" NC60 and the "A" weighted read-
ings were 75 dB(A) and 65 dB(A) respectively. The
lower blade passing frequency was advantageous to
blower "B" as was expected and showed a 10 dB
improvement.

From studies done on human hearing a 10 dB
reduction in noise level will "sound” like the
noise volume was cut in half. The speech inter-
ference levels (SIL) calculate out to 61 dB (SIL)
for blower "A" and 44 dB (SIL) for blower "B".
Referring back to Table 6 shows that the distance
between a talker and listener using normal voice
effort could increase from about 2 feet to greater
than 12 feet. This is quite a comfortable change
when working around a transmitter for any length
of time. Thus, blower "B" would be the logical
choice for low noise level performance.

Had there existed any sound level data for
either one of these blowers, it would have been
possible to calculate the sound level of the other
blower. This can be accomplished by using the
following Fan Law:

= DA NA
LA = LB + 70 log10 e * 50 10910 NB
Where:

Loudness of Blower A (dBA)

Loudness of Blower B (dBA)

Impeller Diameter of Blower A (In)

Impeller Diameter of Blower B (In)

Speed of Impeller of Blower A (RPM)
Speed of Impeller of Blower B (RPM)

Assume we know that L= 65 dB(A), lets solve for
L, using the impeller size and speed given
p@evious]y.

i 14 3450
tg = 65 * 70 Tog)q 155 + 50 logyy 755
= 65+ (-5) + 15
= 75 dB(A)  CHECK

The two examples above are typical applica-
tions of noise measurement and control methods
required during the design of modern broadcasting

equipment.
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CONCLUSION

Understanding noise level measurement and
control techniques are essential to both the
designer and end user of broadcasting equipment.
The designer can produce quality, quiet equipment
with the proper use of noise control. The broad-
caster will now understand the various measurement
techniques and ratings when comparing competitive
equipment for procurement. Finally the broadcaster
and equipment manufacturer will hopefully now have
a mutual understanding of the importance of noise
measurement and control techniques.
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A DIGITAL DYNAMICS PROCESSOR FOR FM BROADCAST

Michael E. Morgan and Jason Dunaway
Valley International Inc.
Nashville, Tennessee

Rick McCollister
Recording and Music Group
Nashville, Tennessee

This paper describes the implementation of
DSP technology to provide all the requisite
signal processing functions applicable to
treatment of musical program and speech for
broadcast through a typical FM transmission
system.

General outlines of functional signal
processing blocks including compressors,
expanders, and limiters is presented, as well as
a method for detecting the audio signal level
using a proprietary algoritm.

A description of a multi-band digital signal
processor capable of performing all the classic
signal processing functions, and many esoteric
and arbitrary functions, is presented, along with
an evaluation of the performance of the device
used as the final audio signal processor in a
typical FM transmission chain.

Future developments in digital broadcast
equipment, including the need for enhanced
interfacing and synchronization for an all-
digital broadcast facility will be discussed.

In November, 1987, Mr. Rick McCollister of
Recording & Music Group, an independent
consultant for and on behalf of Valley
International, Inc., in Nashville, TN, embarked
upon an ambitious project to develop an audio
dynamics processor capable of performing all the
basic dynamic gain altering functions in the
digital domain.

Among the objectives of this project were:
1.) Emulation of existing detector, or
audio level sensing technology;
2.) Duplication of direct feed-forward
processing configurations;
3.) Emulation of existing envelope
modification circuitry action by synthesiz-
ing attack and release time constants;
4.) Determination of factors affecting
audibility of the processing;
5.) Investigation of new and unique types
of waveform manipulation possible in the
digital domain.
6.) Development and adaptation of the technology
for configuring useable product lines.

Criteria for DSP Selection

Of the digital signal processor VLSI chip
sets available at the time of the initiation of
the project, the one considered most suited for
use was the AT&T WEDSP16-75. Among those
characteristics deemed desirable were the
device's speed, the presence of large (36 bit)
accumulators, and an instruction set well matched
to implementation of FIR filters and dynamic gain
change algorithms. The ability to operate on
serial data also enhanced the ease with which the
device could be made to interface with all
existing standardized digital audio formats.

Of equal importance was the availability of
a comprehensive support software library, a DSP
development system, and the enthusiastic support
of the staff at AT&T, whose aid the authors wish
to gratefully acknowledge.

Choice and Implementation of Detector Response

Since mathematical modeling of virtually any
converter scheme, e.g., rms—-to-dc, peak absolute
value, "curve-fitting" envelope detection, etc.
is theoretically possible in the digital domain,
the designer had a number of options available.
Based upon the same research which resulted in
the development of the proprietary Valley Linear
Integration, the choice was made to model the
detector/convertor algorithm after the operation
of the Valley circuitry.

The Valley Linear Integration Detection
process possesses the unique property of being
relatively immune to waveform complexity while
maintaining a flat sensitivity response through-
out the audio spectrum. The result is a
noticeable improvement in operation over rms
detection circuitry when applied in dynamics
processing devices, particularly compressors and
limiters.

During each sampling interval, the processor
compares the values of the Left and Right channel
data. The higher of the two values is selected
and is used in the convertor algorithm. The
convertor model then integrates the values by
using a constant representing the attack time.
The resulting value is applied to an accumulator
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representing the output of the convertor, then
decremented according to a separate constant
representing the selected value of the release
time.

In this manner, the processor algorithm is
made to produce a numerical value which
corresponds to the output voltage generated by a
traditional analog signal processor's control
sidechain, as illustrated by the block diagram in
figure 1.

In addition, the convertor algorithm
generates both the L-R and L+R content of the
signal so that the L-R value may be changed in
order to enhance stereo separation.

Audio Input

Control

Sidechain Voltage

[

et Detector

Release Current Path

— Charge
e Storage
Capacitor

Fig. 1 Analog signal processor

Performing Dynamic Gain Manipulation

In place of the gain control element found
in the analog signal processor, the digital
processor must implement a multiply/accumulate
algorithm which operates directly upon the
numerical value of the audio sample on a sample-
by-sample basis.

Unlike the voltage produced by the analog
detector/convertor circuitry,the numerical output
produced by the detector/convertor algorithm
bears no direct relationship to the amount of
gain alteration required to achieve a specific
function, e.g., compression, limiting, or
expansion in the digital domain.
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Audio Output

The product of the detector/convertor is
used to address a gain map residing in memory.
Each specific mode of operation has its own
unique gain map, thus there exists a separate map
for each of the compressor modes and expander
modes. Examples are shown in figures 2 and 3.
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Compressor Transfer Function

Note that such parameters as Threshold,
Ratio, and Rotation Point are integral parts of
the map. These parameters are not directly
variable, and must be controlled by manipulating
other operations in the processing algorithm,



Listening tests conducted with varying
degrees of resolution in the gain maps
demonstrated that the size of the gain map, or
the number of points on the transfer function
used to describe the map, is inversely related to
the distortion content of low level signals
passing through the processor algorithm. A
reasonable degree of resolution was obtained
using maps of 16 kwords (32 kbytes). It then
became obvious that the number of processor
functions available to the operator of the system
would be dependent upon the size of the available
memory .

In order that memory expansion capability
did not become the limiting factor in the
usefulness and flexibility of the system, the
designer developed a data compression routine
which allowed each gain map to be reduced to
about 107 of its original size for off-line
storage. When a particular gain map is called up
for use by the processor algorithm, the
compression routine is reversed, and the map is
regenerated so that it occupies a full 16 kwords.

Unique Types of Processing

After the audio waveform has been digitized,
it exists only as a series of numerical values in
the bitstream, and may be used as data in order
to perform arbitrary functions. Of the vast
number of possible operations which may be
performed upon the digitized waveform, very few
could be considered desirable. The unique
architecture developed for the Valley processor
allows for the implementation of any type of
manipulation which can be described as a function
of input level vs. output level.

In addition, other routines may be imbedded
in the processor algorithm. One example is
a type of digital "soft clipper” referred to as
saturation control. In this process, the value
of each sample is examined. If the sample value
is near the high or low value extremes of the
16-bit full-scale value, it is used in a special
calculation subroutine in such a manner that the
waveform is approximately "logged" near its
extremes,thus resulting in waveform distortion
closely resembling soft clipping.

The limitation on waveform and dynamics
manipulation in the digital domain, disregarding
audible distortion, may be that of processing
speed. If one has unlimited time to perform
operations upon the audio data, many highly
desirable results are possible, including noise
elimination and reconstruction of missing
samples.

In reality, no processor designed to operate
in the broadcast signal chain can be afforded the
luxury of relatively long processing times. The
practical limit appears to be about 10 ms of
propagation delay before monitoring of the

transmitted signal by the on-air personality
becomes problematic. The design approach used in
the Valley processor results in nominal
propagation delays in the 5 ms range, thus easily
meeting the 10 ms criterion. In order to meet
this requirement, the DSP chips in the processor
must operate at a clock rate of about 15 MHz.

Further improvements in processor speed may
not deliver the enhancements in performance one
might expect; consider that a 25 ns DSP chip is
available at the time of this writing, but no
readily available, inexpensive external memory
exists which could supply instructions to the
device rapidly enough to execute a 16 bit X 16
bit multiply/accumulate every 25 ns, thus the
device is limited to use of internal (on-chip)
ROM and RAM at that speed, adversely affecting
its flexibility.

It has long been an article of faith that
dynamics manipulation in the digital domain would
allow nearly unlimited use of processing without
assessing the penalty of audible distortion in
the waveform. This is simply not the case.

It is true that artifacts which are
generated in analog processors as a result of
nonlinearities in gain control elements and
impression of control voltage onto the audio
signal are absent when equivalent or similar
processing is performed on the digital data. Any
artifact which is a result of direct manipulation
of the audio envelope or waveform, however, is
still produced when that manipulation is achieved
digitally.

Such dynamic processes as '"zero attack time"
limiting and clipping create harmonic distortion
with components that might normally be out of
range of human hearing if performed in the analog
domain. In the digital processor, those
artifacts become part of the data, and create
aliasing by interaction with the sampling
frequency.

This phenomenon can be addressed by various
means, including high oversampling rates,
allowing the processing to occur only within a
narrow passband, etc. Further study of these
artifacts and their control in real-time digital
dynamics control is currently being planned.

A Multi-band Digital Dynamics Processor

The result of the research and development
project to-date is the Valley DDP. Although the
actual progression of design decisions which
affected the final configuration of the product
are beyond the scope of this paper, we shall
briefly discuss the more important considerations
and address a few topics of continued interest in
the on-going development of the DDP and related
devices.
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The DDP is configured as a multi-band
processor in order that it may alter the energy
distribution in the processed program, allowing
the user to create an unique on-air sound by
altering the parameters of each band of
frequencies independently.

The use of digital Finite Impulse Response
(FIR) filters throughout the device assures phase
integrity of the processed signal, and provides a
relatively simple way to take the signal apart by
splitting it into bands, then to reconstruct it
without error. There are, however, some trade-
offs associated with the use of the FIR
algorithms. Lack of sharpness in the low
frequency passband skirt is a problem, as is the
inability to implement gain control within the
FIR filter proper. Both these shortcomings
relate to the peculiarities of the FIR algorithm,
with its requirement for current waveform history
and need to "look ahead" in the bitstream for
upcoming data.

Each band processor card is a stereo device
consisting of a DSP chip assigned to the FIR
bandpass filter function, a DSP chip assigned to
the dynamics processing function, sufficient
memory to operate the DSP chips, and those
peripheral communications and logic circuits
necessary to support and coordinate each
function. A diagram of a band processor
equivalent signal flow is shown in figure 4.
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Fig. 4. Band Processor Signal Flow

Comprehensive metering is provided for each
band processor, displaying information such as
input level, band compression, band expansion,
setpoint, and output level. In addition, the
metering LED arrays are used to indicate the
relative values of all the adjustable parameters
in the processor algorithm, such as attack and
release time.

The products of all the band processors are
communicated to an output processor, which not
only recombines all the passbands, but is also
capable of performing further dynamic control
over the broadband signal. Among the functions
of the output processor are instantaneous peak
level control and implementation of both the
75 us preemphasis, and the 15 kHz lowpass filter.
The use of an FIR algorithm as the final lowpass
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allows the skirt response to be very steep,
typically down 70 dB at 15,250 Hz, while
maintaining linear phase response.

The output processor is also used to
implement such specialized functions as high
frequency limiting, saturation control, and the
final formatting of the digital output into
stereo or L+R and L-R.

The DDP mainframe contains up to eight band
processors, a single output processor, and a
system controller card, by means of which the
operator configures and adjusts the device.

The system controller is a complete
microprocessor-based computer optimized for
control and communication with the DSP chip sets
used in the band processors and output processor.
The system controller also contains a set of
interactive prompts and a menu-driven operating
system which uses an LCD display to present
information to the operator, and can be connected
to a separate terminal or modem via an on-board
RS-232 port.

The DDP accepts 16-bit linear PCM at a
50 kHz maximum sampling rate. Word clock and bit
clock signals must be provided. For interfacing
to analog signals, a companion unit, the DDP
Analog Interface, is available. It includes the
A/D and D/A convertors and provides all
the necessary timing signals to source the DDP.

Results of On-Air Testing

The use of the DDP as the final processor
both in an experimental transmission chain and in
various Beta test sites has yielded promising
results.

When applied to easy listening, light rock
and classical formats, the advantages of digital
processing have been quite obvious. When called
upon to perform moderate amounts of compression
and expansion using low ratios and relatively
slow attack and release times, the DDP enhances
fine details in recorded material, and provides a
startling increase in loudness without adversely
affecting clarity. Although any evaluation of
the results must, unfortunately, be largely
subjective, we feel safe in stating that the
absence of artifacts generated in the analog
signal paths of traditional processors allows
digital compression to preserve subtle details in
the processed material which become masked by
analog processing artifacts.

Application of the DDP, in its current state
of development, to high-energy rock formats has
resulted in the subjective observation by some
users at Beta sites that the device has a "busy"
sound when performing large amounts (more than 12
dB per band) of aggressive processing with
relatively short attack and release times. The
consensus seems to be that the device will impart
a great deal of loudness, but that the artifacts



generated in the process become audible in the
high frequency portion of the output. We shall
not dispute these opinions, although our testing
program using the DDP in an experimental low-
power FM transmission chain, with a popular
processor for comparison, demonstrated to our
satisfaction that the DDP imparts comparable
loudness while maintaining full frequency
response and providing a significant increase in
fidelity.

Although we endeavored to supply thorough,
comprehensive instructions with the Beta units,
and provided what we considered to be appropriate
factory presets from which starting point the
operator could adjust the 70-odd variable
parameters, at that point in time we, in fact,
had little more experience in actual operation of
the device than did the engineers at the Beta
sites. We are, frankly, unsure to what extent
set-up procedure and/or inappropriate adjustment
of parameters such as time constants affected the
results of the Beta tests. We have been able to
duplicate the "busy-ness" phenomenon, as well as
we can understand it, and we feel it is a minor
problem which can be corrected relatively easily.

At the time of this writing, there is at
least one Beta unit in the field at all times,
and data collection continues.

We remain quite confident that further
refinements in the processing configuration will
result in the ability to produce a louder and
cleaner signal than can be achieved using
currently available analog processing.

The Future of Digital Signal Processing

Given the flexibility of digital recording
and production systems, and the premise that the
cost of the technology is still decreasing, the
advent of the all digital station is virtually
assured. We feel strongly that the availability
of more cost-efficient conversion packages (A/D,
D/A) and the increasing popularity of the CD and
DAT formats will soon initiate the trend.

A digital stereo generator is already in the
first stages of development, and a moderately
priced broadband digital compressor and expander
unit, potentially suited for use as a microphone
channel signal processor, has been introduced by
Valley, International at the European AES
Exhibition. The few tasks remaining are to
provide a useable "master sync" system for radio
broadcast facilities, inexpensive off-line
storage, and affordable timebase correction for
each program source. It is likely that these
devices, if not already available, will soon
exist.
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OPERATIONAL FEATURES AND USER INTERFACE
CONSIDERATIONS OF A RAM-BASED DIGITAL
AUDIO WORKSTATION

Christopher Moore and Jeffrey Stanton
AKG Acoustics, Inc. Digital Products Division
Watertown, Massachusetts

Abstract

AKG engineers saw an opportunity to
improve the production methods used by
broadcast engineers to make short
recordings, such as commercials,
through the application of RAM-based
digital audio recording and editing.
They interviewed production engineers
at leading AM and FM radio stations,
observed them at work, and analyzed
their working methods and studio en-
vironments. As concepts began to
crystallize, a preliminary Owner’s
Manual was prepared to serve as a de-
sign specification for a new product.

The product that has evolved uses mod-
ern digital audio processing, but is
based on current working practice and
has a familiar user interface. The
resulting design is easy to use and
will raise the quality and efficiency
of the broadcast production studio.

Introduction

The arrival of new technology in any
industry is usually an occasion for
both rejoicing and suffering. Along
with the genuinely useful and powerful
advantages that it provides, new tech-
nology often exacts a painful price in
terms of time lost while staff members
learn how to use the new equipment.
Sometimes new products are un-
necessarily hard to use because ther
designers, caught up in their own
world of technology, have ignored the
current working methods of their
customers and have built awkward user
interfaces. This tends to be espe-
cially true of products based on com-
puter technology. Designers must an-
chor their products to the best
aspects of current working practice,
while they take strong advantage of
today’s powerful new technology.

140—1989 NAB Engineering Conference Proceedings

The Typical Production Studio

Production studios are often in rela-
tively small rooms, sometimes doubling
as an on-air room. A centrally lo-
cated mixing console is usually
flanked by two turntables and racks
holding auxiliary processors, cart ma-
chines, and a CD player. Directly be-
hind the console and often suspended
from the wall are a pair of monitor
speakers. There are usually at least
two analog open reel recorders, usual-
ly in their own free-standing con-
soles. A boom announcer’s microphone
hangs over the console.

Common Short Broadcast Productions

A production engineer is typically
faced with a variety of projects each
week. They might include:

Creating a concert commercial

Customizing the header, tail, or donut
of an agency spot

Preparing a jingle for a local client

Creating a special occasion song by
vocal replacement

Creating a public service announcement

Example: Creating a Concert Commercial

As an example, let’s examine the pro-
duction of a commercial for an upcom-
ing rock concert at a local stadium.

Preparation. After reviewing the
necessary details of the event, the
production engineer prepares a script
(if one doesn’t already exist) for
himself or another announcer. Next,
he picks CDs or LPs by the artist from
the station library and selects a few
hits by the artist that will be in-
stantly recognized by the target
audience. He plans the order in which
he’ll use portions of the songs and
how he will interweave the announcer
and the songs into a fast moving,



attention-getting commercial.

Recording. The next steps depend upon
the complement of tape recorders in
the production studio. 1In this case,
we’ll consider a studio with one 2-
track and one 4-track machine. Cueing
the 4-track to just beyond the end of
the last production, the engineer
enables tracks 1 and 2, cues the first
song, and begins recording the stereo
music bed. When enough of the first
song has been laid down, he punches
out of record and backs up the tape.
Having cued the second song, he rolls
the tape from within the first song
and at the right moment (hopefully)
starts the CD player and punches into
record on the stereo music bed tracks.
If he punches in early, or is off in
starting the CD, he may have to begin
over again and re-record the first
song. If the transition from the
first song to the second song was
satisfactory, he will record as much
material as he needs. Dropping out of
record, he backs up the tape, sets
record enable on track 3, and prepares
to record the announcer.

Listening to the rolling music bed on
tracks 1 and 2, the announcer will
read the first part of the script,
with correct timing and delivery, over
the first two song excerpts. The an-
nouncer will continue reading until
the first break in the script. At
this point, the next one or two song
excerpts will be cued up and recorded
as before. The result will be a more
or less continuous music bed, consist-
ing of excerpts from up to seven or
eight songs, running to the exact end
of a 30- or 60-second spot. The rest
of the announcer’s script will be laid
down, perhaps alternating between
track 3 and track 4 to give more free-
dom in re-recording sections where the
timing or delivery is off. Note that,
due to the limited number of tracks,
no such track leap-frogging can be
done for the music bed sections.

Razor Blade Editing. In this
scenario, it’s pretty unlikely that
the engineer will ever touch splicing
equipment. This is because any edit-
ing that he might want to do would
most likely involve only the announcer
track or only the music bed tracks.

Since they’re both on the same physi-
cal tape, he really can’t do any edit-
ing. Of course, he could have re-
corded the announcer on the 2-track,
and edited on that tape. He could
then transfer the edited 2-track
material to the 4-track and add the
music bed to the announcer track. But
as soon as he’s done this, the op-
portunity for editing the new
material, or adjusting its timing rel-
ative to the music bed, is gone be-
cause now the tracks are again on one
piece of tape.

Mixdown and Effects. Mixdown in such
a production is quite straightforward.
A good engineer controls levels and
balance tightly as he records, so
there’s not much to fix-up during the
mix. In some cases, a favored effects
device may be used on the announcer.
Cueing the 2-track to the end of the
previous production, he prepares to
run off a final stereo mix and does
so, occasionally trimming the level
and fading out rapidly at the end of
the spot. He may repeat this several
times making cart copies for on-air
use, or the carts may be made from the
2-track master.

Comment and Analysis

While our example is typical, there is
a lot of room for variation in techni-
que among different engineers. There
are also other types of productions
that will lead to a different series
of operations, some simpler, some more
complex. Nevertheless, the following
aspects of the production process are
very common:

1. The production engineer is working
fast. Our example project might
easily be done in 30 minutes. Any
operation that carries a high risk
of failure (such as splicing or
punching in to existing tracks) is
not tolerated because the engineer
can’t afford the time to re-do
things.

2. The production engineer is an art-
ist. He is crafting a very short
production that must have
coherence, excitement, and its own
tight, accurate rhythm. Because
the engineer has limited tools, he
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must bring a great deal of his emo-
tional and physical energy to bear
during the production. Watching an
engineer working on one of these
spots, one sees strong, rhythmic
motion as tape recorders are
started, turntables are cued and
released, record buttons are
pressed for punch-ins, and faders
are moved or slammed up and down.
The process uses somewhat unwieldy
tools, but it is fast and it works.

Most errors of timing or content
are fixed by multiple retakes. The
engineer must re-record some sec-
tions many times.

The engineer gets almost all his
working cues and information by
listening. Visually, he is
limited to reading tape counter
values from the tape machine and
watching for wax pencil marks slip-
ping across the repro head. The
equipment doesn’t allow him to lo-
cate particular sound events by
eye, but he is uncannily good at
finding them by ear. Winding the
tape forward or back against the
heads, he can locate the right sec-
tion by the high-pitched squeal of
audio at 8 times the normal pitch
and speed. Stopping the tape and
grabbing the two reels, he can rock
the tape back and forth until, from
the almost inaudible growling, he
has located a cue with an accuracy
that is entirely adequate for the
work at hand.

At the beginning, and indeed during
the whole production process, the
potential creation exists in two
forms. One is the mental image of
it that the engineer holds in his
head, and the other is the develop-
ing recording arrayed across the
invisible tracks and tightly coiled
turns of the tape on the recorder.
Due to skill and experience, the
engineer will end up with a
coherent product, but there is
nothing in the visual field that
will help to achieve that goal.

There are never enough tracks. 1In
stations with a pair of 2-tracks,
the engineers long for a 4-track;
in stations with a 4-track, the
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engineers can tell you excellent

reasons why they need an 8-track.
They know that they could do more
complex, more compelling projects
and in less time with more tracks.

Opportunities for Improvement

While this working method has many
strengths, there are some areas that
definitely could be improved.

1.

Too many operations will potential-
ly fail because they damage
material already recorded. Punch-
ing in and out and razor blade
editing are powerful techniques,
but they get used sparingly because
of the difficulty of fixing up er-
rors. An "undo" feature similar to
that found in word processors would
give these techniques their full
range of usefulness by eliminating
the risk.

It would be extremely helpful if
one could adjust the timing between
events on different tracks. No
editor can take a razor blade, ex-
cise track 3 from 0:15 to 0:30 and
slide it downstream by 1 second to
correct a timing problem. The pos-
sibility of gaining this capability
always produces smiles on the faces
of production engineers.

10-1/2" reels are big and slow to
move. It’s just plain tedious
waiting for the transport to get
you to where you want to be. A ma-
chine that responded immediately
would be able to keep up with the
engineer, not impose its delays on
him.

Exact overall duration is essential
in most short productions. The
only way to keep track of the
length of a production as it devel-
ops is to zero the counter at the
beginning, run the tape forward to
the end of the last material re-
corded, and read the counter. It
would give the engineer greater
control to be able to see the cur-
rent duration at all times.

Production equipment is typically
spread out between several tape re-
corders, mixing console, and other



gear that must be used. A more
focused work environment would be
preferable and would permit faster
work.

6. Tape recorders must be cleaned, ad-
justed, and repaired. They involve
many mechanical components that
wear out. A system with fewer
moving parts would increase
reliability.

7. Good ergonomics require that, where
possible, complex equipment should
stimulate more than one of the op-
erator’s senses. Present equip-
ment, as we have seen, only acts
upon the engineer’s hearing. A
system that gives the engineer a
good visual representation of his
project and his tools would allow
him to work with more confidence
and more insight.

Key Design Goals for a Digital Sound
Editor

After digesting our experience, the
following is clear:

1. The user interface is tremendously
important. It has to be clear, fa-
miliar, and uncluttered. All con-
trols have to be of adequate size
and heft, and must be rugged.

2. The product has to be fast and
responsive.

3. The product needs a powerful video
display in order to better link the
operator to the work in progress.

4. While a computer is essential to
the product, it shouldn’t be al-
lowed to get in the way of the true
goals of the system. A keyboard
and/or mouse are not adequate user
controls for a unit intended to re-
place tape recorders and a mixer.

5. The product has not only to improve
upon existing capabilities; it must
also provide new ones. Further-
more, it has to be an open system
that can grow over the years.

6. A system like this must be easy to
learn, intuitive to operate, and
should meet the user more than half

way. It must build upon his exist-
ing skill base, and not require him
to abandon his present skills.

Writing the Owner’s Manual. It was
decided to write the Owner’s Manual
before designing the product-- a
reversal of the usual process. The
evolving manual became a specification
for the product: one that could be
read, circulated to broadcast
engineers, and refined as more insight
was gained.

Implementation of a Digital Sound
Editor

Physical Configuration. The Digital
Sound Editor components are installed
in a work stand whose size is com-
patible with a typical console-
mounted broadcast recorder. The oper-
ator sits at a small work surface con-
taining the controller and faces a 14"
EGA color monitor. Under the EGA
monitor is a small housing with two
powered monitor speakers providing a
stereo near field monitor. Under the
work surface itself, and behind a
sound-proofed "modesty panel," is a
PC-AT compatible computer. Finally,
below the controller, and just above
the operator’s knees, is a pull-out
drawer with a conventional computer
keyboard. In addition to soundproof-
ing in the stand, the computer has
been given a special power supply with
a low noise fan.

The controller is the user’s primary
active interface to the system. It
features 10 long throw faders that,
under software control, realize a
simple but versatile mixer. All
recording, mixing, panning, and ef-
fects handling is done here.

The controller also implements the
functions of the virtual multi-track
recorder via an array of robust illu-
minated push buttons. Tape motion may
also be controlled by a large rotary
knob for scrubbing the "tape" across
the "heads."

The PC-AT compatible computer houses
the rest of the system’s custom
hardware. A high speed digital signal
processor card handles DRAM memory
management and all digital domain sig-
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nal processing. This card is coupled
to the PC-AT'’s system bus, allowing
the PC to control the DSP Card, and
permitting audio data transfer to and
from the host’s disc drives. Another
bus allows for 16 bit audio data
transfers to and from memory, and pro-
vides addressing for up to 268M words
of audio data. The Memory Cards can
each hold 128 DRAM’s of either 1M or
4M size, and the system can support up
to four Memory Cards. In addition, a
second DSP Card can be installed to
increase audio processing power.

The DSP Card also connects to one or
more input/output modules. An in-
put/output module for analog signals
provides two inputs and four outputs,
allowing for stereo inputs or effects
returns and stereo outputs plus two
effects sends. Input/output modules
plug into half-height drive module
spaces on the front of the PC’s verti-
cal case. An AES/EBU digital audio
input/output module is planned as
well, and other modules will be devel-
oped in the future.

The vertical PC case has space for up
to six half-height devices, all of
them accessible from the front. One
will be taken for a floppy drive and
another for the basic system hard
disc. The remaining four can be allo-
cated to other disc drives and in-
put/output modules.

The system motherboard can accommodate
a total of eight cards. The PC re-
quires three slots, leaving slots for
up to five Memory and DSP Cards.

The PC itself is capable of running
user software as well, under DOS 3.3.
All compatible software, such as word
processors, databases, and spread-
sheets can be used in the unit when it
is not active as a sound editor.

Custom ntroller Layout and Opera-
tion. The controller surface is
divided into three sections, two of
which will be very familiar to a typi-
cal engineer. The left half of the
surface is a simple ten-input mixer.
The right half of the surface contains
tape motion control and location but-
tons. Above the tape location area is
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a small set of buttons dedicated to
editing and menu control.

The mixer section has been configured
for simplicity and ease of use. Two
closely spaced faders on the left are
dedicated to input monitor control.
Each of these two has a single button
above it which is used to mute the in-
put signals entirely.

The other eight long-throw faders are
used for controlling the multi-track
playback signals. Remember that no
audio signal passes through these
faders. Instead they are 'remote con-
trols" for digital signal processing
which occurs on the AKG add-in boards.
Each of the eight faders has two but-
tons above it. The lower button is
also a mute, while the upper one
serves as a record enable function for
that track. Though none of the buttons
latch, each can be backlit by an easi-
ly replaced incandescent bulb which is
switched on and off by the computer.
These buttons also serve a purpose
during editing which we will discuss
later.

The tape motion and location controls
will be familiar in appearance and op-
eration, if not effect, to most
engineers. Play and Stop do exactly
what they say, although because the
"tape" is digital, there is no mechan-
ical start-up or slow-down time;
response is instantaneous. Rewind and
Fast-Forward can optionally behave ex-
actly as with an analog tape machine,
starting off slow, building up speed,
and all the while playing the ap-
propriate pitch shifted audio on all
eight tracks. On the other hand, if
the engineer releases the Cue button,
Fast-Forward and Rewind become in-
stantaneous tape movement functions,
capable of stepping through a long
production with just a few taps of the
button.

Tape location functions are also in-
stantaneous, regardless of the
distance covered. There are two but-
tons dedicated to moving the tape to
the "head" or to the "tail" of the
production. There are also two user
locations which may be set up with a
single keystroke. Finally, for the
common situation of fixing a faulty



punch-in, there is a button which will
return the tape to the last Record
punch-in point.

Visual Feedback. None of the func-
tions of the DSE would be as valuable
or as easy to use if there was not
some kind of visual feedback to con-
firm and reinforce their operation.
One of the most fundamental kinds of
feedback has already been discussed,
i.e. the backlighting behind each but-
ton when that button is active.

Another fundamental piece of visual
feedback is the tape counter or tape
time indicator. For distance viewing,
as from across the studio, the remote
control surface contains a large,
bright red LED display which shows the
current tape position in minutes and
seconds. The microprocessor on board
the controller can also display diag-
nostic messages on the LED for ease of
maintenance and repair.

Tape time is also shown on the color
video display along with several other
time indications. The time locations
of the two user-programmable location
points are shown, as well as the dura-
tion of the production and the current
editing points, if any.

The color video screen is a rich
source of other information as well.
Besides the input/output metering
which is a standard part of any
recording system, several new visual
structures have been created. The up-
per half of the screen contains what
we call the "track envelope display."”
This gives a ten-second past and fu-
ture visual perspective on the audio
content of each track. It is not a
sampling representation as one might
think upon first view, but rather a
peak level indication of the running
amplitude of each track. It is pre-
sented in great enough detail to be
able to discern individual syllables
in a word or single notes in a musical
instrument track. The display pans
sideways underneath a fixed cursor in
real time and is even able to follow
the tape in fast wind modes.

This track display .is not intended to
supplant, but rather to supplement the
listening skills of the engineer with

a visual reinforcement of the audio.
The track display is also able to give
a new perspective on audio signals
which are just about to occur, making
the precise timing of cues, punch-ins
and edits considerably easier than
ever before.

Directly under the track display is a
structure we call the '"production
overview." In contrast to the track
display, the production overview gives
a global perspective on the produc-
tion, showing the entire duration of
the piece in a compressed view.
Like the track display, there is a
horizontal strip which represents each
track, but here the track is painted
only in places where it has been re-
corded. During unrecorded spots on
the track, the production overview
shows that track as blank. The pro-
duction overview is a useful aid dur-
ing Fast-Forward, Rewind and other lo-
cate operations, because it gives the
engineer positive feedback about his
current location in the production.

External Connections. 1In addition to
the analog and digital audio input and
output XLR plugs the DSE has a number
of other connections to the outside
world. Chief among these is the ex-
ternal control/sensing connector which
is conveniently placed on the back of
the remote controller.

The connector is a 37 pin D-type, and
it contains the following: six indi-
vidual opto-isolated input channels
which may be used for on-off kinds of
input and six individual normally-
open, relay outputs. These are also
fully isolated from the system, in or-
der to avoid ground-loops. Both the
inputs and the outputs may be con-
figured in system software providing
both the ability to control the DSE
from a remote location, and the
ability to control other devices from
the DSE. These inputs and outputs make
it possible to integrate the DSE into
an existing production studio in the
same way as one would integrate other
recording and playback machines.

The DSE can be configured with com-
puter inputs and outputs to provide
interfaces to printers, modems and

other computers. These connections

1989 NAB Engineering Conference Proceedings—145



may also be used in conjunction with
interfaces to SMPTE and MIDI. In
short, the DSE may be fitted with the
appropriate audio and data connections
to make it the centerpiece of any
small production studio.

Editing with the DSE

The DSE editing facilities are layered
to provide easy learning for the new
user and plenty of power and speed for
the more experienced user. Although
editing functions are mostly

contained in video screen menus, there
are buttons dedicated to the most im-
portant and most often used functions.

The only new idea which a first-time
user must grasp is that editing is no
longer confined to the whole width of
the tape. Because all the audio in-
formation is represented digitally in
DRAM memory, each track in the produc-
tion is essentially on its own piece
of tape. Each track may be freely cut,
copied, spliced and rearranged by it-
self or in conjunction with other
tracks. Tracks may be moved in time
relative to each other. Stereo tracks
may be moved in time-locked pairs rel-
ative to the rest of the production.

Oonce this concept is fully digested,
the rest of the editing process is
simple. The user selects which tracks
will be affected with the buttons
above the faders. Edit points can be
marked with buttons dedicated to that
purpose. Edit locations can be easily
located with the "reel-rocking" method
by using the scrub wheel on the con-
troller. The engineer may audition
the edit points with a single key-
stroke.

The desired edit operation may be
selected from a menu of simply
labelled selections like "cut" and
"copy." The arrow keys on the remote
assist with this process. Finally the
edit is carried out by pressing "ex-
ecute" on the controller.

This is not the end of the story, how-
ever. What if something has gone
wrong, and the edit is bad, or the
timing is off, or one of many other
possible mishaps has occured? A single
touch on the "undo" key will restore
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the production to its previous state.
Undo works with EVERY operation that
affects the audio, including punch-in
recording and bouncing. Furthermore,
undo may be toggled in order to com-
pare the edited and un-edited states.
The undo function makes it possible to
attempt flashy or tricky edits without
fear of losing time if the edit
doesn’t work out.

Example: Concert Commercial Using DSE

Let’s go back and re-record the exam-
ple given above, using techniques

made possible by the DSE. We will as-
sume that the operator is familiar
with the DSE, but not an expert or
veteran user.

Preparation. Preparation for the con-
cert commercial is much the same. A
script must be prepared for the an-
nouncer, and the production engineer
must have selected music and prepared
a mental image of the flow of the
piece. Of course, with the DSE com-
puter right at hand, the

engineer who is familiar with a word
processor might choose to prepare the
script and an outline on the DSE. The
engineer could also choose to keep an
on-line log of the pieces on which he
has been working.

Recording. Recording a music bed from
a series of LPs and CDs is considerab-
ly simpler on the DSE because during
the initial recording the engineer
does not need to pay careful attention
to timing or duration. It is no
longer important to cue the LP or CD
to exactly the right spot because the
excerpt can be quickly trimmed once
recorded on the DSE. Likewise, by
recording the excerpts sequentially on
alternate pairs of DSE tracks the
engineer can precisely slip the timing
of the different parts relative to
each other after they have been layed
1.

The announcer can also finish his job
earlier. It is a simple matter to mix
and match different phrases once they
are recorded into the DSE. Another
easy task is slimming the duration of
that perfect take that came out two
seconds too long.



Editing. Editing is now an option
which the engineer can choose to make
a more sophisticated or snappy produc-
tion. First of all, editing with the
DSE’s electronic tools is many times
faster than editing with grease pen
and splicing tape. More importantly,
there is never a danger of destroying
or marring a part of the production
because of a faulty edit. The engineer
can make any edit, no matter how
tricky, safe in the knowledge that the
edit can be gquickly and perfectly un-
done with a single keystroke.

Mixdown and Effects. Mixdown on the
DSE is a straightforward process which
is nearly identical to existing tech-
nigues. The DSE controller’s mix fa-
cility allows precise control over
track level, pan and two effects
sends. The mixer output may be re-
corded by an external analog or digi-
tal recording device, or it may be re-
corded entirely within the digital
domain to the DSE’s own audio memory.

The engineer has one tool for mixing
that traditional analog methods can
never give. That is the ability to
anticipate cues visually using the
color track display that the DSE pro-
vides on its video screen. Using this
display the engineer can actually see
10 seconds into the future of the pro-
duction and anticipate upcoming sounds
and appropriate fader movements.

Upgrades and Expansions

The future course of a product is al-
ways hard to predict because it
depends so much upon changes in the
marketplace, competition, user percep-
tion and satisfaction and many other
factors. AKG engineers have expended
considerable effort to ensure that the
DSE can grow in useful directions.

The computer itself, a PC-AT com-
patible, is one of a family of per-
sonal computers which represent the
largest installed base of hardware and
software in the world. This implies a
virtual guarantee that parts, repair
facilities, and additional hardware
and software packages will be avail-
able for many years to come. The de-
sign of the computer permits easy
delivery of new software via floppy

disks, and integration of new hardware
via the plug-in card slots.

AKG currently provides several
hardware and software options for the
machine. One may choose between analog
audio interfaces which perform any of
the most popular sampling rates, and a
digital interface which conforms to
the AES/EBU digital audio transfer
standard. AKG is also strongly com-
mitted to providing access to data in-
terface standards such as SMPTE and
MIDI.

The DSE system can utilize from one to
four memory cards, with a choice of
memory component size (as soon as four
megabit DRAMs are available). This al-
lows the possibility of budgeting a
gradual expansion of the DSE over a
period of several years.

AKG has also made the provision for
the system to contain more than one
signal processing card. An additional
card may be added to perform other
signal processing tasks such as rever-
beration and other effects. Of course,
hardware upgrades such as additional
signal processing cards also require
software to control and utilize them.
AKG is committed to providing software
upgrades and enhancements both for
audio signal processing and for con-
trol features such as fader automa-
tion.

The DSE has enormous mass storage re-
quirements, both for temporary storage
of productions and for permanent ar-
chiving. Every DSE system comes con-
figured with a sizeable winchester
hard disk, which may be used for
temporary storage of one or two pro-
ductions. AKG engineers are also
closely examining a variety of newly-
emerging mass storage technologies
such as read/write magneto-optical
disks and R/DAT data tape. One of
these will be chosen as the primary
permanent digital archiving medium for
the DSE.

Sonic Characteristics and Specifica-
tions

The DSE is a multi-track recording and
playback device which is
capable of simultaneously recording 2-
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4 tracks and plaving back 8 tracks
mixed into 4-8 outputs, depending upon
analog and digital audio interface op-
tions selected. Total recording time
varies from 4.4 minutes up to 70
minutes, depending upon memory option
selected.

Sampling rate may be configured at the
factory as 32 kHz (15 kHz bandwidth),
or as selectable 44.1 kHz or 48 kHz
(20 kHz bandwidth). Sample word size
is 16 bits and sampling technique is
linear PCM (like CDs). Analog sampling
interfaces use four times oversampling
and digital filtering as well as digi-
tal dither. Stereo inputs are time
aligned, as are all outputs. Analog
inputs and outputs are differentially,
actively-balanced.

Intermediate digital signal processing
results are kept to a precision of 32
bits. This provides important sub-mix
headroom. Analog-style saturation
logic is used in all digital mixing
nodes to avoid harsh digital overload
artifacts. Six peak level readings are
derived from the digital mixing pro-
cess for precise metering.
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ANALOG AND DIGITAL TECHNOLOGY FOR AUDIO PROCESSING

Charles C. Adams
Circuit Research Labs, Inc.
Tempe, Arizona

Abstract:

Because of its ability to accurately reproduce, digital audio
is becoming more popular in the broadcast arena. However,
in the field of audio processing, more needs to be accomplished
than just accurate reproduction. Modification to frequency
response, amplitude response or both is desirable in a broad-
cast audio processor. This paper examines some of the
similarities and differences that can be expected as digital
audio processing techniques are substituted for analog.

Digital technology and audio signals meet in many areas of
communications. Examples of this are satellite links, telephone
equipment, and mass storage devices. Most familiar are Compact
Disk and RDAT. These applications are only the first teetering
steps in the newborn field of digital audio. In the above mentioned
Compact disk and RDAT, when analog is converted to digital, the
signal becomes more robust. This is done so that the undesirable
effects of the transporting medium, whether it be radio link. tape
or disk, do not degrade the quality of the audio. In these examples
the audio is not intentionally modified while in the digital domain
since the goal is accurate reproduction.

In audio processing, however, the story is quite different. For
example, filtering of the audio, whether it be low pass, high pass,
band pass, or stop band, is a commonplace occurrence. There are
filters that limit the spectrum occupied by the broadcaster, filters
that pre-emphasize and de-emphasize, and filters that split audio
into multiple bands for compression and limiting. Filtering is one

of the basic tools used for audio processing. Since filters are so
basic to the functions of audio processing it would profit us to
understand the characteristics of digital filters and how they are
similar and dissimilar to analog filters.

A look at high performance filters in both analog and digital
topologies will show what differences in complexity and perfor-
mance are observed. For the high performance example, an
examination of the anti-aliasing filter suggested for the Multi
channel Television Sound (MTS) system will provide a good case
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Fig.1. Passive LC realization of MTS 15kH = LPF.

study. As originally suggested, (Zenith p.29) this filter is an
C11-20-73 type. This specifies an! I th order Cauer (elliptical) that
cuts off at 15kHz and reaches its rated attenuation of 65dB at
15685Hz. The passband ripple is 0.177dB. A first approximation
analog implementation is shown in figure I, the frequency and
group delay response is shown in figure 2.
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Fig.2. MTS filter with ideal components
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Unfortunately, even with very high quality real world com-
ponents, the response shown in figure 2 is almost impossible 1o
achieve due, usually. to inadequate Q of the inductors. Generally
an additional equalizer' is needed to correct for the droop in
passband response caused by insufficent inductor Q. The 11th
order Cauer filter could alternately be realized as an active FDNR
(Frequency Dependent Negative Resistor) filter. Using this topol-
ogy, a filter could be constructed that would give good results for
less money. if components are carefully chosen.

Since this paper is interested in the relative merits of digital
versus analog technology and not on the specifics of design, we
will use the passive version and assume that the passive version
has components that have Q’s adequate for the application. We
will be dealing with computer simulations of both analog and
digital filters. One of the big problems of analog filters is that even
if the quality of the components are within limits, the value may
not be. Even if by some fluke of nature, or by careful quality
control, components close to design vaiue are found, usually time
and temperature will soon take care of that. Figure 3 shows what
happens 1o the response of figure 2 after thirty sweeps of a worst
case analysis program. In each sweep the filter components were
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EQU 1 a, b. ¢. Calculating separation.

I See Williams p..8-12, for further information on equalizer.
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randomly changed by plus or minus two percent of their correct
values.

Since the MTS filters are generally located in L+R and L-R
matrix paths, any difference between the L+R and L-R low pass
filters will manifest itself as a rapid degradation in stereo separa-
tion. To analyze what affect random two percent changes would
have on stereo separation, we will assume that the MTS system is
operating in equivalent mode (no compandor) to simplify the
calculations. In this case the separation can be calculated by
Equation la.(NAB p. 3.6-196) where A is the gain ratio of L- R
and L+R, and where theta is the phase error in degrees of L+R and
L-R. In this equation the maximum separation occurs as A ap-
proaches the value of one and theta approaches zero. Looking at
figure 3 it is apparent that the ratio of gains between L+R and L-
R could deviate from unity by a considerable amount at frequen-
cies above 10kHz. To be generous, a value of 4.5kHz is chosen.
In Figure 3 a log magnitude change from approximately 6.16db
t0 6.24db at 4.5kHz can be approximated from the graph, and a
delay change of approximately 2us can be seen. Equation Ib
converts log magnitude ratio to linear magnitude ratio and equa-
tion lc illustrates the conversion of delay in microseconds to
phase in degrees.

Equation la, with the parameters given by Equ. 1b and Equ.
Ic. indicates that the best separation to be expected at 4.5 kHz
would be approximatly 31 dB. It is easy to see that the separation
frequencies above 9kHz would be considerably lower. With the
compandor in the MTS system activated, the situation could
become worse as any change in the L-R gain between the com-
pressor and expander would be magnified by the expander. There-
fore, careful attention to absolute component values and to how
these component values wili change over time and temperature is
required to achieve a successful high performance analog design.

To examine how this filter might be implemented using digital
techniques. the filter from figure | could be transformed directly



into a discrete time realization. This type of filter is known as an
1R (Infinite Impulse Response) filter.

"The response of an 1IR filter is a function of current and past
input signals and past output signal samples. The dependency on
pastoutputs (i.e. recursive) gives rise to the infinite duration of the
filter output response even when the input values have
stopped.”(DeFatta p.47) An [IR filter is analagous to the old trick
of creating echo on a three head tape deck. The signal that comes
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Fig.5. lIR filter structure.

out is a product of the original signal going in. plus the mix back
of the play head. In the case of the IIR filter, instead of the time
between echoes taking hundreds of milliseconds. the time between
echoes are reduced to tens of microseconds. Additionally, there is
the equivalent of multiple play heads all mixing in at different
amplitudes with delays that are integer multiples of the shortest
delay which are equal to the sample period. The different
amplitudes of the mix corresponds to the coefticients that describe
the impulse response of the filier. The time delays are generally
one sample period in length. IR filters, "when implemented in
fixed point arithmetic, may have instabilities (limit cycles) and
may have large quantization noise, depending on the number of
bits allocated to the coetficients and the large signal variables in
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the filter".(Parks p.13) Figure 5 represents the Direct Form [
method of implementing an IR filter. Other methods are available
1o implement an 1R filter, and some are considerably more
efficient in memory utilization. The blocks labeled z represent
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EQU 2 a). /iR filter b). FIR filter

a single sample period delay. The blocks denoted by A and B
represent a multiplication, or gain change, of input data to the A
or B block by a coefficient located within that block.

Figures 6 and 7 depict the amplitude and delay response
respectively of an 1IR implementation of the before mentioned
1 1th order elliptical filter.

Notice that the characteristics of the analog filter, figure 2, and
the IR filter, figures 6 and 7. are very similar both in magnitude
and delay responses.

As with the analog filter, there are areas where the response
of the IIR filter can be compromised. The long term accuracy of
the digital filter characteristic is dependent on mainly two things:
the coefficients that describe the filter impulse response. and the
sample rate at which the filier operates. Since the coetficients are
constants and are contained in ROM, they cannot drift with time
or temperature. The sample rate clock, if a well designed crystal
type, is not likely to drift enough in frequency to make any
noticeable difference. If the sample rate varies. the filter simply
will scale up or down in {requency. with all other attributes
remaining constant. For example, the above IIR filter was
designed to have .177dB of ripple in the pass band. a minimum
attenuation of 65dB in the stopband, a ratio of 1.04 between the
highest passband frequency and lowest stopband frequency, a
cutoff frequency of 15kHz and a sample rate of 44.1kHz. If the
sample rate were moved to 88.2kHz, the cutott frequency would
simply scale up to 30kHz. The passband ripple, stopband attenua-
tion and passband stopband ratio would remain unchanged.

Getting back to our discussion of separation.if both [IR filters
in L+R and L-R. used identical sets of coefficients, or shared the
same sel of coefficients, and received their sample rate timing from
the same master clock then any change in sample rate would not
influence the separation since both filters would scale up or down
in frequency identically. With acrystal controlled sample rate and
two IIR filters, the ultimate separation could be very high and
could be maintained over long periods of time. Figure 4 depicts a
block diagram of how such a lIR filter could be realized in
hardware. The move to a digital implementation of filters could
dramatically improve the repeatability and long term performance
of critical circuits.

The question a designer now has to ask himself is: Can |
maintain the design goals of the system using the less expensive
analog implementation. or is the use of digital technology indi-
cated? Certainly, if components with adequate quality and
tolerance can be selected, an analog filter could match the perfor-
mance of its {IR digital counterparts.

There are some improvements that could be made to the digital
filter design that would be difficult to match in the analog domain.
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As figure 7 indicates, it is easy to see that the delay characteristics
of the IIR filter (and the LC analog filter in figure 2) peaks greatly
at the higher frequncies. The effect of this is 10 delay the high
frequency components by well over 0.25 millseconds with respect
10 the low frequency components. This will delay the 15kHz note
by several complete cycles. There is a body of research that
suggeststhat the ear is deaf 10 these types of delay, however. delays
such as these can cause measurable changes in the sound of an
audio limiter.

Another class of filter exists that improves the delay response
while still giving good magnitude response. This class is known
as the Finite Impulse Response filter (FIR). "If the output samples
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Fig 8. FIR filter structure.

of the system depend on the present input, and a finite number of
past input samples. then the filter has a finite impulse
response."(DeFatta p.49) "Digital filters with finite-duration im-
pulse response have characteristics that make them useful for
many applications. Equations 2a and 2b illustrate the most basic
formof both the IR and the FIR filter. If Equation 2a is considered
with the By coetficients (recursive portion) equal to zero, then
Equation 2a reducesto Equation 2b. which describes an FIR filter.
Compare the IIR block diagram, Figure 5, with the FIR block
diagram, Figure 8, and notice that the Bx terms in Figure 4 are the
recursive elements of the IIR filter and that once removed you have
the non recursive FIR filter,

It is possible to construct an FIR filter using analog techniques.
One such example uses an analog bucket brigade line with taps at
¢ $2 Vbb Vad

TAD -
INPUT e TO ADDITIONAL
i w ow W DELAY LINES
a

2

gRSl gRilz

I

3
I
Ry gRZ Ry gk,,

ouUTPUT
-0

Fig.9. Analog FIR filter
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Fig.12. Example of FIR filter code for TMS DSP’s.

2 For further information on Windows see Parks pp.71-79

y(n)=h 5 x+h; x(n 1)+h o x(n-2)+. . +h 4ox(n-42)

EQU 3 Length 43 FIR convolution

each "bucket" (EG&G/Reticon pp.7-15 10 7-30) Figure 9 is a
schematic representation showing resistor loading taps for the
realization of a desired filter function. The heart of this design is
the 32 tap bucket brigade from EG&G / Reticon. An audio signal
is applied to the input and clocked through the chip one "bucket”
at a time. At each bucket is a tap where the audio at that bucket
can be brought out and mixed with the audio at all the other taps.
The weighting of the mixing resistors corresponds 10 the impulse
response of whatever filter is desired. The output of the filter is
theretore the final mixed signal appearing at the op-amp output.
The TAD-32 has a feed forward output for the addition of another
TAD-32 to implement longer filters.

Taking the same filter parameters outlined in the preceding IR
example and applying them to an FIR filier results in a filter of
length 249 when using the Kaiser window approximation. Figure
11 depicts the impulse response of this filter. The window is
applied to the impulse response to prevent the Gibbs phenomenon
from occuring due to truncation of the impulse response. (Remem-
ber this is a FINITE impulse response filter.) The Kaiser window
is selected because it it somewhat more flexible” than the more
common Hanning or Hamming windows.

A length 249 filter requires a delay line of 248 elements and
249 taps. Using the above described analog method would require
eight of the TAD-32 components, and 249 mixing resistors.

Perhaps a better approach would be to convert the audio into
digital form and use a Digital Signal Processor (DSP) chip to
perform the required operations. Equation 3 illustrates the con-
volution used to generate the output signal. As we have seen in the
analog FIR version,"if the filter were implemented with a tapped
delay line 2" would correspond to a physical delay element.
However when adigital computer program is written to implement
Equation 3. the boxes labeled 2! correspond to storage of vari-
ables rather than any delay."(Parks p.140) A small portion of code
from a Texas Instruments TMS 32010 signal processor is shown
in Figure 12 illustrating the coding of an FIR filter program.
Figure 10 shows the magnitude response. Figure 11 shows the
impulse response for this filter. The delay will be found at the peak
of the impulse response. In the case of our example FIR filter,
the delay is approximately 2.8 milliseconds. [t should be noted at
this point that a length 249 filter would not execute within a single
TMS 32010 DSP at sample rates suitable for broadcast audio.
Either the more powertul TMS 320C25 or 320C30 chips could be
used. or another possibility is to break the code into several
modules running with multiple TMS 320C10’s.
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Let’s take another common filter used in broadcasting that is
substantially less demanding than the above discussed MTS filter.
This filter can be found in FM stereo generators, and some makes
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Fig.13. Length 43 Parks-McClellan FIR, Magnitude.

of audio processors. Its purpose is similar to the filter used in the
above discussed MTS application in that it protects the pilot from
interference caused by audio programming, prevents aliasing dis-
tortions, and protects the SCA region from interference. General-
ly, the filter should cut off at a frequency just above 15kHz and
smoothly roll off to at least -60 below 100% modulation by the
time it nears pilot frequency of 19kHz. Let’s take a iook at what
types of problems we could potentially run into if we attempted to
develop this filter using the linear phase FIR technology. Figure
13 shows a FIR filter using Parks- McClellan windowing that
meets the above specifications. The filter is designed to operate at
a samiple rate of 44.1kHz. The length of the filter is 43 and the
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Fig.15. Analog anti-aliasing filter responses.
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coefficients are shown in Figure 14. Total delay through the
digital filter can be found by simply finding the peak of the impulse
function in Figure 14 and multiplying that coefticient number by
the sample period. From Figure 14 we see that coefficient number

PARKS--McCLELLAM ALGORYTIHM
MUL 11 BAND FI1TER
FILTER LENGTH 4
SAMPLING FREGUENCY 449,100 K11 OHElC 2
*akns IMPULGE RESPONSE sxxer

16-BIT QUANTIZED COULFFICIENT
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Fig.14. Table of coefficents for length 43 FIR.
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22 is the peak of the impulse function, therfore we multiply 22
times 22.67 microseconds and find a total of 498.9 microseconds
for the delay of this digital filter. But is this going 1o be the total
delay when we view this filter as a system? We must also include
the analog anti-aliasing filter that is ahead of the A 10 D converter
and the reconstruction filter that follows the D 10 A converter.
Figure 15 shows the delay response of a typical "off the shelf™
anti-aliasing / reconstruction filter used for digital audio applica-
tions. Looking at Figure 15 we can see that the delay starts at
approximately 43us and increases to over 250 us at 20kHz. Since
our FIR filter cuts oft above 15kHz, we are only interested in the
time delay response through 15kHz. Judging from Figure 15, the
analog filter varies by 30 microseconds from 2kHz through 15
kHz.. This variation in the analog anti-aliasing and reconstruction
filter essentially will ruin the linear phase ability of the FIR filter.
Several things can be done however 1o improve this situation.

An analog delay equalizer could be constructed to compensate
for the region between DC and 15kHz. Figure 16 depicts the delay
equalized 1o less than 5 microseconds of ripple. If the input analog
anti-aliasing filter and the output analog reconstruction filter both
used the filter described in Figure 14, then the total delay would
be approximately 498 + 2(113) = 724 microseconds.

Another approach to the non-linear phase problem would be
lo incorporate a delay equalizer in the software, and still another
approach would be 1o move the sample rate up in frequency.

Over sampling has merits in that it can greatly reduce the
complexity of the analog anti-aliasing filter and the analog
reconstruction filters. If the sample rate were to increase by a factor
of two, then the analog filters that surround the digital technology
could reduce in order dramatically. If the sampling rate is in-
creased to 88.2kHz, then the analog anti-aliasing filter and
reconstruction filter could have a response similar to Figure 17.
Notice that the delay time curve in Figure 17 is dramatically
reduced in magnitude as compared to Figure 5. In both figures
15 & 17 the delay curve is the lower curve. In Figure 15, markers

are placed on the delay curve at 2kHz, (43 microseconds) and at
15kHz (73 microseconds). Over sampling thus simplifies the filier
needs and group delay correction. What effect will increasing the
sampling rate have on the DSP filter? If the passband and stop-
band specifications remain the same, the only major change that
will occur is the length of the filter will approximately double.
The filter shown in Figure 13 is a length 43 Parks-McClellan FIR
filter. This filter, if used in this over sampling example, would then
become a length 86 filter. This means that the microprocessor now
has twice the number of calculations to make and half the time in
which to make them. The point is that a doubling of sample rate
causes a four times increase in the raw processing power needed
to implement the digital filter curve.

This is a good time to look at just how much raw processing
power is enough for implementing DSP filters. "Causality refers
10 a system that is realizable in real time. A causal system is a
system that at time m produces a system output that is dependent
only on current and past inputs, n less than or equal to m, and past
outputs,n less than m."(DeFatta) The FIR filters discussed above
are causal systems. In order for these filters to operate in real time,
they must be able to complete all of the calculations and data
storage operations required within one sample period. At a rate of
44.1kHz, this gives roughly 22.67 microseconds. The length 43
filter discussed above requires 43 addition operations, 43 multi-
plication operations. and it must shift 43 data memory locations
by one memory location each. In addition to these duties it must
input from the A/D and output new data to the ID/A and have some
mechanism to detect the beginning of a new sample period. The
processor must be able to carry out these operations within the
single sample period. If the processor is able 10 just meet these
requirements, then the filter should operate fine. If, however, a
processor could perform the above calculation in only one quarter
of the sample period, what effect does this have on the filter? None.
The processor simply has spare time that it could fill by running
through a dummy loop until the next sample period arrives or it
could perform additional processing such as
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-64 .00 ’/ o '/'f 21 us
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Fig.17. Anti-alias filter for over-sampled FIR
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AGC, limiting, or other filtering functions.

The following is a list of advantages of each technology that
summarizes what we have discussed so far.

Digital filter advantages:

. Nodrift due to component tolerance/temperature changes.
< Very sharp cutoffs achievable.

- Excellent tracking for stereo operation.

+  Flat group delay responses (FIR types).

« Easy to change characteristics.

Analog filter advantages:

- Many times less expensive than digital filters.

+  Generally more compact that digital hardware.
< Better serviceability.

- Can be realized with passive components only.

Let's turn away from filtering issues now and examine some
of the other important processing functions. Automatic gain
control is another fundamentally important processing function.

Band 1 Bang 2
M
,_;,","',‘ GAIN
fﬂl’ﬂ
Q

There are many good analog AGC’s currently available that can
give quite impressive specifications. Signal to noise ratios of AGC
stages can. in many instances run from 80 1o better than 100 dB
while being able to provide an AGC range of 30 10 40 dB. If a
digital AGC circuit were to be considered, one of the first stum-
bling blocks that could be encountered is signal to ratio versus
AGC range. Sixteen bit digital audio systems have at best 96 dB
of total dynamic range. If 30dB where allotted for gain reduction
range and 10dB for headroom range. ithere would only be 56 dB
left for signal to noise ratio. In actual use this number would be
more like 45 to 50 dB once real life considerations are taken into
account. A brief list of some of the critical factors are: "accuracy,
aperture uncertainty, glitches. linearity, precision, quantization
error and resolution of analog to digital and digital to analog
converters." (Williams p.16-1). The mathematical precision of the
processor is another factor. For instance, Figure 10 gave a brief
piece of code for implementing an FIR filter on a TMS 32010
series processor. Once the data is taken in at sixteen bits, all further
manipulations such as additions and multiplications are performed
to 32 bit precision. The TMS 32010 is designed with a 32 bit
accumulator to reduce the amount of error introduced while
operating on a signal. If an eighteen bit system were considered,
a 12dB improvement could then be expected and our AGC would
now have a whopping 57 to 62 dB signal to noise ratio.

There are alternatives to the above problem. One possible
solution would be to pre-scale the input of a digital audio gain
control with an analog gain element. The analog gain element
could contro! itself using either feed forward, feed back or take
control instructions from the DSP processor. This could in effect
extend the range of a sixteen bit system. The point here is, that 16
bits may be adequate for simple reproduction of audio but for
extreme manipulation of audio, a 16 bit system would be less than
adequate. With the state of digital hardware as it is, (16 bit devices
are plentiful and 18 bit devices are arriving on the scene) it wouid

Bsnd3 . Band 4

Owtpin
B

FigA8. Analog and digital userabiliry
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ialog technology is still an important tactor in the
aigital products at this time.

another issue in this topic of analog and digital processing for
<oadcast is the issue of "user-ability”. In the pure analog world
most devices would have a separate control for every user adjus-
table parameter. For instance, a four band parametirc equalizer
would have four gain adjustments, four frequency adjustments and
four Q adjustments. Additionally you would find a separate input
and output control. Digital technology has given us the ability to
replace these controls with just 3 buttons and a alphanumeric
read-out. One button could select which parameter to change
while the alphanumeric read-out displays where you are. (Hope-
fully in a familiar language.) Once you have paged through the
controls and found which one you want to adjust, you are now free
10 use the up and down buttons to arrive at the desired setting for
that control. Figure 18 depicts the contrast between these two
hypothetical systems.

The designer of such a piece of equipment has eliminated costly
pots and knobs and in the process saved his company money. But
has this process also eliminated the user friendliness. Equipment
with just a few push-buttons here and there are becoming more

Audio Input

Analog Processing Circuitry

common. The problem is that operating them is similar 10 being
a one armed paper hanger. The opportunity for the user to glance
at and distinguish where the control settings are has been lost. In
addition the ability for the user to instantly or even simultaneously
change several operating parameters has been lost. This push-but-
lon versus rotary control aspect is important in that it affects the
efficiency of everyone who comes in contact with it.

Sometimes the reliance on push-buttons instead of knobs is
Justified by the designers of equipment to ease some design factor,
such as remote control interface. The rationale being that contact
closures are easier to interface. Some products implement the idea
of "digital soft controls” very well. In these sysiems several
pushbuttons and perhaps a pot or two are switched via software to
implement many different functions. A small LCD screen is
usually available to help guide the user to the appropriate menu.
Allthat a user must doto use these systems is to tamiliarize himself
with the various paths through the menu system. Even with the
helpful menus, the ability to quickly set and ascertain control
settings is compromised. However. with microcontrollers becom-
ing less expensive every day, the user should be able to have eat
his cake and eat it too.

Audio Output

-

Control Bus to all analog circuits.

8 bit microcontroller
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Remote
Control Port
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Fig.19. CRL IPP-100 Programmable Mic. Processor
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Figure 19 depicts the CRL IPP-100 studio microphone proces-
sor control arrangement. Even though all functions could have
been implemented using the menu and soft key arrangement, the
choice was made to interface front panel controls through the
microprocessor in such a way as to correspond to controls found
on fully analog models. In Figure 19 we see all the necessary
controls implemented with potentiometers. These controls in turn
drive a multiplexed analog to digital converter. The microproces-
sor is now able to perform several functions that are difficult to
acheive in a fully analog system. In one mode. the microprocessor
simply passes the analog control settings directly to the analog
audio processing hardware. In another mode, the microprocessor
can record the settings of each analog control for later use as a
pre-sel. And in another mode. is where the microprocessor allows
only the use of the pre-set adjustments. With this arrangment the
user has very little 1o learn about the functioning of the unit.

Digital technology promises us much, but there are still areas
where analog techniques can achieve cost effectice results.
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AUDIO PROCESSING FOR NRSC

James Wood
Inovonics
Santa Cruz, California

ABSTRACT

In contemplating adoption of the NRSC
recommendation for transmission preempha-
sis and bandwidth restriction, the AM
broadcaster must consider the constraints
of a system which would no longer have the
enviable property of a frequency-flat
modulation and overload characteristic.

This paper describes an audio program
signal processor, specifically developed
to meet the several technical challenges
imposed by NRSC implementation.

THE NRSC SPECIFICATION

In January, 1987, the National Radio
Systems Committee (NRSC), representing
both broadcasters and receiver manufac-
turers, formally adopted a technical
standard toward improving the quality of
AM radio in the U.S. This standard, now
called "NRSC-1,"” specifies transmission
preemphasis, based on a 75-microsecond
characteristic, with complementary
deemphasis in the receiver to restore
flat overall response. Figure 1 graphs
the "truncated" NRSC curve, and shows
deviation from true 75-microsecond
preemphasis.
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75-Microsecond Preemphasis (broken
line), and NRSC Curve (solid line)

The NRSC standard also specifies a
very sharp 10kHz audio cutoff. This
cutoff should restrict transmitted
bandwidth and effectively eliminate
interference in second-adjacent channels.
The audio cutoff specification is shown
in Figure 2.
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Figure 2
NRSC Audio Stopband Spec.

The preemphasis / deemphasis part of
the specification was intended not only
to improve perceived signal-to-noise
performance, but also to establish a
common point of reference for broadcast-
ers and receiver manufacturers alike.

It was anticipated that new AM receiver
designs would be optimized for the
standardized transmission characteristics,
and broadcasters, in turn, could substan-
tially reduce the often brutal high
frequency boost considered essential for
decent sound from the "obsoleted" narrow-
band radios.

IMPLEMENTATION CONSIDERATIONS

Preemphasis "Protection"”

The NRSC preemphasis characteristic
of Figure 1 is easily attained with a
simple R/C network comprising one capacitor
and two resistors. For a total cost of
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about one dollar, the broadcaster can add
the specified NRSC preemphasis to his
program signal chain. What this simple
solution fails to address, however, is
the resultant effect on real and
perceived modulation.

If NRSC preemphasis is applied after

the final program limiter, high frequency
program energy, though already limited to
a 100%-modulation level, would be boosted
to an equivalent of 300% modulation. If,
on the other hand, simple preemphasis is
imparted before the final limiting
device, the overall program level will
"duck," as accentuated highs demand
additional gain reduction at all program
frequencies. Consequently, high frequen-
cies must be dealt with independently to
avert the modulation sacrifice implicit
in either case cited.

Low-Pass Filter Considerations

To satisfy the 10kHz cutoff
requirement, yet retain program clarity
and "brightness," the low-pass filter
response must be flat within its
passband, and have as high a corner
frequency as practicable, with precipi-
tous rolloff beyond. Only the Cauer, or
"elliptic" response, filter conveniently
meets this demand. The specified
stopband response (Figure 2) suggests a
ninth-order filter of this type. Such
a filter may be built from "passive" L/C
components, or with "active" op-amp
circuitry.

When presented with amplitude-limited

complex program waveforms, any sharp
cutoff filter will invariably exhibit a
certain degree of output overshoot. This
is particularly true when peak-limiting
circuits square-off the program signal
waveshape. Even filter designs which are
fully phase-corrected with all-pass
networks of similar order will exhibit
these output overshoots. Much of this is
attributable to the filter's normal and,
in fact, desired elimination of higher-
order frequency components which,
themselves, help define the instantaneous
peak value of the signal.

A ninth-order elliptic-function
low-pass filter may easily overshoot 150%
or more. If modulation is lowered to
accommodate overshoot peaks, the average
value of the program falls accordingly.
These overshoots cannot simply be
clipped; the harmonics generated by
post-filter clipping would then violate
the stopband specification.

Clearly, some form of filter

overshoot compensation is required.
Several ingenious techniques are in
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common use in FM broadcast equipment,
which has similar filter constraints.
These techniques may be borrowed, provided
that they prove effective for the much
sharper cutoff characteristic of the

NRSC specification.

PROCESSOR DESIGN CRITERIA

In conceptualizing an audio processor
for NRSC compliance, many factors were
considered. Most could be lumped into
either of two areas of primary
importance:

1. The device must not only meet the
letter of the specification, but it
should comply with the intent, as
well; that is, "AM improvement."
Thus, aside from imparting the
specified parameters to the program
signal, the Processor must add no
"sound" of its own, or alter the
effectiveness of other audio proces-
sing equipment in the program path.
Dynamic action should be transparent,
and neither enhance nor degrade
measured or perceived modulation.

2. The Processor must be convenient to
install, and very simple to set up
and use.

As of this writing, the great
majority of AM broadcasting is monaural.
For this reason, and for reasons of
simplicity and economy in general, the
Processor evolved as a single-channel
device. To accommodate AM-Stereo, either
for immediate or for future use, it was
anticipated that steps could be taken in
the manufacturing process to hold
frequency and phase response to close
tolerances. This would assure that any
two units could serve as a matched pair
for stereo sum-and-difference processing.

To make installation straightforward
and as convenient as possible, the unit
was configured as a post-processor; that
is, it would simply connect between the
existing audio processing system and the
input to the transmitter. Though this
position in the signal path is the only
proper placement for the 1l0kHz low-pass
filter, it is not suitable for a fixed
preemphasis network for reasons already
explained. This dictated use of some
form of "adaptive," or variable,
preemphasis if the function were to be
successfully included at this point.




DYNAMIC CONTROL REQUIREMENT

The need for program-dependent
preemphasis has been established by the
placement of the Processor in the audio
signal path. Because it feeds the
transmitter directly, the Processor must
be self-protecting against overmodulation
from preemphasized high frequencies.

This requires linear control of the
boosted portion of the program spectrum,
based on the energy therein.

There are probably more ways to
remotely control the gain of an audio
program signal than Carter's has pills.
Variable-mu pentodes, light-dependent
resistors, FETs, VCAs; these devices and
countless others have been employed as
voltage-controlled gain elements. Each
has its good and bad qualities, from the
standpoints of control range, signal
distortion, noise, stability, complexity,
etc.

Pulse Width Modulation

One sorely neglected technique for
program signal gain control, yet one which
has decided advantages over several of
the more common methods, is pulse-width
(or duty cycle) modulation. In the PwM
system, the program signal is turned on
and off, or chopped, at a rate several
times the highest audio frequency;
generally 100kHz or more. The ratio
between the signal "on” time and the
"off" time directly determines the
effective gain reduction. A 100% "on"
time would, of course, represent a 0dB
loss; a 100% "off" time, an infinite
loss. "On" values between 100% and zero
yield corresponding signal reduction:
50% = 6dB, 25% = 12dB, 10% = 20d4dB, etc.

A big advantage of PWM gain control
is its simplicity. The signal switch,
which may be a junction transistor, a
FET, or CMOS transmission gate, is either
on or off. There is no "linear range"
over which the device must operate, save
the boundaries imposed by the peak-to-
peak amplitude of the program signal.
Balancing and distortion nulling is not
required, and a very simple low-pass
filter removes the high frequency
switching components.

The only real limitation in PWM gain
control is finite switching time. This
limits the duty cycle ratio to a maximum
of about 50:1, or 35dB worth of gain
reduction. Though this is clearly
insufficient control range for something
like a console fader, a 30d4dB range is
more than adequate for an automatic gain
controller, or program "leveler."

Most audio levelers (compressors and
limiters) are based on a feedback
technology. The output of the gain stage
is referenced to a threshold value, and
as the signal reaches this value, an
error voltage is developed which effects
signal gain reduction. Amplification of
the error voltage determines the slope of
the input /output transfer function. This
slope can assume any value from 2:1 (or
less) for gentle compression of program
dynamics, to 20:1 (or more) for absolute
signal limiting.

Feedback gain control is typically
characterized by a well-defined "knee,"
or transition from a linear to a
controlled state, and a constant slope
above this transition. Figure 3
illustrates these characteristics.
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Feedback Leveler Transfer Function

Feed~-Forward Gain Control

The predictability of PWM gain
control makes it ideal for feedforward
designs. These feature a gentle, less
abrupt transition into the gain-
controlled state, with a corresponding
sonic "smoothness" and freedom from
audible artifacts.

Because the feedforward method bases
gain reduction on the amplitude of the
input signal, and does not create and
utilize an error voltage, the transfer
function cannot be derived; rather, it
must be "fabricated.”

For the sake of explanation, let us
assume a simple program peak limiter with
a linear 1l:1 relationship below its knee,
and an infinite, flat-topped character-
istic above. If the knee is arbitrarily
set at one volt, we can plot the circuit
gain required to hold the output at this
value, once the input reaches and exceeds
the one volt figure. Figure 4 graphs
this relationship.
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Input Voltage vs. Gain
For 1-Volt Limited Output

The curve thus defined has a hyper-
bolic shape, and this is the function
which must be factored into the value of
the input signal to effect the desired
gain reduction. Fortunately, this is a
simple matter with PWM; fortunate, that
is, for the author, who couldn't factor
the hyperbola mathematically if his life
depended on it.

The pulse width modulator, which
opens and closes the signal switch, is
nothing more than a zero-hysteresis
comparator. The input program signal is
rectified, filtered and applied to one
input of the comparator, a repetitive
"ramp" waveform at the switching frequen-
cy is fed to the other input. The shape
of this ramp determines the circuit
transfer function which, in this case,
must be hyperbolic. Figure 5 represents
a single cycle of the requisite ramp
waveform, and also shows the duty cycle
of the signal switch as the hyperbola is
intercepted by a DC control voltage.
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Figure 5

Ramp Waveform And 10dB
Attenuation Example
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The control voltage is derived
directly from the input signal; 10dB above
the threshold value in this example. The
switch "on” time of 31.62% would give a
signal attenuation of 10dB, the figure
required to maintain the output at the 0dB
ceiling.

It may be noted that the ramp
waveform in Figure 5 deviates from a true
hyperbola at bottom-right. What this
intentional deviation accomplishes is to
stretch the transition into the limited
state over several dB of input level change.
The result is the "soft knee” which yields
the sonic advantage mentioned before. The
actual 150kHz ramp waveform is shown in
Figure 6, the transfer function of the
limiter in Figure 7.
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Repetitive Hyperbolic Ramp
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Limiter Transfer Function

Processor PWM Implementation

Though the program signal at the
input to the NRSC Processor is assumed to
be peak-limited, a feedforward limiter of
the design just discussed was included,
just in case it might prove of some
utility at the transmitter site. This
limiter can, however, be switched out of
the signal path.



A second, nearly-identical feed-
forward limiter circuit performs the
adaptive preemphasis function. Rather
than using a simple R/C network to obtain
high-end boost, the program signal is
split into two paths. One path passes
through a high-pass filter with a pole at
8700Hz per the NRSC spec. When the
output of this filter is summed with
proper gain and phase back into the
"flat" path, NRSC preemphasis results.

The second feedforward limiter is
placed just after the high-pass filter.
Its ceiling is adjusted such that the
high-pass signal contribution cannot sum
to more than the 100%-modulation level
of the previously limited broadband
program. This means that high frequency
program components of low energy get full
preemphasis, but high energy, high
frequency peaks receive a temporarily
reduced amount. Since the adaptive
preemphasis limiter works only on high
frequency program material, its time
constants can be accordingly shorter.
This factor, plus the "soft knee"
transfer function, minimize audible
artifacts of the varying, program-
dependent preemphasis. The range of
adaptive preemphasis is shown by the
family of curves in Figure 8.
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Range Of Adaptive Preemphasis

The 10kHz Low-Pass Filter

The 9-pole low-pass filter meeting
the NRSC stopband specifications may be
either an L/C or an active design. Since
coil-winding is a Grade-A drag, the
active approach was chosen. As a further
testimonial to laziness, filter component
values were calculated from tables in one
of the better "cookbooks" on the subject,
the Electric Filter Design Handbook by
Arthur B. Williams, published by
McGraw-Hill. The "cookbook" active
filter, which is actually derived from

Dependent Negative Resistance type. 1In
Williams' book, it is also called a "GIC,"
or Generalized Impedance Converter.
Whatever!

With 2.5% capacitors and 1% resis-
tors, the calculated values gave a filter
which met the NRSC stopband specification
with room to spare. But to enable phase
response matching between Processors used
for Stereo, fine-tuning adjustments were
included in the final filter design.
Stopband response of the filter is plotted
in Figure 9, upper passband response in
Figure 10.
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10kHz Low-Pass Filter
Upper Passband Response

Filter Overshoot Compensation

As anticipated, the sharp cutoff
low-pass filter exhibited the usual
output overshoots and "ringing" when

presented with nearly anything but a clean

classic L/C elliptic designs, is commonly : } :
sinewave. Of the various techniques which

known as the "FDNR," or Frequency
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have been developed to cope with low-pass
filter overshoots, the ones that really
work are well protected by patents.

Rather than risk a stretch in the slammer,
effort was put into an alternative means
of overshoot compensation.

A couple of the more popular over-
shoot compensation schemes permit the
low-pass filter to generate the expected
overshoots. These are then isolated,
re-filtered, and somehow introduced back
into the signal path to cancel themselves.
Another technique in current use distrib-
utes peak clipping circuits among the
several cascaded filter sections.

For the NRSC Processor, it was
instead decided to address the property
of the limited, squared program waveform
which excites the filter and causes it
to overshoot in the first place.

Overshoot of a low-pass filter can
be calculated by its "step response";
the manner in which the filter responds
to a given input DC voltage step function
of negligible risetime. Program signals
invariably contain similar step functions
with fast-rise leading and trailing
edges. These are among the properties of
the program signal which can excite
overshoots of sizable porportions.

The compensator developed for the
NRSC Processor is placed ahead of the
10kHz low-pass filter. It so conditions
the limited program signal waveshape that
the filter has little or no tendency to
generate any overshoots. The fast-rise
components of the program signal are
displaced in time to add to the amplitude
of the limited signal. They are
subsequently clipped, recovered, and
re-added in opposite phase.

The overshoot compensator does not
affect frequency response. It provides
only first-order "static" phase correc-
tion for the low-pass filter, and high
frequency program components can undergo
as much as 180-degrees of "dynamic phase
rotation” during compensator operation.
This turns out to be inaudible, however,
and a small consideration when compared
with the much greater phase displacement
within the low-pass filter itself.

Figure 11 shows the effect of the
overshoot compensation circuitry. 1In
oscillograph (a) at left, the filter was
fed a lkHz squarewave without compensation.
An input squarewave amplitude of 4 divi-
sions peak-to-peak comes out of the filter
at almost 6 divisions p-p. In oscillo-
graph (b) at right, the same squarewave
signal was routed through the compensator
circuitry.
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(a) Figure 11 (b)

Low-Pass Filter Squarewave Response At
lkHz; Uncompensated (a), Compensated (b)

For a more detailed explanation of
this overshoot compensation technique, the
reader is directed to U.S. Patent No.
4,737,725.

A final "safety"” clipper verifies the
effectiveness of this method of filter
overshoot compensation. Though the clip-
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