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Poles and Zeros

Piled Higher and Deeper. In
earlier days these words were
often a facetious, and occasion-
ally a derogatory reference to
the Doctor of Philecsophy degree. The value of graduate study
has not always been understood in electrical engineering. and
we remember the day when our major industries refused a sal-
ary differential for holders of graduate degrees, and when
their personnel interviewers advised new graduates to get
“practical experience” in preference to continuation of their
studies.

Such treatment of the holder of the M.S. or the Ph.D. is
not now found in electrical engincering, where graduate de-
grees are well understood as desirable items of academic
preparation for tomorrow’s leaders in applied science. It is
unfortunate, however, that this view of advanced education
is not more uniformly shared throughout the engineering field.
\We use the word unfortunate because we fail to see how prepa-
ration at the bachelor’s level can continue to be sufficient to
solve the problems of tomorrow involving new materials, new
energy sources, new mathematics, and new systems useful to
man.

Last year the engineering colleges of the U.S.A. granted
35,322 Bachelor’s degrees, 5788 Master's degrees, and 647
Doctorates. Of the total, electrical engineering led the other
fields with 27.1 per cent of the Bachelor’s degrees, 27.4 per
cent of the Master’s degrees, and 22.3 per cent at the Doctor-
ate level. Mechanical engineering granted 25.6 per cent at the
first level, but only 16.7 per cent and 11.8 per cent at the
Master’s and Doctor’s levels. Civil engineering was third at
14.5, 14.2, and 10.2 per cent respectively. During the aca-
demic year 10,779 students were studying for advanced de-
grees in electrical engineering. The field of mechanical engi-
neering, with an almost equal number of B.S. graduates, was
able to attract only 5492 to advanced study.

Is the failure to attract greater numbers to graduate study
related to industry attitudes and pressures in some fields? Are
some facets of industry still unbelieving that graduate study
is such an important part of the battle for our civilization?
Or that graduate study is a gain and only a deferral, and not
a loss to the hiring process? Added to such questions concern-
ing industry attitudes must be some consideration of faculty
attitudes as well.

The promotion of graduate study is or should be a sales
function of our college staffs, one of great importance to them
because only through the graduate college can they hope to
match their own teaching numbers to the pedagogic load of
the next decade. Unfortunately, not all teachers are willing to
accept the necessity of doing more than teaching, that by
their own example and enthusiasm they will have tremendous
influence on our next generation.

A(R')

To electrical teachers the graduate years are usually looked
upon as an opportunity to reiterate the fundamental truths,
and to build upon them a broadened and deepened theoretical
structure. Increased mathematical rigor is always a part of
such programs—in fact, some schools with more limited
mathematical resources are hard put to fulfill the mathemati-
cal demands of electrical graduate programs.

On the other hand, some of the nonelectrical areas regard
the graduate years as time to be used in further developing a
student’s abilities in various specialties, or as time for some of
the applications which could not be fitted into the basic four
years’ work. Both approaches may be proper for the needs of
the respective employers, but we cannot help speculating on
which program will best supply broad scientific leadership, as
well as the teachers for the next generations.

Other differences are to be found in the viewpoint on the
propriety of a research thesis, and the importance placed on
the foreign language requirements. To this editor a degree
without a thesis leaves the student less than complete, and
the foreign language ability admits that those of other lands
may also have ideas.

In our opinion last year’s total of 647 doctorates lacks in
both number and distribution if the requirements of our
civilization are to be fulfilled in teaching, research, and ad-
vanced development. A concerted selling campaign, aug-
mented by industrial financial support, must be developed in
the colleges to the end that every boy standing in the upper
half of his graduating class shall have graduate study pre-
sented to him in terms of its academic, professional, and eco-
nomic advantages. Let us divert a bit of the undergraduate
numbers campaign to the graduate scene as well, or our col-
leges will have the seniors teaching the freshmen. THIS has
happened!

Scientific Marriage. Biomedicine, as a field of application of
electronics, is recognized in this special issue of PROCEEDINGS.
Proposed initially by T. A. Hunter of the IRE Editorial
Board, and planned and put together by John \W. Moore of
the National Institutes of Health with the support of the Pro-
fessional Group on Medical Electronics, the issue provides
another illustration of the way in which electronics contributes
to a sister science. The electronic potential of the field has
long been recognized, but growth has been slowed by lack of
people with training in both medicine or biology and electron-
ics. That this situation is improving is demonstrated by the
appearance of five IRE Fellows as authors in this issue.

A Saddlepoint. The Board of Directors and the lawyers having
finished their work, the new Bylaws appear following page 2053
of this issue. Now we will really find those missing commas!'—

J.D.R.
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Lloyd V. Berkner ((\'26-M'34-SM'43-F'47) was born
February 1, 1905, in Milwaukee, \Wis. He received the
B.S.I5.IZ. degree in 1927 from the University of Minnesota,
which in 1952 honored him with the Distinguished Alumni
Award, and from 1933-35 studied physics at the George
Washington University. He holds honorary Doctorate
degrees from Brooklyn Polytechnic Institute, Uppsala
University in Sweden, University of Calcutta in India.
Dartmouth College, University of Notre Dame, Columbia
University, and the University of Edinburgh in Scotland.

\Vhile still an undergraduate, he was engineer-in-charge
at radio station \WLB-\WWGMS in Minnesota. For one year
after graduation he worked as an electrical engineer for the
Airwavs Division of the U. S. Bureau of Lighthouses. He
was an engineer with the first Byrd Expedition to the
Aantarctic in 1928-30, and was awarded the U. S. Special
Congressional Gold Medal, the Silver Medal of the Aero-
nautical Institute, and the Gold Medal of the City of New
York for his services. For three years thereafter he was on
the staff of the National Bureau of Standards. From 1933-
1941 he was a physicist with the Department of Terrestrial
Magnetism of the Carnegie Institution of Washington, and
during 1940-1941 he was a consultant to the National De-
fense Committee.

Anaviator in the Naval Reservesince 1926, Dr. Berkner
was called to active duty as head of the Radar Section,
Bureau of Aeronautics, in 1941, He directed the Bureau's
Electronics Materiel Branch from 1943-1945, and served
on the U.S.S. Enterprise in 1945, He has held the rank of
Rear Admiral, USNR, since 1953.

During 1946-1947 he was Executive Secretary of the
Research and Development Board and remained a consult-
ant to the Board until 1951. tle was head of the Section on
Exploratory Geophysics of the Atmosphere, Department of
Terrestrial Magnetism, Carnegie Institution, from 1947-
1951. Since 1951 he has heen President of Associated Uni-
versities, Inc., New York, New York, an educational insti-
tution which operates such research facilities as the Brook-
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haven National Laboratory under contract with the
Atomic Energy Commission and the National Radio As-
tronomy Observatory under contact with the National
Science Foundation.

Dr. Berkner has held numerous offices and advisory
positions in government, industry, and education. In the
State Department he served as Special Assistant to the
Secretary of State, and Director of the Foreign Military
Assistance Program in 1949, and Chairman of the Interna-
tional Science Steering Committee which produced the re-
port “Science and Foreign Relations.” Recently he was
instrumental on national and international committees for
the International Geophysical Year. He is presently a
member of the Board of several industrial organizations.
He was formerly a member of the President’s Science Ad-
visory Committee, and at the expiration of his term be-
came consultant to the Committee.

He received the Science Award of the \Washington
Academy of Sciences in 1941; Commendation Ribbon of
the Secretary of the Navy in 1944; Honorary Officer,
Order of the British Empire in 1945; U. S. Legion of
Merit in 1946; and Alumni Recognition Award of Acacia
Fraternity in 1954.

He is Chairman of the Space Science Board of the Na-
tional Academy of Sciences, President of the Interna-
tional Scientific Radio Union, past President of the Inter-
national Council of Scientific Unions, and a former member
of the Executive Committee of the International Union
of Geodesy and Geophysics. He is a member of the Na-
tional Academy of Sciences and of the American Philo-
sophical Society, President of the American Geophysical
Union, and a Fellow of the American Academy of Arts and
Sciences, the American Institute of Electrical Engineers,
the American Physical Society, the Arctic Institute of
North America, and the New York Academy of Sciences.
He is a Foreign Fellow of the Royal Swedish Academy of
Sciences and holds membership in numerous other pro-
fessional and honorary societies in the U. S. and abroad.
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Guest Editorial”
JOHN W. MOOREY, SENIOR MEMBER, IRE

HE purpose of this special issue of the Pro-

CEEDINGS is to provide its readers with some

interesting, informative, and perhaps pro-
vocative examples of various weddings of electronic
arts and concepts to some of the life sciences. This
collection of articles is not intended to delineate
“Biomedical Electronics” but rather to illustrate
the breadth of the field of interest of the Profes-
sional Group on Medical Electronics which, by
constitutional definition, is “the study of biological
and medical systems.”

The cover design suggests that electronic tools
and concepts are useful at the levels of cells, or-
gans, and the whole man. The experimental articles
are arranged roughly in this order, but starting at
the very subcellular level of molecular reactions.
It is regretted that illness of one prospective author
prevented him from writing a paper on the meas-
urement of human responses and performance in
space.

Not only have many biological measurements
been made more convenient and accurate, but
also new avenues of experimentation have been
opened by the speed, versatility, and precision of
modern electronics. It is hoped that this is not a
unidirectional low and that the difhcult electronic
problems faced in the life sciences will stimulate
the development of instrumentation which will be
generally useful. As an example of this tvpe of
feedback, a number of persons working in electro-
physiology participated in the development of a
rather broad-band electrometer preamplifier. This

* Original manuscript received by the IRE, September 14,
1959.

1 Biophysics Lab., Natl. Institute of Neurological Diseases,
Natl. Institutes of Health, Bethesda, Md.

is described in the article by Gesteland, Howland,
Lettvin, and Pitts entitled “Comments on Micro-
electrodes.”

It was encouraging to the guest editor to find,
in the process of compiling this issue, an increasing
number of individuals with competence in both
the electronic and biological areas who could speak
and think in both languages. In many of the arti-
cles of this issue the electronic-biological subject
complex is treated from an over-all point of view.
With the increasing number of complicated bio-
medical problems, more of this “systems engineer-
ing” approach will be required to avoid undesirable
and unintended interaction between the electronic
and biological systems.

It is very often true that the direct application
of electronics in medical diagnosis or therapy is
quite difficult, and may be impossible until ap-
propriate basic research has been done to elucidate
the problem so that a clear statement of the elec-
tronic requirements can be made. Therefore, this
issue gives considerable emphasis to basic bio-
logical research.

The recruitment and training of personnel to
work in the biomedical instrumentation area is
probably the most pressing problem to be faced by
the Professional Group on Medical Electronics.
Because of this a supplementary group of articles
has been included, one of which tells of the origin
and early history of the PGME. A report of the
National Academy of Science—National Research
Council is reproduced in which the problem is care-
fully stated and some recommendations are made.
Two additional papers give comments on the prob-
lem and suggestions as to how it might be
tackled.

|
|
|
—— — — — %
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An Analog Computer to Simulate Systems of Coupled
Bimolecular Reactions®
E. F. MACNICHOL, JR.}, MEMBER, IRE

Summary—An analog computer has been constructed to simu-
late, as nearly as possible, the flux of material in systems of coupled
chemical reactions. Concentrations of various reactants, intermedi-
ates, and products are represented by the potentials at the outputs
of electronic integrators. Rates of turnover of materials are repre-
sented by charges flowing to and from the integrators. The charges
are caused to circulate by means of a “pump” mechanism that trans-
fers charge at a rate proportional to the triple product of three volt-
ages, two of which are derived from integrators and represent the
concentrations of reactants. The third represents a rate constant. One
voltage controls the frequency of an oscillator, the second, the dura-
tion of a triangular waveform, which is triggered by the oscillator, and
the third, its rate of rise. By suitable interconnection of a number of
integrators and pumps, a wide variety of reaction schemes can be
simulated.

INTRODUCTION

YHE metabolic processes in living organisms are
j[ known to be composed of successions of individ-
ual reactions each of which is catalyzed by a spe-

cific enzyme. These steps are coupled to one another and
to various side reactions. In order to be able to pick out
the true reaction sequence in a given metabolic path-
way from a number of possible alternative systems, it is
desirable to compare the kinetic data obtained on a
given biochemical system with those predicted by the
various alternative schemes. The formal mathematics
required to predict the kinetic behavior of such systems
consist of a system of first-order second-degree differen-
tial equations expressing the rate of change of concen-
tration of the various reactants and products as a func-
tion of time. To find out how the concentration of a
given product changes with time, these equations must
be solved simultaneously, a procedure which becomes
very time-consuming and laborious as the number of
reaction steps increases. While accurate solutions can be
obtained on a large-scale general-purpose digital com-
puter and the results can be plotted to display the
kinetic data, it was felt that a simple analog machine
that could be used in the laboratory to give approximate
solutions would be a real help in deciding between vari-
ous reaction schemes. Once the most likely system had
been found, accurate analysis could then be made on a
digital computer. Some years ago Chance® and his col-
leagues initiated such a program, and have had con-

* Original manuscript received by the IRE, September 1, 1959,
This work was done under Contract Nonr-248(11) between The
Johns Hopkins University and the Office of Naval Research.

t Thomas C. Jenkins Lab. of Biophysics, The John Hopkins Uni-
versity, Baltimore, Md.

! B. Chance, D. S. Greenstein, |. Higgins, and C. C. Yang, “The
mechanism of catalase action, part 11,” Arch. Biochem. Biophys.,
vol. 37, pp. 322-339; June, 1952.

siderable success in comparing the kinetic data obtained
by his rapid recording spectrophotometric technique,
oxygen polarography, and other methods with the re-
sults predicted by a rather large analog computer. The
device described in this paper was designed to do a job
similar to the Chance computer’s but with a maximum
of simplicity and economy. Although it was constructed
some time ago (1951-1953), it is worthwhile to describe
it here because of the somewhat unusual multiplying
circuit which makes use of sawtooth waveforms.

THE PROBLEMS AND METHODS OF SOLUTION

The basic process to be considered is the bimolecular
reaction in which substances 4 and B combine to form
a product C. By the law of mass action, the rate at
which the product is formed is proportional to the con-
centration of the reactants. Thus the simple bimolecular
reaction 4 +B—C, the rate of formation of the product
dC/dt =04.1B.2 If the reaction is reversible, that is, if C
splits up into .1 and B, the increase in C can be ex-
pressed in terms of the difference between the two op-
posing reactions. dC/dt =a1A B —f,C where a; and B are
the rate constants of the two reactions. In a biochemical
system, several of these reactions can operate in se-
quence, as illustrated by the following schema:

D
a + ap .
source— A4 + B= C = E — Z — sink.
1 2

The reaction may also be coupled in some as yet un-
known way to another reaction sequence E— F in which
the rate at which E is converted to F is determined by
the concentration of the product C.

It is also possible to represent energetically coupled
reaction systems in which K—L molecule for molecule
as N—P, although K and N are intermediates in differ-
ent reaction sequences.

In still other systems it is possible to have intermedi-
ates which are changed during one step of a reaction and
subsequently regenerated so that they are again free to
combine with a reactant.

In order to build a model that was sufficiently flexible
to represent these and other types of systems, it was de-
cided to represent the material fluxes in the chemical
system by the flow of electric charges onto or off of ca-
pacitors in electronic integrators. The concentration of
each substance is then represented by the voltage across

2 In the chemical equations, 4, B, C, etc., will be used to designate
chemical substances. In the mathematical equations they will repre-
sent the concentrations of these substances.



1959

Fig. 1

MacNichol : Analog Computer to Simulate Systems of Coupled Bimolecular Reactions

1817

il el
D
——
I
| |
v
Q,
A
B' SYMBOLS

Flow of Chorge e————to—e—

~ Pulses from  ___...
Pump e 1 ) > Actuotors hel
L Control Potentiols —— ——

b4

5
Concetration; 551-» Pump — sl
Unit Actuator \,
?
|

-Block diagram of analog of reaction.

an ae
A+B=C—D.

a capacitor in the corresponding integrator. This is done
in the following manner: the total quantity of a sub-
stance is represented as a charge g on a capacitor. The
concentration is given by the potential v=g¢g/c. Thus the
capacitance ¢ plays a role analogous to the volume of the
chemical svstem. The currents that charge and dis-
charge the capacitors represent the flux of materials
through the system

. dg cdv
1T = — == —
dt  dt

and the concentration of a substance at time 7 is

1 T
- f id.
¢ Jy

To complete the system, “pumps” are required to pro-
duce a flow of charge from capacitors representing re-
actants to other capacitors representing products. This
charge must flow at a rate determined by the triple
product of two concentrations (voltages across capaci-
tors) and a rate constant (fixed potential). Thus, a
pump circuit is required for each reaction step (two are
required for a reversible step) and an electronic in-
tegrator (concentration unit) is required for each partici-
pating substance (reactant, intermediate, or product).

Fig. 1 shows how the components are interconnected
for a single bimolecular reversible step.

The charge pump consists of two units: an actuator,
which is controlled by voltages proportional to the rate

P =

B

constant and to the concentrations ol the reactants, and
the pump unit itself, which transfers charge in response
to pulses from the actuator. Thus three integrators are
required to represent substances .1, B, and C. Two
pump actuators represent the forward and backward
reaction rates and four pumps are operated by them.
Two pumps are under control of the forward actuator
and transfer charge from .1 to C and from B to C; the
other pair are under control of the reverse actuator and
transfer charge back from C to .l and B.

I a typical sequence of reactions, C might react with
D and produce products E and F. For this step two
more integrators, two more actuators, and four more
pumps would be required. In general, for n substances
in the system, n integrators, and about » actuators and
2n pumps will be required, although fewer will be re-
quired when steps are monomolecular and irreversible
and more will be needed when there is complex branch-
ing and coupling between reaction sequences.

The integrators are conventional phase-inverting
operational amplifiers with a capacitance connected be-
tween input and output. Thus, negative charge flowing
into the input circuit at zero potential produces a posi-
tive voltage at the output terminals proportional to the
integral of the current according to the well-known
principle of the Miller integrator.?

3 B. Chance, ef al., “Waveforms,” M. L. T. Rad. Lab. Ser., Mec-
Graw-Hill Book Co., Inc., New York, N. Y., vol. 19, pp. 31, 195;
1949,
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The pump actuators produce triangular pulses of
amplitude proportional to the product of two variables,
and frequency proportional to a third.

The pump units are diode step counters which trans-
fer a pulse of charge proportional to the amplitude of
each actuating pulse. Since the current is proportional
to the quantity of charge transferred by each pulse, and
to the number of pulses per second, it is proportional to
the product of the three input quantities.

Fig. 2 indicates in more detail how a single bimolecu-
lar step is represented. The rate constant «, is set in as a
fixed potential to control the frequency of the voltage-
controlled oscillator in the pump actuator. The voltage
V4 representing the concentration of reactant .1 controls
the duration of the gate pulse from the rectangle genera-
tor and is derived from integrator 4. Similarly, the volt-
age Vp controls the slope of the triangular waveform
from the triangle generator. The output wave from the
triangle generator applied to pump No. 1 causes charge
to be transferred from the B integrator to the C integra-
tor, thus increasing V¢ which represents the concentra-
tion of the product and decreasing V.

Since V4 must decrease at the same rate that Ve in-
creases and Vg decreases, there are two possible ar-
rangements. Either charge from .1 and B can be pumped
to C and the capacitor in the C integrator can be made
twice as large as those in the .1 and B units, or the out-
put of pump No. 2 can be thrown away since it is equal
to that of pump No. 1 under all conditions. The second
alternative, which is indicated in Fig. 2, is usually the
more convenient since it simplifies scaling problems.

Although only very simple situations are indicated in
this paper, it is evident that given a sufficient number of

.
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integrators, actuators, and pumps, it is possible to repre-
sent reaction systems of arbitrary complexity. It is also
possible to represent autocatalytic reactions by connect-
ing one of the pump actuator inputs to an integrator
toward which charge is being circulated so that pumping
becomes more rapid as the concentration increases.

Circult DETAILS

The entire system is operated from conventional regu-
lated power supplies that furnish +300 volts and — 250
volts with an accuracy of about +2 per cent. Most of
the operating current is taken directly from these sup-
plies. Precision voltages of 4150 volts and — 150 volts
are obtained by further regulation of the output volt-
ages from these supplies. These voltages are held to
about +0.1 per cent and are used to supply the poten-
tiometers for setting initial conditions and for stabiliza-
tion of the waveforms generated in the pump actuators.

The waveforms produced by the pump actuators are
shown in Fig. 3, and a schematic diagram is shown in
IFig. 4. An astable modification of the screen-suppressor
coupled phantastron* is used to produce a recurrent
sawtooth of fixed amplitude. The Miller feedback saw-
tooth generator comprises pentode V; and cathode {fol-
lower Vi, which is used to speed up recharge of the
timing condenser. The linear run-down of the sawtooth
waveform lasts until the pentode “bottoms” at the knee
of its characteristic curve increasing screen current,
which cuts off the plate current by making the suppres-
sor grid negative. The plate voltage rises rapidly, thus
charging the timing capacitor until the plate of diode
Vi, becomes positive of its cathode and bringing the
suppressor grid of V, positive so that plate current again
flows and the linear run-down recommences. The rate at
which the sawtooth waveform is repeated is propor-
tional to the slope of the sawtooth wave, which is in
turn proportional to the potential V, to which the tim-
ing resistor is returned and inversely proportional to the
RC product of the timing circuit. Thus, a frequency
proportional to V, is obtained.

The rectangular switching waveform at the screen of
Vyis amplified by Va, and is used to shock excite a small
inductance giving a positive trigger pulse when screen
current increases at the end of the run-down.

This pulse is used to trigger the screen-suppressor
coupled phantastron Vi, Vi, through diode V3. In the
quiescent state, the screen grid of Vy is drawing heavy
current so that the suppressor is negative and plate cur-
rent is cut off. The grid voltage of cathode follower Vi,
is determined by the voltage Vg applied through diode
Veq. This determines the starting voltage of the saw-
tooth waveform generated across the timing capacitor.

¢ E. F. MacNichol, Jr. and J. A. H. Jacobs, “Electronic device for
the measurement of recnprO(al time intervals,” Rev. Sci. Instr., vol.
26, pp. 1176-1180; December, 1955.
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The trigger pulse applied through Vs, causes the sup-
pressor grid to go positive, thus initiating plate current
and reducing screen current so that the run-down state
of the phantastron is initiated. The linear run-down
lasts until diode Vg conducts when the grid of Vi,
reaches ground potential. The timing resistor is re-
turned to a fixed voltage. The input signal, Vg, deter-
mines the total length of the sawtooth and, hence, its
duration.

The positive rectangular wave at the suppressor of
Iy is applied through cathode follower Vy, to the sup-
pressor grid of ’s. This tube, together with the double
cathode follower 17, Iy, forms a triangular waveform
generator. In the quiescent condition, plate current in
Iy is cut off so that plate voltage is maintained at
4150 volts through diode V3. While the suppressor is
brought to zero volts during the gating signal, a lincar
negative-going sawtooth is produced at the output cir-
cuit by means of Miller feedbuack. The slope of the saw-
tooth is determined by 1’¢ and the length of time the

N M A A | N N

OSCILLATOR
SAWTOOTH

TRIGGER TO
RECTANGLE GEN.
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sawtooth runs by the duration of the gating waveform.
Thus, the amplitude of the sawtooth is determined by
the product of slope and duration which are, in turn,
proportional to Vg and V¢. This waveform actuates the
pumps which, as shown in Fig. 1, consist of diode step
counters with a 3-volt battery to prevent reverse con-
duction. The time constant produced by the output
impedance of the double cathode follower V,, Vo and
the pump capacitor C’ is sufficiently short so that C’
charges to within 1 per cent of the peak value of the
triangular wave. Thus, the charge transferred between
integrators per cycle is proportional only to the ampli-
tude of the wave.

The integrator is shown in Fig. 5 and counsists of a
Miller feedback circuit using an operational amplifier
having a grid current of about 10- amperes, a voltage
gain of about 3000 and a range of output voltage limited
at 0 volts and 4150 volts (concentrations are never
negative). The design is quite conventional.

In order to avoid floating power supplies for setting
the initial conditions, the amplifier is converted into a
unity gain feedback amplifier during the charging of the
integrating capacitor. The method by which this is ac-
complished is indicated in the simplified circuit of Fig. 6.

To set initial conditions, a relay operates in each of
the integrators. It transfers one side of the integrating

RECTANGLE T capacitor from the input grid of the operational ampli-
{ il L p p p
fier to ground. Simultaneously, the grid is connected to
W the common point of two precision resistors R which are
TRIANGLE connected in series between the output of the opera-
tional amplifier and the initial conditions potentiome-
Fig. 3—\Waveforms in pump actuator. ter. The output of the amplifier is therefore required to
OSCILLATOR RECTANGLE GEN. TRIANGLE GEN
! || . 1
Vab V,6AS6 Vao!28T7 V,6AS6 Vsqol2AT7 Vsb Vg6ASE  Vgi2aU7 oo
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4w 68k
INGS 24 220k cox 22
30 MH o ™ 2w S SIM I
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L — V7g6ALS |
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! ! : Ve
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Fig. 4—S8chematic diagram of pump actuator.
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Fig. 5—Schematic diagram of integrator.
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Fig. 6—Circuits for normalizing and setting initial
conditions in integrator.

assume an equal and opposite voltage to that set in on
the potentiometer. This charges the integrating capaci-
tor to the correct initial potential.

Because it is difficult to obtain integrating capacitors
matched to sufficient accuracy, an adjustment of the
“effective” capacitance is provided. The capacitors are
padded to slightly higher capacitance than the desired
value and the signal applied to the capacitor is attenu-
ated by an adjustable amount. Thus, the output voltage

change is greater for a given value of capacitance than
it would be if the capacitor were connected directly to
the output.

REsuLTs

A system comprising six integrators, five pump actua-
tors, and a suitable number of pumps was constructed.
Data were displayed on a multichannel direct-writing
recorder (Sanborn). It was possible to obtain currents
from the pump units that were proportional to the
triple product of the three input quantities within an
accuracy of about 5 per cent of full scale within a 20-
fold variation of each of the input quantities. After
careful adjustment, it was possible to hold steady-state
conditions for sufficient time to explore the effects of
transient changes in rate constants or sudden changes
in the concentration of one of the reactants.
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Electron Transfer in Biological Systems*
BRITTON CHANCEfY, FELLOW, IRE

Summary—The direct approach to a study of the dynamics of the
essential intermediates in life processes is afforded by sensitive op-
tical techniques that accurately measure and record the absorbancy
of the iron proteins (cytochromes) in living cells, tissues, and particles
derived therefrom. This paper outlines the nature of physical phe-
nomena measurable in the biological systems and emphasizes cur-
rent thinking on the nature of electron transfer between the proteins
which involves oxidation and reduction of their iron-containing
active centers with the simultaneous conservation of energy required
for driving essential biological processes. The methods for these
measurements are reviewed and spectrophotometric techniques at
room and liquid nitrogen temperatures, and new developments such
as microspectrophotometry of the cytochromes in portions of the
living cell are emphasized. Data evaluation and representation of
electron transfer processes and metabolic control sequences by an-
alog and digital computers are described and particular reference is
made to the operation of metabolic controls in ascites tumor cells.

INTRODUCTION

HHE basic reactions upon which one of the most
fundamental processes of life in man depends
are

Fet+t 4 ¢ — Fett

Fett — ¢ — Fettt,

(1)
(2)

a pair of electron transfer reactions in which ferric iron
is reduced to the ferrous form and reoxidized to the ferric
form [1]-[5]. The source of the electrons is food stuffs,
such as glucose. An ultimate “sink” for the electrons is
the oxygen molecule which is made available to the
living cell by the blood stream and is, itself, eventually
reduced to water by the following reaction. One of the
steps may be

Fett 4+ O, — Fett+ + O, 3)

These reactions provide much of the energy needed to
form the “common currency” of energy exchange of the
body, adenosine triphosphate (ATP) [6]. This sub-
stance is an energy source for mechanical work, as in
muscular contraction; for the transmission of electrical
impulses in nerves; for the accumulation of ions; for the
synthesis of new materials for growth; and even for the
production of light in living systems. Two current prob-
lems of modern biophysics and biochemistry are to de-
termine how the electrons are transferred, and how a
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portion of the energy available from the electron trans-
fer reaction can be converted into the common currency
of energy exchange, ATP.

In this paper we will irst summarize the current state
of knowledge of electron transfer and energy conserva-
tion processes in biological systems; then take up physi-
cal and electronic techniques that are suitable for their
study; and finally, consider the extent to which analog
and digital computers can be used in the representation
of such phenomena.

THE PHvYsicAL AND CHEMICAL PROPERTIES
OF THE SYSTEM

Components of the Electron Transfer System

The iron atom involved in the electron transfer reuc-
tions of (1) and (2) is attached first to a small porphyrin
group having a molecular weight of ~600 and then to a
large protein whose molecular weight is in the range of
104-10% [7].

The absorption bands of these iron-proteins (hemo-
proteins) are distinctive in the visible and the ultra-
violet regions of the spectrum. In the visible region are
two bands, e and 8 (Fig. 1), and in the vltraviolet region

Onidized
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Fig. 1—The spectrum of the oxidized and reduced forms of a highly
purified sample of cytochrome ¢ (0.45 per cent iron). The appear-
ance of sharp absorption bands (a, 8, v, 8) upon reduction of the
iron of cytochrome ¢ affords a basis for sensitive spectrophoto-
metric methods for measuring the extent of its reduction. Absorb-
ancy differences between the oxidized and reduced forms are max-
imal in the region of the v band (0-71). (Reprinted with permis-
sion of the British Medical Bulletin [4].)
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are the ¥ and § bands [3], {4]. These four bands are
largely characteristic of the iron porphyrin group itself,
but are modified by the parts of the protein that absorb
at 275 mu. Because of small differences in the porphyrin
and protein parts there are different and characteristic
absorption bands in the visible and near ultraviolet re-
gions for various iron proteins which are thus charac-
terized by the positions of these bands. A particularly
useful feature of these spectra is a sharpening that oc-
curs at liquid nitrogen temperatures (see Fig. 2) [8], [9].
Under these conditions, the « and 8 bands show con-
siderable fine structure and much more precise delinea-
tion is possible.

1t should be noted that the absorption bands of the
reduced (ferrous) forms are much sharper than those of
the oxidized forms, and that a subtraction of the two
spectra gives absorption bands that can still be closely
identified with those of the reduced form (Fig. 3).

The most important group of these iron proteins is
that associated with the electron transfer processes of
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Fig. 2— The effect of temperature upon the absorption spectrum of
purified and reduced cytochrome ¢. The dashed curve was ob-
tained at 300°K and the solid curve was obtained at ~77°K, At
the low temperature the « and 8 bands are considerably intensified
and sharpened and show fine structure (RE-2). (Reprinted with
permission of the Journal of Biological Chemistry [9].)
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Fig. 3—A room-temperature difference spectrum of cytochrome ¢,
obtained by subtracting the oxidized and reduced spectra of Fig.
1. This type of spectrum is obtained from living material by the
methods described on page 1829. (M D-38).
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the cell. For this reason, they have been named cell pig-
ments or cytochromes [1]. These macromolecules do
not exist in solution in the cell but are intimately bound
in a solid structure within the cell, called a mitochond-
rion. Five different cytochromes are required to act in
sequence for electron transfer, and it is probable that
their appropriate geometric sequence is built into the
structure of the mitochondria in order to facilitate the
basic electron transfer reaction when the ferrous or re-
reduced form of one transfers an electron to the ferric or
oxidized form of the next:

(Fe++)b + (Fe+++)c —_ (Fe+++)b + (Fe++)c- (4)

A sequence of cytochromes that has been found to oc-
cur in mammalian tissues such as heart, liver, and kid-
ney is illustrated schematically in Fig. 4(a) [3], [4],
[10]. llere four different cytochromes (a3, a, ¢, b) are
represented as bound to the cell structure with sufficient
possibilities for vibration or rotation about their points
of attachment to permit electron transfer by iron-iron

o tin @ 3 @@ 2 @@ s (BT
ete
| L
"0 [ {- Bedegiutarate,

scetealetate,
V20, + DPNH + W' + 3ADP + 35— OPN' + W0 + JaTr |
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Fig. 4(a)—A schematic representation of the electron transfer system
illustrating the chemical reactions involved in the reduction of
oxygen and the oxidation of substrates (glutamate, etc.) by the
transfer of electrons through a series of carriers (¢ytochromes as, a,
¢, b contain iron; flavoprotein contains flavinadenine dinucleotide;
and DPNH represents diphosphopyridine nucleotide). The veloc-
ity constants for the reaction are identified by % —k,s. The prob-
able attachment of these iron proteins to a structure of a portion
of the cell (mitochondrion) is also indicated. The over-all equa-
tions for the reaction involve the conversion of three molecules of
ADP and P; (adenosine diphosphate and phosphate) to three
molecules of ATP (adenosine triphosphate) with the expenditure
of a molecule of DPNH and a half-molecule of oxygen. The ATP
supplies energy for many cell functions. Attachment of the mole-
cules to a portion of cell in such a way so that energy transfer by
collision is still possible is also indicated (M D-39).
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Fig. 4(b)—Spectrum representing the difference between the reduced
and oxidized forms of cytochrome of particles isolated from beef
heart, measured at the temperature of liquid nitrogen. The cyto~
chromes are designated with the appropriate letter in the figure
[cf. Fig. 4(a)]; cytochrome ¢, is between ¢ and b in the sequence
(Expt. 966b).
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collisions. Thus the substrate, glutamate, is oxidized to
a ketoglutarate and oxygen is reduced to water.

The accompanying formation of ATP occurs in the
ratio of about three molecules of ATP per atom of
oxygen [10a].

The identification of cytochromes of this chain by
low temperature spectroscopy is indicated in Fig. 4(b)
which represents the difference of absorbancy between
the steady-state reduced and oxidized cytochrome com-
ponents of beef heart mitochondria measured at tem-
perature of liquid nitrogen (see below). The sharp
peaks appropriate to the components of Fig. 4(a) are
shown. In addition, cytochrome ¢;, which acts between
cvtochromes b and ¢, is also found.

In addition to the possibility of collisions suggested
by Fig. 4(a), two other possibilities may be considered:
1) that the iron proteins are immobilized in the struc-
ture of the cell (Fig. 5); 2) that conduction bands
exist which permit electron transfer according to (1)
and (2); and 3) that resonance energy transfer mecha-
nisms are operative here. Detailed studies of the conduc-
tivity of purified iron-proteins suggest that inadequate
conductivities exist to explain the observed rate of elec-
tron transfer in the living material [12], [13]. Thus, the
bulk of the experimental evidence suggests that the
collision hypothesis still has to be considered seriously
for electron transfer in the biological systems [14]. Of
particular relevance are the recent experiments which
suggest that ferric and ferrous forms of the iron pro-
teins can remain stable adjacent to one another for as
long as five days at liquid nitrogen temperature [14]).
In addition, changes of viscosity appear to influence the
speed of electron transfer, although the possibility of a
side reaction is not excluded in this case [14].

In the past several years light-induced ferrous-ferric
changes in organisms whose life depends upon sunlight
have been observed [15], [16]. This reaction is particu-
larly easy to observe in the photosynthetic bacteria such
as Chromatium and Rhodospirillum rubrum. In these
reactions, the magnesium-porphyrin, bacterial chlor-
ophyll, absorbs red light and then transfers energy to the
iron atom of a cytochrome in a highly efficient reaction
(2 quanta per electron [17]). It is of considerable in-
terest to know whether a collision process such as that
described above for the inter-cytochrome reactions is
operative in the chlorophyll-cytochrome reaction. Sensi-
tive spectrophotometric techniques described below af-
ford a ready measurement of the disappearance of the ¥
or Soret band of a reduced cytochrome component of the
living bacteria caused by its oxidation upon infrared il-
lumination. A double-beam spectrophotometric record-
ing is indicated in Fig. 6. In the left-hand record, ob-
tained at 28°, illumination of the bacterium Chromatium
with infrared light causes a downward sweep of the
trace at a rate of 0.13 pM Fe/sec. On the cessation of
illumination, the trace rises more slowly due to dark
reactions which reduce the oxidized cvtochrome. If the
sample is now frozen to a temperature of —22°, illumi-
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nation causes an oxidation of cytochrome at a rate
approximately equal to that obtained at room tem-
perature (0.11 uM Fe per second). Cessation of illum-
ination under these conditions causes an extremely slow
reduced reaction. The light-induced reaction can be ob-
served at temperatures down to — 190°C. It is apparent
that two types of reactions are exhibited here: 1) a non-
thermal oxidation reaction presumably due to a direct
chlorophyll-cytochrome energy transfer, and 2) a much
slower thermal reduction reaction which probably in-
volves collision of this particular cytochrome with
other members of its transfer chain.

Calvin [18] has observed electron spin resonance
(esr) signals in the very similar bacteriumi R. rubrum.
The signals are caused by infrared illumination at +25°
and at —15° (Fig. 7). Similar esr signals have been ob-

usﬂeb

o, O ——> fp=——>DPNH— subisirote

Fig. 35— representation of a hypothetical process through the cyto-
chrome chain in which all electrons must pass through the iron
atoms of the porphyrin group in order to account for the observed
oxidation and reduction of the iron (MD-41). (Reprinted with

permission of Interscience Publishers, Inc., New York, N. Y. [13].)
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Fig. 6—A double-beam spectrophotometric recording of the effect of
temperature on the light-induced oxidation of cytochrome 423 of
the purple sulfer bacterium Chromalium. On the left the temper-
ature is +28°C, and on the right the temperature is —22°C. The
rates of oxidation of the cytochrome are computed on the basis of
a molecular extinction coefficient of 100 cm~'XmM~L. The cu-
vette of the double-beam spectrophotometer is contained in a
Dewar flask and infrared illumination was reflected onto the sam-
ple from above (Expt. 3).
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Fig. 7—Light-induced electron spin resonance signals from Rhodo-
spirillum rubrum at 4+25°and —15° C. To improve the clarity of
the figures, two traces given in the original reference are deleted
and ouly Lhose at temperatures similar to the spectrophotometric
data of Fig. 6 are included (0-117). (Courtesy Dr. M. Calvin
[18)).
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tained from the type of bacteria used in the experiment
of Fig. 6, Chromatium [18a]. The spectrophotometric
data indicate that an electron (or proton) transfer from
cytochrome to chlorophyll can occur in a process that is
very nearly temperature-independent. Thus, the esr sig-
nal could be identified with the valency change of the
iron or with the electron donated by cytochrome to
chlorophyll. The first suggestion is unlikely, since iron
proteins similar to cvtochrome ¢ give no measurable esr
signal of g=2. The second is a more acceptable hy-
pothesis and one that suggests the desirability of a
spectrophotometric study of bacterial chlorophvit under
these conditions. These experiments underline the im-
portance of combined studies by different physical
methods; the esr method suggests an odd electron, but
does not identify the chemical species with which it may
be associated. The spectrophotometric technique iden-
tifies the chemical species involved in the oxidation
reaction, but does not indicate the odd element.

Structure of the Lleciron Transfer System

As indicated in Fig. 4(a), molecules of the clectron
transfer system are arranged to make a lunctional “as-
sembly.” Many of these molecules appear to be gathered
together to form a definite structure within the cell
called the mitochondrion. Some types of mitochondria
contain ~10% of these molecular assemblics [19]. The
accompanying clectron micrograph (Fig. &) shows three
mitochondria in frog muscle. The cytochromes of the
mitochondria utilize the oxygen brought in by the
blood supply and, by the clectron transfer process, ATP
is formed which “recharges™ the muscle fibrils for energy
expended in a contraction. The intimate association of
the energy source and energy sink is indicated by the
contact of the mitochondria and the muscle fibrils.

A very close relationship exists between the expendi-
ture of energy and the activation of oxidation-reduction
reactions in the mitochondria, as indicated by the spec-
trophotometric tracings of cytochrome action in Fig. 9
described below (see IFig. 11).

Identification of Cytochromes with the Mitochondrial
Structure

Direct identification of the cytochromes with the
charucteristic structure, or cristie, of the mitochondria
by light absorption methods presents a considerable
challenge to electronic techniques. The size of the mito-
chondrion, as indicated by scale on the diagram (Fig.
8), is between one and two micra, a dimension at which
optical measurements are difficult to make because of
the small amount of light passing through the specimen.
In some biological materials a larger aggregate of mito-
chondria (known as the Nebenkern) is found, particu-
larly in the grasshopper sperm cell. Apparently the im-
mature cell gathers all its electron transferring capac-
ities in one place in preparation for forming the sperm
tail. Mg, 9 is an electron micrograph of a Nebenkern
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Fig. 8—Electron micrograph of frog muscle showing three mito-
chondria (top center, lower left, and lower right) in intimate con-
tact with the myofibrils to which they supply energy expended in
muscle contraction. This micrograph aflords an example of the
intimate arrangement of energy sources and sinks in biological
systems (0-95). (Courtesy Dr. R. Birks and Dr. A. Huxley, Ox-
ford University, Eng.)

Fig. 9—A mitochondrial aggregate (Nebenkern) of the grasshopper
sperm cell which is of sufficient size for accurate microspectro-
photometric observation the Nebenkern is to the left of the center
of the figure; the nucleus is to the right (1G-3). (Courtesy of Dr,
I. R. Gibbons, Harvard University, Cambridge, Mass.)
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of a fixed cell which shows a structure typical of mito-
chondria; but, in this case, the mitochondrion is about 3
u in diameter, a more favorable size for a suitable signal-
to-noise ratio in an electronic system. Fig. 10 illustrates
the spectra that appear when a scanning microspectro-
photometer [21] is set to record absorption bands in the
Nebenkern portion of the living cell (Trace A). The
band of cytochrome ¢ occurs at 420 mu and that of cyto-
chrome & (with some contribution from cytochrome a3)
at 434 mu. If the scan is taken from a part of the cell
containing none of the characteristic structures of the
mitochondrion, then no distinctive peaks can be ob-
served (Trace B).

Dynamic Responses of the Electron Transfer System

As mentioned above, the purpose of the electron
transfer system is to provide energy for the function of
the cell. In muscle (cf. Fig. 11), contraction can cause a
direct activation of electron transfer. A spectrophoto-

420 my

~=>{25my p—

Fig. 10—A demonstration of the localization of cytochromes in mito-
chondria by means of microspectrophotometry. Trace A is a
spectrum obtained with the microspectrophotometer focused on
the mitochondriar body or Nebenkern (¢f. Fig. 9). Trace B is ob-
tained with the microspectrophotometer focused on the cyto-
plasm adjacent to the Nebenkern. In trace A the absorbaucy peak
at 420 mu (cytochrome ¢) and a shoulder at 434 mp (mainly due
to cytochrome b but with some contribution from cytochrome a;)
can be identified—(RP-1). (Courtesy of Dr. R. Perry.) (Reprinted
with the permission of the American Institute of Physics [21).)
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Fig. 11—The response of cytochrome b to muscular contraction. A
correlation between the development of tension (lower trace) in
turtle muscle and the development of a change in oxidation of
cytochrome b (middle trace) as measured with the double-beam
spectrophotometer. This record illustrates a significant delay
in the cytochrome response (J-1). (Courtesy of Dr. F. Jobsis,
Johnson Foundation University of Pennsylvania, Philadelphia,
Pa.)
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metric record [22] (Fig. 9) shows that as the muscle is
stimulated electrically and the tension rises (lower
trace) the activation of electron transfer (upper trace)
begins with a lag of less than 200 msec after the initia-
tion of the contraction. This record is a composite of
three traces: the electrical stimulus (top trace), the
muscle tension as measured by a strain gauge (bottom
trace), and the optical effects, recorded by the double-
beam spectrophotometer (middle trace). The reduced
form of the cytochromes absorbs more intensely, and
thus the ferrous-ferric shift indicated by (2) can be
measured as the increasing absorption of light at a spe-
cific wavelength (430 mu). The experimental method
will be discussed in more detail below.

Another interesting response of the cytochromes of
the living cell is afforded by a suspension of ascites
tumor cells which gives spectroscopic evidence of a
metabolic control process which may be of considerable
importance in regulating the metabolism of this ma-
terial [23]. Fig. 12 shows that the activation of metab-
olism in these cells by the sudden addition of glucose
causes an increase of respiratory activity (recorded
polarographically by means of the platinum microelec-
trode) and a simultaneous increase of electron transfer
resulting in a ferrous-ferric shift of the cytochrome &
component (recorded here as an upward deflection of
the spectrophotometric trace). The response in this case
is transient and the activated respiration terminates in
about a minute, as does the spectroscopic response.
Thus the metabolism of the cell has been inhibited by
the addition of glucose. This metabolic control re-
sponse has certain characteristics similar to that orig-
inally described by Pasteur [24], [25], and that more
recently studied by Crabtree [26], Racker [27], and
Chance and Hess [23]. The computer formulation of
such a metabolic control is described below.

Cytochrome b Oxidation f
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Fig. 12—The response of cytochrome to acceleration of metabolic
activity. The metabolic activity is represented (lower trace) in
terms of a continuous polarographic recording of oxygen utiliza-
tion by a suspension of ascites tumor cells. The addition of glu-
cose accelerates the rate of oxygen utilization from 1.4 to 2.6 uM
0. Xsec™!, but at the end of about a minute the metabolism is
spontaneously inhibited to a rate of 0.2 uM Xsec™. The response
of the cytochromes to this activation and inhibition phenomenon
is recorded by the double-beam spectrophotometer (top trace)
where the upper deflection corresponds to an oxidation of cyto-
chrome & (the same component as was measured in Fig. 11). This
oxidation subsides beyond the initial level as the metabolism is in-
hibited (498b). (Reprinted with the permission of the New York
Academy of Science [23a].
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PuaysicaL AND ELECTRONIC TECHNIQUES

The foregoing experimental results suggest the great
importance of simultaneous measurements of two or
more parameters of the biological system so that some
constant property of the living system may be continu-
ously monitored at the same time that one of its less
known physical attributes is being investigated [28].
Some of the techniques suitable for such measurements
are described below.

Measurements of Oxygen Utilization

A general property of mammalian cells and tissues is
their oxygen utilization, and the platinum electrode
technique of Kolthoff and Lingane [29], as improved by
Davies and Brink [30] and more recently by Harris and
Lindsey [31], affords a versatile method for measuring
the oxygen utilization of small amounts of cells and tis-
sues. A method found to be more convenient for simul-
taneous studies of cell suspensions and isolated mito-
chondria is the vibrating electrode technique illustrated
by Fig. 13. An “open” glass-coated electrode [30] is at-
tached to the reed of a Brown Instrument “converter.”
The performance of this device in measuring the ac-
celeration and deceleration of respiration in a suspen-
sion of ascites cells is indicated by the extreme right-
hand portion of Fig. 12. The addition of glucose ac-
celerates respiration and the change in rate is obtained
without an appreciable stirring artifact. Thus the vibra-
tion rate is fast enough so that stirring causes no change
of diffusion current. Another requirement which will
become clear in the discussion of the associated spectro-
photometer is that the vibration of the electrode be
synchronous with the flickering of a light beam through
the solution. The electrode is initially calibrated in an
air-saturated medium and soon thereafter in an oxygen-
free solution. Thus, long-time stability of the electrode
sensitivity is not required. The method is, however, un-
satisfactory for suspensions having very slow respira-
tion rates because oxygen is slowly stirred into the solu-
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Fig. 13—An illustration of the adaptation of the vibrating platinum
microelectrode to simultaneous measurements of oxygen utiliza-
tion and cytochrome absorption, as illustrated by Fig. 12. The
electrode, inserted into the optical cuvette at the extreme right,
is vibrated by a Brown converter at 60 cps and the whole assembly
is enclosed between cooling blocks to maintain the constancy of
temperature. The function of the vibrating mirror of the double
beam spectrometer is indicated by Fig. 16 (FA-30). (Reprinted by
permission of Academic Press, Inc., New York, N. Y., [32].)
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tion. The electrode is also sensitive to substances which
may be added to the reaction mixture, such as cyanide,
and covered electrodes have been used by Davies [33]
and by Clark [34], [35].

In the input circuit to the vibrating platinum elec-
trode (Fig. 14), the vibrating reed which moves the elec-
trode also actuates the contacts which modulate the
electrode current and allow it to be passed through the
input transformer. The reed may be polarized at the
proper potential (—0.6 volts). In addition, a compen-
sating voltage may be introduced through the 10 meg-
ohm resistor and potentiometer. The ac waveform from
the secondary winding of the transformer may be am-
plified by any conventional ac amplifier and demodulated
by an appropriate synchronous demodulator, for ex-
ample, a switch identical to that used for vibrating elec-
trode. The output can operate a recorder.

Measurements of Cytochromes

A single-beam spectrophotometer (such as the Beck-
man DU) has proved unsuitable for measuring the very
small absorbancy changes of the cytochromes in suspen-
sions of cells or mitochondria because of the large non-
specific light-scattering changes that accompany the
specific absorbancy changes. Fig. 15 illustrates the prob-
lem of optical measurements in a plant tissue in which
the removal of oxygen causes a nonspecific shift cor-
responding to the separation of two traces, while at the
same time, absorption bands appear (520-580 my) [36).
The instrumentation problem is to measure these ab-
sorption bands and reject the nonspecific light-scatter-
ing changes. It is apparent that measurements with a
single-beam spectrophotometer set at 560 mu would give
a poor representation of the actual spectral shift. We
have, therefore, taken advantage of the relatively small
change of light-scattering occurring at two adjacent
wavelengths and have devised a double-beam spectro-
photometer which records the difference of absorbancy
(AD,—ADs) at Ny and Ay [37], [38]. The optical arrange-
ment of light-source and monochromators illustrated
by Fig. 16 is especially suitable for observations in the
range 250-650 mpu. Tungsten or hydrogen light sources
illuminate the two monochromators (Bausch & Lomb,
250 mm focus) via the half reflecting mirror. The slit is
focused upon the vibrating mirror, which alternately
selects the light from one of the two monochromators
and flashes it upon the sample (see also Fig. 13). The
grating is imaged upon the sample and accurate super-
position of the images is obtained. The scattered and
transmitted light from the sample is received by a closely
placed end-on photomultiplier which gathers as large
a solid angle of light as is feasible for the particular ex-
perimental conditions. When the light intensities from
the two monochromators are appropriate, there is no
ac signal from the photomultiplier, but when a small
change in the difference of transmission along the two
optical paths occurs, there is an ac error signal which is
amplified, demodulated, and recorded (“differential out-
put” [Fig. 17}). To calibrate the system electrically, the
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Fig. 14—TIuput circuit for vibrating electrode in which the reed of a Brown tnstrument Co. converter used for vibrating the electrode is also
used to chop the electrode current and, thereby, allow transformer coupling of the electrode signal and subsequent ac amplification and
demodulation. The electrade input circuit can be isolated from ground potential due to the transformer coupling (MC-11).
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Fig. 15—An illustration of the experimental difficulties involved in
absorbancy measurements with a single-beam technique with
certain types of biological materials (bundles of wheat root). The
two spectra taken from the work of Lundegardh show that the
transition from aerobiosis to anaerobiosis (oxygen to nitrogen)
causes a large displacement of the absorbancy records due to non-

specific light scattering changes. In addition, there are certain

Fig. 16—The optical system of a double-beam spectrophotometric

specific changes in the region of 550 mg. Experimental difficulties technique. The monochromators illustrated are Bausch & Lomb
of this type suggest the use of a double-beam technique rather 250 mm focus. The vibrating mirror is founded on the arm of a
than a single-beam technique (0-118). Brown [nstrument Co. converter (MD-34).
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Fig. 17—Electrical input circuit for the double-beam spectrophoto-
meter which allows “differential output” in which the amplitude
of the ac signal indicates any change of absorbancy at the two
wavelengths. In addition, the contacts on the vibrating mirror
allow “time-sharing” measurement of absorbancy changes at the
two wavelengths as well as a calibration of the photocurrent used
for the measurement of the differential output (MD-52).
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amplitude of the two light pulses is referred by inter-
mittent connections to a standard dc voltage with
switch contacts associated with the vibrating mirror
(see Fig. 17). When the ac component of the waveform
obtained at either of the two outputs denoted “output
for calibration’ is zero, then the amplitude of the light
pulse has been accurately measured. It should be noted
that single-beam operation at the two wave lengths can
be obtained by simply recording the amplitudes of the
ac error signal at the points labeled “output for calibra-
tion.” In addition to measurement of the amplitude of
the light flashes, the voltage sensitivity of the ac ampli-
fying circuit for the difference measurement is cali-
brated by the response to an incremental change of the
calibrating voltage. In this way the system can be cali-
brated clectrically in terms of percentage transmission.
Since small changes of transmission are measured, the
optical density or absorbancy changes are linearly re-
corded. A very large nonspecific change of light trans-
mission will cause an alteration of sensitivity, but this
can readily be corrected by a control circuit for the
dynode voltage operated by the average value of the
photocurrent.

A photograph of a portion of the double-heam spec-
trophotometer using Bausch & Lomb monochromators
is given in Fig. 13 (see also Fig. 18). The apparatus is
provided with appropriate cuvettes of various optical
paths and with control for the temperature of the solu-
tions.

Measurement of Rapid Reactions

The usual method of initiating spectroscopic changes
by rapidly stirring a reaction-initiating chemical into the
cuvette with a stirring rod gives mixing times of ~0.5
second. To extend the time range beyond this limit,
rapid flow devices operating on the principal of Hartridge
and Roughton [39]-[41] have been developed spe-

Flow velocity
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™ anob
Syringe for | Syringes
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Fig. 18—A rapid flow apparatus attached to the double-beam spec-
trophotometer suitable for increasing the time range to about 10
msec. The syringes for driving the reactions are indicated as is the
observation chamber. The photomultiplier has been removed
for this photograph (FA-28). (Reprinted by permiss'on of Aca-
demic Press, Inc., New York, N. Y. [32].)
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cifically for timing rapid reactions in suspensions of
living cells |42]. A particular form of this apparatus de-
veloped for use with the double-beam spectrophotom-
meter is indicated in Fig. 18. Here the regenerative flow
apparatus is attached to the double-beam spectropho-
tometer using Bausch & Lomb monochromators. The
flow velocity obtainable with this particular form of the
apparatus allows a time after mixing of ~10 msec. An
additional advantage of the regenerative flow apparatus
is the increased signal-to-noise ratio that can be ob-
tained, since the flow velocity can be maintained con-
stant for an interval of several seconds, whereas the
time after mixing is about 10 msec. In effect, a band-
width reduction of over 100-fold is obtained, with a
consequent 10-fold increase of signal-to-noise ratio.

Measurements in Muscle

Sensitive optical measurements of rapid and specific
absorbancy changes in living tissues (for example, those
associated with contracting muscle) are also highly de-
sirable. In collaboration with Dr. C. AL Connelly a
muscle holder (Fig. 19) has been developed for the study
ol such reactions following the contraction of a frog's
sartorius muscle [38], [43]. The perfused muscle is held
between two perforated lucite plates, past which flow
solutions containing oxygen and various other reagents.
The ends of the muscle are in contact with two silver
electrodes which provide electrical stimulation. The
muscle is illuminated by the double-beam spectropho-
tometer and the wavelengths used are sufficiently close
together so that light-scattering changes which occur
when the muscle is stimulated do not obscure the spe-
cific effects. IFig. 20 illustrates the absorbancy changes
that occur in response to muscle contraction. It is seen
that the artifact occurring at the cessation of stimula-
tion is negligible compared with the specific absorbancy
change. A comparison of the spectroscopic effect with
the tension record is given in Fig. 9. More recently,
Ramirez [39], working in this laboratory, has applied a
similar technique to the study of rhythmic contraction
in cardiac muscle (IFig. 21) of Bufo marinus. llere double-
beam recordings (lower trace) in response to the initia-
tion of cardiac contraction show very little of the non-
specific effects associated with each contraction. Simul-
tancous measurements with the single-beam technique
afforded by the circuit connection illustrated in Fig. 17
show large light-scattering response to each contraction
on a scale of 1/7 that of the lower trace. This apparatus
has also been used for studies of a variety of living ma-
terials, such as brain and liver tissues.

Split-Beam Spectrophotometer

The double-beam apparatus is specifically adapted for
recording, as a function of time, a change of absorbancy
in a single sample at a pair of predetermined wave-
lengths. However, it is often desirable to record, as a
function of wavelength, the difference of absorbancy be-
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tween two samples that are identical in all respects ex-
cept in the state of oxidation of the electron transfer sys-
tem. To fill this need, we have developed a wavelength
scanning spectrophotometer that has the advantages
of rapid recording and high sensitivity in spite of the
use of turbid solutions [38], [45], [32]. This instru-
ment is called a split-beam spectrophotometer because
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Fig. 19—A muscle holder suitable for spectroscopic observations of
changes in the oxidation-reduction level following stimulation of
excised muscle (0-54). (Courtesy Dr. C. M, Connelly.) (Reprinted
by permission of Science (38].)
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Fig. 20—A double-beam spectrophotometric record of the time course
of absorbancy changes during and after the stimulation of frog
sartorius muscle held in the chamber illustrated by Fig. 19. The
absorbancy changes are recorded at two band widths (3.2 and 0.6
cps). The smallness of the optical artifact recorded during stimu-
lation is evidence of the effectiveness of the double-beam tech-
nique for this type of measurement (Expt. 303). (Reprinted by
mission of Science [38].)
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Fig. 21—Single and double-beam recording of absorbancy changes
during and after contraction of cardiac muscle of Bufo marinus.
The top trace is a single-end recording obtained by the “calibra-
tion” connection of Fig. 17 and the bottom trace is a differential
recording. The latter shows as an upward deflection the reduction
of cytochrome a. The rejection of the light-scattering artifacts by
this technique is indicated by a comparison of the deflection of the
two traces in response to the contraction, taking into account that
sensitivity for the top trace is reduced 7-fold over that of the bot-
tom trace (J.R.-3). (Courtesy Dr. J. Ramirez.) (Reprinted by
permission of the Journal of Physiology [44].)
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a single light beam passes through two solutions. The
light may be chopped, either by a vibrating mirror or
by an oscillating mirror. The optical path is illustrated
by Fig. 22 where a light from the monochromator is re-
flected by a front surface mirror onto the oscillating mir-
ror which is cam-operated by a synchronous motor. The
light beam then sweeps past the two cuvettes to give a
sequence: reference material, dark, measured material,
dark. Suitable switching circuits operated by the cam
compare the photocurrents corresponding to the refer-
ence flashes with a fixed voltage, as illustrated by Fig.
17. Thus the magnitude of the light pulse through the
reference material can be held at a standard value by a
feedback circuit controlling the dynode voltage of the
photomultiplier. In this way, the compensation of the
multiplier gain for changes of light source emissivity
and sample transmission with wavelength can be com-
pensated. The transmission of the sample is measured
by the difference between the reference and measure
pulses. A conversion of this quantity to logarithms by
means of a segmented diode characteristic has been de-
scribed. The sensitivity of this record is sufficient that
detection of absorption bands in frozen samples of bio-
logical material is readily obtained; an example of the
recording of the difference between an oxidized and re-
duced sample of a beef heart preparation already has
been indicated in Fig. 4(b), which illustrates the excel-
lent discrimination of the cytochromes that can be ob-
tained with this technique.

A Highly Sensitive Microspectrophotometer

High sensitivities in optical measurement can be
achieved on a macro scale by measurements of a small
change of absorbancy in a large light intensity, as is
done in the double-beam spectrophotometric technique
above, where seunsitivities of 107!® mole of respiratory
enzyme are obtained. However, microspectropho-
tometry affords an even more effective use of optical
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Fig. 22—Optical path of split-beam recorder showing monochro-
mator, oscillating mirror, cam-operated switch contacts, and the
two cuvettes. The photomultiplier is shown on the extreme left
(FA-32). (Reprinted by permission of Academic Press, Inc., New
York, N. Y. [32].)
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geometry for detecting small amounts of material. In
fact, this method has been effectively used by Caspers-
son [46] to evaluate the amounts of protein and nucleic
acids which are present in high concentration in the cell.
More recently, Thorell [47] has used this method in the
measurement of hemoglobin formation. However, the
application of this method to the measurement of the
substances in the single living cell which are present in
“enzyme” concentrations requires a high signal-to-noise
ratio in measurements where a marginal photocurrent is
obtained through the microscope optics. It has been
possible recently to achieve the required spectrophoto-
metric sensitivity to record automatically and directly
the spectra of respiratory enzymes in groups of mito-
chondria in a single living cell [20], [21], [48]. A micro-
fluorometer of comparable sensitivity has been de-
veloped for localizing DPNH (see Iig. 4(a)) in the single
cell [49], [50], [51].

This microspectrophotometer has a 1.5 u aperture and
is capable of measuring, in the spectral region 340-600
mpy, absorbancy changes of approximately 1X10™* in
optical density at a time constant of ~2-3 seconds. The
sensitivity ol the apparatus is sufficient that respiratory
enzymes, in a portion of the living cell, in the amount
as small as 1 X10~1% mole, can be detected at a signal-to-
noise ratio of 50 to 1. Thus the noise level corresponds to
2% 10-2 mole, or roughly 10* molecules. This detecti-
bility considerably exceeds that of contemporary tech-
niques such as electron spin resonance.

In principle, the method represents an application of
the dynode feedback circuit of Picard [S1a] and a refine-
ment of the circuits for the split-beam spectrophotom-

eter developed by Yang [45] and Akerman [52]. Sig- .

nificant advantages of this type of wavelength scanning
spectrophotometer are the automatic electronic com-
pensation of changes of 1) emissivity of the lamp and
sensitivity of the photocell, and 2) transmission of the
reference material over an extremely wide dynamic
range. Two additional advantages are 3) the reference
signal is intermittently referred to the phototube dark
current so that a change of the latter value will not
diminish the sensitivity, and 4) the circuit incorporates
ac amplification of the phototube output waveform so
that grid current of the amplifying system does not
cause an error. The result is a circuit of an extremely
high inherent sensitivity and stability.

The time sequence of light pulses is illustrated by Fig.
23. The input waveforms shown on the top line consist
of a series of pulses corresponding to the darkened pho-
totube, light transmission through the reference ma-
terial, the darkened phototube, light transmission
through the material to be measured. The function of
Vibrator I is to insert into the phototube output a sig-
nal equal to the difference between the dark and the
reference pulses. When the phototube is dark, the input
waveform is connected to the amplifier in series with the
reference voltage. When the phototube is illuminated,
the input waveform is connected to the amplifier with-
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out the reference voltage. For the remainder of the
duty cycle, the switch contacts are opened so that the
transients caused by the transition from the light to dark
do not saturate the amplifier and the control circuits.
A diagram of the circuit used in these experiments is
shown in Fig. 24, The output of the reference voltage
insertion circuit is connected to a packaged amplifier,
type 11 [53]. The output of the upper type A18 trans-
former is used to operate a synchronous demodulator
for the “reference minus measure” signal. Switch [Ib
which removes the “measure” signal from the control
circuit and operates the lower type A18 transformer to
activate synchronous demodulator I11A to give the dif-
ference between the “reference” and the “dark” signals.
This signal is remodulated and demodulated by chopper
111b to give further drift-free gain. The output is fed
into dc amplifier, type 6AU6, and is resistance coupled
from point A to the grid of a 2C53 triode which controls
the dynode voltage across the photomultiplier, type
1P29. In this instrument, it is unnecessary to convert
from the absorbancy difference to logarithms, since the
apparatus is usually used on a full scale absorbancy
change of less than one per cent.

The performance of the apparatus without biological
material is indicated by Fig. 25 which records the noise
level as a function of time at 420 mu. The peak ampli-
tude of the noise over the 30-second interval is less than
5X10~* optical density units, the average being 1 X103,
The rise time of the output (10 to 90 per cent) is seven
seconds, and the primary photocurrent is about 2 X102
amperes. Thus, the shot noise level corresponds to ap-
proximately 4 X 107 amperes. The scanning time of the
instrument has been set at 50 mp per minute as a com-
promise between errors due to cell movement associated
with too slow a recording speed and errors in recording
the location of the absorption peaks. With the 2.5-
second time constants there is an approximate error of 5
my in location of the peaks, which is satisfactory for the
application to measurements of cytochromes whose ab-
sorption peaks are approximately 10 mu apart in the
region 410-450 mpu.

An experimental result obtained with this apparatus
has been presented above, and the results clearly show
that it is possible to record clearly the spectra of the
respiratory enzymes localized in a small portion of the
living cell.

Noise in Light Sources for Precise Spectrophotomelry

Investigations carried on some years ago show that
convection noises in the gas-filled lamp, or irregularities
in the temperature along the tungsten wire, can consid-
erably diminish the signal-to-noise ratio obtainable for
precise spectrophotometry [54]. A typical result is
shown in Fig. 26 where the lower curve shows that op-
eration of the lamp at higher voltages gives a lower sig-
nal-to-noise ratio than that at the lower voltages and the
result differs considerably from that expected theo-
retically (upper curve). This fault varies considerably
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Fig. 23—Time sequence of switch circuits employed in the split-heam
recording microspectrophotometer. The vibrating devices labeled
I, 11, and 111 are indicated on the circuit diagram of Fig. 24
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Fig. 24—Circuit connections for recording and control channels of the microspectrophotometer. The time sequence of switches 1, 11, and 111
is indicated in Fig. 23. The connection from the voltage divider attached to the plate type 6AU6 to the grid 2C53 is omitted (point A)
(MEC-100a). (Reprinted by permission of the American Institute of Physics [21].)
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Fig. 25-—A recording of the noise level of the microspectrophotometer
operating at a primary photocurrent of approximately 10! amp
and a rise time (10 to 90 per cent) of seven seconds. The average

zzalue )of the noise is approximately 1X107* in optical density
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Fig. 26— Effect of lamp voltage on signal-to-noise ratio obtainable in
sensitive spectrophotometry. The upper trace is a theoretical
curve and the lower trace represents the experimentally observed
data. This record was obtained with the 8.5 amp “sound-track
excitor lamp,” using a gas-filled coil. It is seen that the departure
from the theoretical signal-to-noise ratio occurs at the higher lamp
voltage (signal current) (Expt. 583d).
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with the type of lamp; the so-called “sound track” ex-
citer lamp has been found to be reasonably quiet while
others, particularly some types designed for microscope
illumination, have been found to be quite noisy. It is
highly desirable to stabilize the light intensity from the
lamp with negative feedback circuits [55], and a num-
ber of designs have been published.

CoMPUTER REPRESENTATIONS OF BIOCHEMICAL
REACTIONS
Model Systems

Model representations of the living processes have
been useful in understanding their operation [S6]-[59].
There are, however, several levels at which the model
may be constructed. [t may be an analog of the processes
themselves; for example, in a chemical system, simpler
compounds may be used which may simulate, perhaps
on a slower time scale, the more complex biological
systems. In other cases, an hydraulic analog may be
used to represent some aspects of the chemical system
[58]. Similarly, electrical networks may be used to
simulate properties of the biological systems, either in
terms of resistance networks where no dyanmic re-
sponses are obtained, or in terms of those containing
both resistance and capacitance elements. Usually volt-
ages are the analog of the chemical concentration, and,
in the hydraulic system, liquid volume may represent
chemical concentration. A more sophisticated analog
is described by MacNichol [60], where a degree of
simulation of the properties of the living system is rather
good. However, in neither case is the model based upon
the physical laws which are an inherent property of the
biochemical-biological system.

Analog Computers

A more general approach to computer representation
of the biological system is one in which the basic equa-
tions representing the living svstem afford the basis
for the computer system. When the system is based
upon mathematical equations derived from physical
laws representing the system, it assumes considerably
greater significance than in a model which may operate
on an entirely different natural law. Thus we feel that
this approach to computer representation is of funda-
mental significance and may possibly be applied to
other systems.

In these studies, the law of mass action forms the
basic equation [56]; chemical rate is proportional to
the product of the concentrations of the reactants. For a
multicomponent system, the net rate of change of a
given substance is proportional to the sum of the rates
of the reactions leading to the formation minus those
leading to the decomposition of the substance. For
example, referring to (1) and (2)

dFett

di

= ki[Fett+][e] — ko[Fet+][—e]. (3)
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Eq. (3) may be rewritten for a pair of iron proteins of

the respiratory chain. The letter and subscript represent
the kind of cvtochrome and the + signs its valency.

ks
att + gttt — gttt + @'

€]
aztt + 0. ﬁ a;ttt 4 Oy (3)

The differential equation is then
dagtt/dt = kattagstt+ — k[0:][astt]. ()

There are similar equations for each of the components
of the sequence of Fig. 4, which is simplitied as follows:

ks ks ke ki -
DPN —¢—a a3 — Q.. (1)

[t is seen that such differential equations are nonlinear
in the sense that they involve the product terms of two
variable concentrations. Thus, a general solution can-
not be obtained; the analog computer is essential for
such studies, and such a computer has been used at
the Johnson Foundation for about nine years.

The computer connections which are suitable for
solving these equations are given in the schematic
diagram (Fig. 27). [t is seen that the terms on the right-
hand side of the differential equations [e.g., (6) ] are ob-
tained separately for each component and are integrated
to give each of the variables.
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Fig. 27—A block diagram of analog computer interconnections re-
quired for a solution of nine differential equations representing a
secquence similar to that of (7), but modified as follows:

}'—‘B ""C _‘A --»:13*—»0-_‘.

The differential equations corresponding to the time course of the
concentrations of the components are similar to those of (6) and
the terms of these equations are summed in the adders 1, 2, 3, and
6 on the right side of the diagram. The integration of these sums
on the left of the diagram gives the values of the variables which
are then connected to the multipliers (square). The appropriate
parameters are inserted mechanically (k.2...75) and the appropri-
ate terms are summed to complete the loop (AC-56).
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The results of the analog computer representation
of the electron transfer system are given in Fig. 28.
The speed with which the system responds to a step
function of oxygen concentration is given on slow and
fast time scales. The system starts with all components
in the ferrous state (Fett) and a step function of 40
pM oxygen is applied. The solution represents, then,
the concentrations of the oxidized forms which have
rise times in the sequence,

a; < a <c¢<DPN

suggesting that the time sequence of the oxidation
reaction represents the chemical sequence. Thus, an
experimental determination of this time sequence by
means of rapid- measurements on living cells with the
regenerative flow apparatus and the double-beam spec-
trophotometer permits a direct comparison with the
computer data.

The upper portion of Fig. 28 indicates, on a slower
time scale, the time course concentration of the oxidized
forms of the electron transfer components. After an
abrupt rise, a steady state is obtained during which the
added substrate (x,) is rapidly utilized. As its concentra-
tion decreases, a departure from the steady-state values
is observed first for a;, second for a, third for ¢, and
fourth for DPN. This is a general property of such sys-
tems, namely, that the component nearer the substrate
will show an earlier departure from its steady-state
value. If we measure the time interval required for the
intermediate to rise and fall from half-maximal to its
maximal value, we observe from the analog computer
solutions that there is an ordering property of the
l|/20ﬁ values

a3 < a <c¢c < DPN.

In fact, Higgins [62] has been able to derive a theorem
for such systems verifying the observation based on
analog computer data. In general, it has been found
fruitful to derive from mathematical solutions of the
chemical equations empirical relationships between the
variables which allow a more incisive study of the
experimental system. A general formula relating a reac-
tion velocity constant to the amplitude of the kinetic
curve and the value of its £,;50¢r was discovered in early
mechanical differential analyzer solutions of chemical
equations for enzyme systems [56].

A Crossover Theorem

It is of considerable interest to determine whether
the energy-conserving reactions leading to the forma-
tion of ATP by the chain of cytochromes diagrammed
in Fig. 4(a) involve the interaction of particular pairs
of electron transfer components and if so, which pairs.
Chemical methods for studying this require a disruption
of the structure of the mitochondria with possible dis-
location of the reaction sequence. Thus it is of the
greatest importance to devise a physical test to identify

Chance: Electron Transfer in Biological Systems

1833

pairs of components involved in the energy-conserving
reactions without any disturbance of the chemical bal-
ance of the system. It is known that the rate of electron
transfer through the system is decreased if ADP or P;
[Fig. 4(a) ] is removed. Furthermore, when this decrease
occurs, some carriers become more reduced and others
more oxidized. The place in the cytochrome chain at
which the change from a reduction to an oxidation oc-
curs is called a “crossover point.” Under various condi-
tions, the crossover point can be made to move along the
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Fig. 28— Analog computer solution of transient and steady-state por-
tions of the sequence of the reactions represented by (7). The pro-
gram of the analog computer is similar to that illustrated by Fig.
27, The top trace shows computer solutions on a slow time scale,
while the bottom trace shows in detail the initial portions of the
transient response. (Solution obtained with Johnson Foundation
electric analog computer) (AC-63). (Reprinted by permission of
the Journal of Biological Chemistry |61].)
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Fig. 29—A flow chart of a simplified metabolic control sequence for
the utilization of glucose and oxygen by the cell. The addition of
glucose, indicated experimentally by Fig. 12, depletes ATP in
store | with the formation of ADP. ADP is then the control sig-
nal for the activation of oxygen utilization. Feedback from the
ADP formed in oxidative phosphorylation from store 11 to store
1 (via dotted line) regulates the use of glucose (M D-72).
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chain: a decrease of electron transfer rate causes it to
move towards the substrate (glutamate, etc.) end, and
vice versa. However, the movement is quantized and
only three crossover points in a chain containing a total
of eight such possibilities have so far been unam-
biguously identified [62a].

A cousideration of the chain as a series electrical net-
work immediately leads to the derivation of a fault loca-
tion theorem [59], where instead of a single fault [62b],
multiple faults are possible [62¢]. Since, however, the
resistive network fails to simulate the dynamic prop-
ertics of the enzyme chain, we have derived the cross-
over theorem for the reaction mechanism indicated by
(4)-(6) on the basis of physical arguments [61] of ana-
log computer studies [59], and of inequalities [62d].
The theorem can be briefly stated for the chemical sys-
tem in which a reduction is denoted by a minus sign and
an oxidation by a plus sign.

IFor an effect causing a decreased rate of electron
transfer,

1) an interaction site lies between a + to — change

in the sequence from substrate to oxygen;

2) components between oxygen and the first site will
always show + changes, and those between sub-
strate and the last site will always show — changes;

3) acrossover point near the oxygen end of the chain
can be shifted to the next site of interaction by a
decrease of activity in the oxidase portion of the
chain, and vice versa;

4) @ + to — change (reversed crossover) does not
identify an interaction site.

The theorem applies equally well to fault location in a

linear resistive network. Its application to branched net-
works would be of some interest.

DiciTarL CoMPUTERS

Our experimental studies have not been restricted to
the electron transfer system of the mitochondria but
include studies of intact cells and tissues, as illustrated
by Figs. 11 and 12, and 21, in which there is interaction
between a function (such as muscular contraction), or a
metabolic activity (such as the utilization of glucose),
and the electron transfer system. The physical methods
described above detect distinctive spectroscopic re-
sponses of the electron transfer system to those inter-
actions. The digital computer provides an appropriate
means for the representation of these more complex
metabolic regulations. Such a representation is based
upon the law of mass action for the chemical properties
of the system and includes the compartments of the cell
for particular chemical species. In addition, with small
changes, processes governed by the rate of diffusion can
be included [63].

Metabolic Control in Cancer Cells

The problem of metabolic control in cancer cells is
of particular interest since current hypotheses on the
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cause of cancer [64] suggest that special control mecha-
nisms lead to a greater formation of lactic acid in some
types of tumor cells than is observed in the correspond-
ing “normal” type. Whether or not this hypothesis is
true [65], the cancer cell, particularly that of the ascites
tumor type, affords an excellent example for a study of
the way in which metabolic control can be exerted by
the biochemical processes of cell metabolism. Questions
of particular interest are:

1) What is the mechanism by which the cell dimin-
ishes its expenditure of food stuffs when its energy needs
are satisfied?

2) llow does the Pasteur reaction [24] operate to
suppress glucose utilization in the presence of air where
more efficient processes are operative and less glucose
is needed.

3) What is the nature of the Crabtree effect [22] in
which the inverse of Pasteur's reaction is observed?

[n addition, several more recently identified metabolic
regulations that occur in the first few minutes after
adding glucose to ascites tumor cells demand an ex-
planation?

A simple flow chart indicating the interactions that
may occur in these cells is given in Fig. 29. For our
purposes it is not necessary to go into the details of
the actual chemical reactions but only to observe that
the addition of glucose to the cell causes immediate
phosphorylation of glucose by ATP with the production
of ADP. The latter activates the electron transfer
system (oxidative phosphorylation) which causes an
acceleration of oxygen utilization. Electron transfer
provides energy to rephosphorylate ADP to ATP (cf.
Fig. 4); ATP in store Il can ultimately become avail-
able as ATP in store 1. In this case, the utilization of
glucose can proceed through a simple feedback path
[66] indicate by the diagram.! The interactions of IFig.
29 are far from complete and a more nearly complete
representation is provided by the complicated flow
chart of Fig. 30. Here we have added to the functions
of glucose phosphorylation and oxidative phosphoryla-
tion an alternative method for glycolytic phosphoryla-
tions of ADP of Embden and Myerhof, which serves
in the absence of oxygen to conserve energy in a very
different manner than in the electron transfer system.
Such an energy conservation system operating in the
absence of air is necessary in muscles, particularly those
involving intense energy expenditures of brief duration.
The system is, interestingly enough, highly reactive in

' 1t should be noted that the term feedback as applied to bio-
chemical systems, is becoming more and more widespread and a com-
ment on its propriety is desirable. It is obvious that feedback in the
chemical system is not directly comparable to that obtained with
negative feedback of electronic circuitry. None of the obvious features
of gain stabilization or more favorable dynamic response and imped-
ance transformation, are obtained. In fact, the essential feature of
subtracting a portion of output from input does not find its analog in
the chemical system; there a steady state based on the difference of
supply and demand (i.e., of rates) is established (a more complete
discussion of this point is presented elsewhere [66)).
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Fig. 30—Detailed flow chart for chemical interactions involved in
metabolic control. Here, additional functions are interposed be-
tween glucose phosphorylation (glycolytic phosphorylations) and
the use of ATP for cell function s independently specified (MD-
65). (Reprinted by permission of Science [23].)

tumor cells. A second function of the flow chart is an
enlargement of energy expenditure of the cell; for
example, for synthesis of new material, for the trans-
port of essential substances into the cell, for contrac-
tions in muscle cells, for electrical phenomena in nerve
cells, etc. Basically, however, the flow chart is the
same: that is, the metabolism of glucose requires energy
in the form of ATP and thus causes the consequent
production of ADP which, in this case, can be restored
not only by oxidative phosphorylations (Path §) but
also by glvcolytic phosphorylations (Path 6).

A compartmentation of the cell is indicated in the
output of these two types of phosphorylation, that
from oxidative phosphorylation (Path 4) going into
ATP store 11 which is not immediately available to
replenish ATP store I, and that from glycolvtic phos-
phorylation being immediately available for this pur-
pose. Another type of compartmentation is required,
namely, that a chemical constituent, diphosphopyridine
nucleotide, which occurs in oxidative and glycolytic
phosphorylations, is not equilibrated between the two
compartments.

Chemical Equations

Although it is beyond the scope of this discussion
to analyze in detail the chemical equations representing
the reactions that occur in the various functional com-
partments of the diagrams of Figs. 29 and 30, it is
awkward to present the results of the digital computer
application to this metabolic control problem without
indicating the quantities involved. Table 1, therefore,
briefly presents the 20 chemical equations used so far
in this representation and Table 11 gives the names of
the chemicals used in the computer solution and the
graphical procedure. Five equations are associated with
the function of glucose phosphorylation, seven with
glycolytic phosphorylations of ADP, five with oxidative
phosphorylations of ADP, and three with ADP utiliza-
tion and transfer. Three types of equations occur. In
the first [(5) and (20)], the velocity is proportional
to the concentration of a single substance. In the second
[e.g., (1) to (4)], the velocity is proportional to the
product of the concentrations of two substances. In
the third [e.g., (14) ], the velocity is proportional to the
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product of the concentrations of three substances.
Whereas in the living system enzyes catalyse all these
reactions, we have taken the liberty of omitting the
enzyme in some of the reactions to provide a simpler
solution |e.g., (6) to (17)]. In (1) to (4), on the other
hand, the enzyme is explicity represented (ENZ, ETZ).
It is desirable, of course, to elaborate the program to
include the appropriate enzyme in each step, (Note:
The expenditure of a substance appearing on the left
of the equation is indicated on the right of the equation
by an accompanying minus sign.)

The velocity constants are written above the arrows.
The initial concentration of each substance is written
above and to the left of its symbol; the figure below
this represents the full-scale value of the particular con-
centration to facilitate reading the concentrations from
the graphs. The velocity constants are chosen so that
the computer solutions occur at rates similar to those
observed in the living cell. Thus, the numbers along
the bottom of the graph (cf. Fig. 31) can be taken to in-
dicate seconds.

Method of Solution

The differential equations representing the chemical
processes (Table I) are solved by the usual numerical
integration techniques. However, to achieve maximum
speed in obtaining the solutions with Univac 1, several
additional features have been incorporated. Floating
decimal arithmetic is avoided by representing all con-
centrations and rate constants in the range 0-0.999.
This is achieved by representing the concentration of
each chemical as the ratio of the actual concentration
{o its maximal concentration. Normalization is carried
out automatically by the computer. The ratio of the
maximal flux (product of concentration and reaction
velocity constant) of the fastest reaction to the flux
of the slowest reaction must not exceed 10° if an ac-
curacy of three figures is to be maintained in view of the
12-digit limit of Univac I.

The numerical integration technique [67] can be
represented by a Taylor extension in the form

y(t + Af) = y(t) + y' (DAL + ¢, )]

where y represents the concentration of one of the
chemicals, ¢ the time, Af the increment of time, and € the
error.

The error is given by

1 1 1
e = —y' (DA + — y"" (A1 + higher — y'()ALZ (9)
2! 3! order 2
terms

where primes indicate derivatives. The first derivative
obtained from the differential equation involves the
calculation of y(¢+At). The second derivatives are
obtained from the two first derivatives at times At
apart and allow an approximate calculation of the
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TABLE 1
CueMicaL EQUATIONS FOR METABOLIC CONTROL SEQUENCE (DC-46)

0— 10-3 10-5 1% 10%
1 U EN —2 ", ENG - ENZ — GLU
) j0-s * 102 x 10+ N2 G
0 5% 10-4 1% 1010
2 ENG ITP ADP + ENZ + GLP — ENG — ITP
) 10 FNC 15 % 100 + +
Phosphorylation 0 10 2 X 10
phory 3) GLP + ETZ 2108 ETG — GLP — ETZ
of glucose 10-3 10-5
0 5% 10-4 1% 10°
4 ET P GPP + ETZ + ADP — ITP — ENG
) 10 FTC+ 1 55 10 1T = Edieoudes
5% op ' G
p _
) 105 GAP + DHA — GPP
6% pua+!"" e __. DPN + AGP — DHA
10-3 2% 104 -
7% car +17°  ppx 1 . DPH + BGA — GAP ~ DPN
10~ 2% 10~ - - -
0 5% 10 108
8 A I - _
) 10 BOA+ (0PI ——— DGA ~ BGA — PIA
Glycolyti
sl 0 10~ 5% 100
phosphorylations 9) (i DGA + 108 ADP ————— ITP + PGA — DGA — ADP
of ADP
0 10-+ 5% 109
10 P A 22 'R — — ADP
) 1ot PGA + ., ADP —S ITP + PYR — PGA ~ AD
1.5 X 102 10-4 5% 108
1 f —= : N — PYR — DPI
1, los PYR+,. o DPH —5 LAC + DPN — PYR — DPH
12 17 tac + " pexn ' X1 L\R + DPH — LAC ~ DPN
1.2 X 10~ 2% 104
1.5 X 10~ 10-4 1.5 X 10%
13 PYR DIN =" DIH — DIN — PYR
) 2% 10 *r01x 10 -
10-+ 5% 10-8 13X103 2.4 % 100
1 DIH X-I XY 2222, DIN + XSI = DIH — X-T — OXY
, D 04 % 10-+ Tisx 10T+ 551040 —DIN+X
Ocxidative
5% 1075 5% 10-8 4% 10°
phosphorylations ' 15) XSI + X PIa —5——> XSP - XSI — PIa
1.5 X 10-4 5 X 102
of ADP |
5% 105 10-+ 5 X 100
16 XSP ADP 22 ,2TP + X-I — XSP — ADP
‘ ) 15x 10+ WPt g il
5% 108 0— 2.5 X 10-3 4 X 10¢
17 XSI DBP —~— X.I — XSI
D 15 % 100 S5TF 55 5 1000
5% 10~ 0— 2.5 X 10-° 4% 108
18 2TP DBP —>—5 TP — 2TP
) 15% 103 2TF ¥ 55 5 10
ATP utilization 10~ 2% 10 3% 10°
19 1TP PUE 22, PPP — ITP — PUE
and transfer ) 3 X 1073 + 3 X 10+
- 2% 108
20) PPP 2 X% pUE + ADP + PIa — PPP

3 X 10°¢
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TABLE 11

CHEMIcAL AND CoMPUTER TERMINOLOGY FOR COMPONENTS OF
Mgeranoric CONTROL SEQUENCES

Symbol
Chemical name
Equations | Graphs

Glucose GLU G
Hexokinase ENZ Z
Hexokinase-glucose intermediate EXG E
Adenosine triphosphate in store | 1TP ©
Adenosine diphosphate ADP #
Glucose-6-phosphate GI1.P 5
Phosphofructokinase | DY VA —
Phosphofructokinase intermediate ETG T
Hexosediphosphate Grp r
Glyceraldehyde-3-phosphate GAP A
Extramitochondrial diphosphopyridine

nucleotide DPN N
Extramitochondrial reduced diphosphopyri-

dine nucleotide DPH —
Acyl enzyme intermediate of glyceraldehyde-

3-phosphate dehydrogenase BGA B
Inorganic phosphate Pl $
1,3-diphosphoglycerate DGA D
3-phosphoglycerate PGA Q
Pyruvate PYR R
Lactate LAC —
Intramitochondrial diphosphopyridine

nucleotide DIN —
Intramitochondrial reduced diphosphopyri-

dine nucleotide DIH 1
L.ow-energy intermediate in oxidative

phosphorylation X-1 X
High-energy intermediate in oxidative

phosphorylation XSI —
Oxygen OXY (0]
Phosphorylated intermediate in oxidative

phosphorylation XSp s
Adenosine triphosphate in store [I 2TP vV
Dibromophenol DBP —_
Enzyme concerned in ATP utilization PUE —
Enzyme intermediate concerned in ATP

utilization PPP %

error according to (9). Since y’ varies in the course of
the solution, a fixed value of At either produces too
large an error or makes the solution too slow for a given
crror. Thus Af has been varied to obtain a more rapid
solution with a given error. The computer automatically
adjusts the size of At so that the estimated error is
never larger than some specified error, ¢, and never
smaller than 0.1 e. This automatic error control pro-
duces a solution in an optimum time at the desired
accuracy. The solutions presented here are based upon
a one per cent error, as can be seen by the fluctuations
in the traces (Fig. 31).

To present the output data in analog form and there-
by afford a ready comparison with the spectrophoto-
metric data (e.g., Fig. 12), a graph routine has been de-
vised [63] in which the total interval of computations
is divided into 200 equal parts. The computer then
finds and plots the concentrations corresponding to the
nearest integral in the actual solutions. [Siuch chemical
is now represented by a single letter {oxvgen =0, etc.
(Table 11)]. The full scale of the graph is the distance
between rows of dots, representing the maximum value
for a particular chemical. These values appear in
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Table 1. Chemical concentrations that overlap on the
graph are printed at the top margin with the letter with
which they overlap printed last, as, for example, in
Fig. 31, where a number of chemicals overlap. One has
the letter sequence #G, indicating that # has the same
value as G. A time scale is printed at the bottom of the
graph which, as mentioned above, can be read for the
purpose of comparison with the living cell in terms of
seconds. The graphs can be printed with up to 10
variables on a sheet.

Table II identifies the symbols used in printing the
material as well as the three letter code used in equa-
tion writing and the proper chemical names.

The computer representation of the metabolic con-
trol [23], [68], phenomena of the ascites tumor cell is
illustrated by Fig. 31. The solution is in three phases:

1) 0-32 time units represents the adjustment of the
system to a steady-state value;

2) 32-114 time units represents the response of the
system to glucose addition. At 32 time units, glucose
is added (note that G goes from zero to its maximal
value) and is rapidly utilized, as indicated by the down-
ward sweep of the G trace (IFig. 31). Oxygen utilization,
which was rather slow prior to the addition of glucose,
is rapidly accelerated for some interval due to 1'TP
expenditure (trace ) and ADP formation (#). Thus,
control of oxygen utilization by glucose addition is
demonstrated by the computer solution.

A response mentioned above, related to the Crabtree
effect, is that glucose addition will inhibit oxvgen utiliz-
ation. The computer solution shows that at approxi-
mately 100 time units the utilization of oxygen has
fallen almost to zero. Apparently the control chemical
for oxygen utilization, ADIP, has fallen to zero be-
cause ATP store | is exhausted (trace (). Thus a second
metabolic regulation can be demonstrated.

3) 114-end time units represents the effect of “un-
coupling agents.” It is observed experimentally that
these reagents will reactivate the inhibited metabolism
of the tumor cell. This is simulated at time units 114 by
the addition of dibromophenol (DBP) which, in our
representation, allows ATP in store 11 (2TP) (V) to be-
come mixed with the ATP in store | (1TP) (C). Thus,
the effect of DBP is to cause a rapid diminution of V and
a rapid increase of C. Simultaneously there is a rapid in-
crease of oxygen utilization (0) and a reactivation of
glucose utilization (G). Thus, a third well-established
biochemical response is exhibited by the computer solu-
tion.

This digital computer program provides a most
powerful tool for the detailed investigation of a variety
of physical and chemical systems. Suthcient flexibility
is provided so that it is possible to solve and graph the
solutions of complex sequences of differential equations
which represent biological systems. Furthermore, repre-
sentation on the basis of other laws than that of mass
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Fig. 31—High-speed printer record of the kinetics of ten intermediates in metabolic control systems of Figs. 29 and 30. The identification of the chemicals is given in Table 11. The identifica-
tion of the time scale at the bottom of the graph, the normalization of the concentrations for the variables and the key to the crossing over of the traces at the top of the graph is explained
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action is surely possible, although the scope and applica-
bility of this approach remains to be fully explored.
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CORRECTION

R. G. Allen and J. IZ. Meczei of BN Research Center,
Yorktown lleights, N. Y., have notified . Goto, author
of “The Parametron, a Digital Computing Element
which Utilizes Parametric Oscillation,” which ap-
peared on pages 1304-1316 of the August, 1959 issue of
Procieinings, of the following error in his paper.

The five input parity-check circuit (kig. 13, page
1310) which should give a “1” output when an odd
number of inputs are “1” does not appear to be cor-
rect, possibly because of an error in drafting.

IFig. 13 represents the following logical function:

f(x, ¥, 2, u, v) = |[xyzav)[2yzuo|[xzas][tyzuv|(5] ]

where the square brackets represent the majority func-
tion.

This five majority function can be reduced to the
simpler function:

f(x, 3, 2, u, v) = |[xvzav)[#yzu|[5] ]

which does not yield the desired result in four cases
(Table I) of the thirty-two possible combinations of five
binary variables. A correct logical function for a five
input parity check is

fx, v, 2, u, v) = [[xyzad)[xyzuv]Eyzav)(x3zuv|(9]) ]

which would be represented by the logical circuit shown
in Fig. 1.

TABLE 1
Goto .
x | ¥ z ’ u v Circuit ll){e!"'rﬁl
l | Result esu
10 1 0 0 R
0 1 0 1 0 1 0
1 0 1 0 ! 1 0 1
0 1 0 1 1 0 1
I o m
*_O P\
—O )
'—y\ PARITY
BIT
Z_Q >/
4
~O
—O—

Fig. 1
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Alternating Current Spectroscopy of
Biological Substances”
H. P. SCHWANY, FELLOW, IRE

Summary—The electrical properties of live matter are analyzed.
The article first summarizes general principles which pertain to the
frequency dependence of the electrical properties of any type of mat-
ter. It then states the particular mechanism which, at various parts
of the total frequency spectrum, are predominantly responsible for
observed data. They include time-dependent interface polarization,
accumulation of charges due to inhomogeneous structure and orien-
tation of polar molecules. The electrical properties of water and elec-
trolytes, of protein suspensions, of subcellular and cellular structures
are outlined in terms of previously mentioned mechanism. This, in
turn, permits synthesis of the experimentally observed dielectric
parameters of tissues. The treatment encompasses the total range
of frequencies, from 1 cps to 100,000 mc. The article concludes with a
chapter which outlines the application of the data and pertinent im-

pedance techniques to a variety of basic and applied problems in
biology and medicine.

INTRODUCTION

PECTROSCOPY, utilizing the visible, infrared
S and ultraviolet part of the electromagnetic spec-

trum, has been used extensively for the investiga-
tion of biological material. Its analytical value is based
on the specific interaction of the light quanta with atoms
and molecules. Other physical forces which are em-
ployed extensively for biological research are the con-
stant gravitational pull (ultracentrifugation) and elec-
trostatic forces (electrophoresis). This article will at-
tempt to summarize the principles of alternating current
spectroscopy of biological substances; i.e., the mecha-
nisms which are responsible for certain typical frequency
relationships of the dielectric parameters of the biologi-
cal substances under consideration.

From the earliest time of the knowledge of electric-
ity, its interaction with biological material has intrigued
mankind. The discovery of electricity itself was due to
biophysical experimentation, as conducted by Galvani.
The recognition that conduction of nerve impulses is
based essentially on the propagation of electrical stimuli
along “cable conductors” has only strengthened this
interest. In view of the strong relationships between
electricity and biology it appears surprising that during
the last three decades a quantitative understanding of
the factors which determine the electrical properties of
biological material was obtained first. Earlier work, ex-
tending over many decades, was purely descriptive.

* Original manuscript received by the IRE, September 10, 1959.
T'he work summarized in this article has been supported by research
grants H 1253 from the National Institutes of Health, and by con-
tract NR 102-289 between the Office of Naval Research, Dept. of
the Navy and the University of Pennsylvania.

t Eleéctromedical Division, The Moore School of Elec. Engrg.,

Iniversity of Pennsylvania, Philadelphia 4, Pa.

During the 1930’s, sound theoretical foundations first
were applied to a more detailed understanding of the
interesting dielectric properties of biological materials.
This rather recent development is by no means con-
cluded, but it is sufficiently advanced to warrant a re-
view to familiarize the engineer and physicist, interested
in electrical phenomena, with the present state of the
art.

In the following article the “linear” and “passive”
properties of biological substances will be summarized.
The term “linear” applies to the validity of Ohm'’s law.
It is found to be fulfilled for small signal strength, for
example in muscular tissue for current densities below
I ma/cm?, this limit applying to low frequency currents
and being less critical as the frequency increases. The
term “passive” indicates that potentials applied to the
biological material do not evoke specific biological re-
sponse characteristics. This is true, for example, for ex-
citable cells if the potential drop over the cell membrane
which is evoked by the applied current stimulus is much
smaller than the “resting potential” of the membrane;
i.e., smaller than about 70 mv.

APPROACH AND TERMINOLOGY

The electrical properties of matter are primarily of
interest to the physicist and engineer. Pertinent tools
and terminology will be applied to biological material.
Biological material which encompasses such substances
as tissues, body fluids, protein, and cellular suspensions.
The magnetic properties of body tissues and proteins are
practically identical with those of vacuum. The linear
electrical properties of matter are completely charac-
terized by its capacitance C and conductance G. In the
case of a uniform field the following equations hold.

G= 4 C = 4 1
—I\d, —ee,d: (

where 4 is the electrode area and d the electrode dis-
tance. A uniform field is readily achieved with parallel
electrode configurations if 4>>d. € is the dielectric con-
stant relative to free space, € a numerical factor (8.84
% 10— if C is measured in farad and length dimen-
sions in cm), and « is the electrical conductivity (ex-
pressed in units of mho/cm if G is expressed in mho
and A4 and d in cm units). The dielectric constant prod-
uct ¢, is the factor of proportionality between charge
and potential across a unit volume of matter, and the
conductivity is the one between current and potential.
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The complex term ¥V=G+jwC is the admittance and
its inverse the impedance of the sample Z. The quantity

K
et =ec—j' =e—~j— (2)
we,

is the complex dielectric constant. The fact that we
restrict our presentation to linear properties is identical
with the statement that e and « are independent of po-
tential. Of course, this does not imply independence of
frequency or time. llowever, the independence from po-
tential simplifies the presentation in either frequency or
time domain. Suppose a step function potential is ap-
plied across a sample of dielectric material at the time
t=0. Furthermore, consider a simple expotential func-
tion of the type 1—e=%", a good approximation of the
often observed time dependence of the charge accumu-
lated due to this step function potential. The equivalent
frequency dependence of the complex dielectric con-
stant is expressed by

€0 — €y
=t ——— (3
1+ joT

which separates into

_ Dy
= Ky 1+ (wT)2’

€ — €x

+ 2= . 4)
1+ (wT)?’

where the indexes 0 and « refer to zero and infinite fre-

quency and

€ — €
—( ’ = 2 = Kue 6]
Thus, the existence of any mechanism which introduces
a time constant 7T is seen to give rise to the frequency
dependence as displayed in Fig. 1. From a formal point
of view it is possible to express any time dependence of
change invoked by a step function potential by replac-
ing the simple equation =T with a series of expotential
functions, thus describing the frequency dependence of
any linear system as a sum of curves of the type given
in (3).

In a similar manner the transient behavior of the
current induced by a step function potential represents
either a simple expotential time dependence or can be
thought of as composed of several expotential curves.
The corresponding alternating current steady-state so-
lution is derived for the case of one time constant 7" in
the form

A=yt — 2 (©6)
1+ jwT

where A is the complex conductivity. A combination of
the two processes is achieved by
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(b)

Fig. 1—Frequency dependence of dielectric constant and conductiv-
ity. The curves correspond to an exponential response of polariza-
tion of the type 1 —e~"7 to a step function potential.

€ + €x (wT)?
= 0 ——; L = N 'm — e e 7
€= ¢ T D) & = Ko+ (& Ko) T+ (oT) (7)
K — Ko = Eollcle : (8)

T

This cannot be any more readily combined into a simple
expression of either complex dielectric constant or con-
ductivity as given before in (3) and (6).

The formalistic considerations offered above do not
state anything about the mechanism which gives rise to
experimentally observed frequency dependences. They
merely point out the type of frequency dependence
which must exist if transient phenomena are of a non-
instantaneous character. However, they suggest the fol-
lowing approach with regard to the analysis of dielectric
data obtained at various frequencies.

1) Measurement of the frequency dependence of the
electrical properties of the substance under investiga-
tion.

2) Determination of the time constants or distribu-
tion functions of time constants from an analysis of the
experimental data. This task is complicated by the fact
that we do not know in advance if time constants ought
to be assumed in terms of charging currents (polariza-
tion) or conduction currents; i.e., if we should attempt
to present experimental data in terms of sums of expres-
sions of the forms of (3) or (6).

3) Investigation of the possible physical mechanism
which give rise to such time constants as obtained from
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the experimental material. Pertinent models often sug-
gest experiments which involve variation of parameters
either on a structural level or by means of temperature,
and greatly aid in the successful conclusion of this task.
With it the task of “explaining” the observed dielectric
data is then largely accomplished, or it is reduced to
other problems which are concerned with charge distri-
butions in molecules or with the dielectric properties of
various constituents of the investigated substance,

The above outlined approach proved to be extremely
powerful in the analysis of the factors which determine
dielectric properties of biological material. It is not pri-
marily concerned with making new contributions to
biology, but we will see that such contributions invari-
ably result, and that the application of alternating cur-
rent techniques to biology establishes a new research
tool which can solve problems which cannot be at-
tacked by other means.

RELAXATION MECHANISM AND LEouivarLent CiRCUITS

Several groups of mechanism are known to give rise
to electrical relaxation, i.e., the particular frequency-
and time-dependence discussed above.

The Existence of Polar Molecules

For such molecules the “center of gravity” of all its
positive charges is not identical in space with the loca-
tion of the “center of gravity” of all its negative charges.
Thus, they will behave under the influence of an electri-
cal field like a dipole and accordingly contribute to the
total polarization. The ability of the molecule to rotate
its dipole in the field direction is more restricted the
higher the frequency, and also decreases as thermal
movement increases. The theory of this type of polar-
ization was developed by Debye [1] under simplifying
assumptions. If the molecular shape is that of a sphere
and the distance to the next polar molecule is large com-
pared to the molecular dimensions, (3) is fulfilled with
only one time constant involved. The value of the time
constant can be exactly predicted under such circum-
stances in its relation to viscosity and molecular radius.
A somewhat more complex case exists in case of a molec-
ular shape which can be approximated by an ellipsoid
with three different axes. In this case, for large distances
between polar molecules, the solution has been given by
Perrin (2] and is expressed by the sum of three expres-
sions of the type in (3). The above outlined theory ex-
plains in many cases quantitatively and in all cases at
least qualitatively the observed frequency dependence
of the dielectric properties of molecular solutions. It
has, in a major way, contributed to the knowledge of
molecular structure.

Inhomogeneous Structure

Inhomogeneous structure of the dielectric material of
interest, 7.e., variation of the dielectric constant and con-
ductivity throughout the dielectric substance, cause
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interfaces, separating regions of different dielectric
properties, to be charged if a step function potential is
applied to the total dielectric. As a consequence, the
total charge accumulated by the dielectric matter dis-
plays a transient behavior of the type discussed be-
fore, and, consequently, must give rise to dielectric re-
laxation effects. The theory of this type of dielectric re-
laxation is usually associated with the names Maxwell
[3] and Wagner |4]. Maxwell was the first to discuss
the case of the conductance  of a suspension of spheres
of conductivity «;, occupying a volume fraction p in a
solvent of conductivity ,. His result

K — Kq

x+2x,,=p

Ky — Ka
Ky + -)-Ku

can be applied to any type of dielectric property of both
phases ¢ and a by replacing the conductivities k by com-
plex conductivities A =x+jwee,. The separation of the
resultant complex equation into real components per-
mits for small p values to prove the validity of (7) where

9

€; + 260
= ¢ ——— (10)
Ki + 2kq
and
(eika — €ak;)?
€ = €, + Up (11)

(&; + 2ka)(xs + 2k,)2

as shown by Wagner [4]. Wagner also treated the case
of cylinders and the case of a series arrangement of dif-
ferent dielectric slabs. A substantial addition to this
field was provided by biophysicists, interested in the
analysis of cellular material during the 1930's. Useful
solutions for the case of spheres surrounded with a shell
of different dielectric properties were given by Fricke
[5]-[8] in an attempt to approximate the geometry of
cells, which are always surrounded by a membrane struc-
ture. For simplicity it was assumed that the inside and
outside of the sphere are purely conductive: 7.e., that
their dielectric constants can be neglected and that the
membrane is purely capacitive (nonconducting). Re-
cently, Pauly and Schwan [10] gave the complete theory
of the shelled sphere, showing that it involves two relax-
ation terms of the form of (7) and stating how the pa-
rameters Ko, K., /, €n, €. are related to the dielectric
properties and geometrical dimensions of the three
phases involved. More recently, Fricke gave a general
and useful theorem pertaining to the case of spheres,
each surrounded by several shells concentrically arranged
[6]: he also recently calculated the low-frequency diclec-
tric constant of a suspension of ellipsoids surrounded by
shells [7]. The case of ellipsoidal shape has been treated
only for the two phase system; i.e., not assuming a shell
[8]. The case of very elongated cells is best treated by
approximating them by shelled cylinders, as has been
treated by Cole [11], both for the case of frequency-
independent dielectric properties of the shell, and the
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case where the shell is characterized by a frequency-
independent electrical phase angle, a situation of par-
ticular biological interest.

A case which is also of particular biological interest
and still yields relatively simple formulas was treated
by Schwan [12]. It assumes purely conductive proper-
ties of the solution surrounding a membrane covered
sphere and inside the sphere. The shell itself is assumed
to have a capacity Cy and conductivity Gy per unit
surface area; 7.e., in comparison with the more general
treatment of Pauly and Schwan the dielectric constants
of the media inside and outside the shelled spheres are
considered too small to contribute significantly, an as-
sumption which is justified throughout the LF and RF
range. The solution of this problem may be stated here
since it is sufficiently simple to help us demonstrate later
some of the unique features of the Maxwell-Wagner
tyvpe of dispersion found in biological materials. The fre-
quency behavior is characterized by (7) and (8), involv-
ing only one relaxation time. The parameters of the
equations are

Ky + 2'\'11
T = RCy (12)
2k, + RGu(x; + 2x,)
9 PRC
0= " 1 ) 7
[l + RGy (— + )] (13)
Ky 2'(,,
¢ + \a
oo — xa[1+3o;] (14)
ki + 2xa
1 1
1+ RGy (- - )
K¢ Kq
o=l 12 )

1 1
1+ RGy (—“ + )

Ki 2Kq

The particular properties of biological cells (e;,e,~60;
Kika~10"2 mho/cm; Cy~10—% farad/cm?; Gy~10"?
mho/cm?; R~10u) place the dispersion in the low RF
range. The more general solution of Pauly and Schwan
can be shown to be very closely identical with the sum
of the solution expressed by (12) to (15) and the solution
for solid spheres expressed by (10) and (11). The latter
dispersion occurs for biological cells at ultrahigh fre-
quencies and its magnitude is very weak in comparison
with that of the dispersion in the low RF range.

Interfuce Polarization

Small particles, such as biological cells, colloidal parti-
cles, protein molecules, etc., are known to carry an elec-
trical charge if suspended in an electrolyte solution. This
charge can be either positive or negative and depends
on the hydrogen ion concentration of the solution. It is
compensated by the charge of a cloud of ions of opposite
sign, which forms around the particle. The decrease in
density of this ionic cloud with distance from the parti-
cle causes a corresponding change in potential, thus giv-
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ing rise to a boundary potential. If suspension of
charged particles is exposed to an alternating current
field, part of the resulting alternating currents will pass
through the boundary potential region of the particles
and the existing dc boundary potential will be modu-
lated by an ac component. The modulation potential
at any point is proportional to the current density at the
same point provided that we limit our discussion to
small levels of alternating currents. The proportional-
ity which exists between alternating current and poten-
tial permits the introduction of the concept of a surface
conductance surrounding the particle. Indeed, if the
impedance of a suspension of charged particles in an
electrolyte is investigated by alternating current tech-
niques, the total impedance can readily be analyvzed in
terms of the properties of the particle per se those of the
surrounding electrolyte and a surface conductance.
However, not much detailed knowledge is available
about surface conductances. Data have been given par-
ticularly for glass particles (White, ef al. [13] and Rut-
gers and de Smet [14], to mention only a few), which
place the surface conductance in the range of 10-8-10-°
ohm~! per cm? surface. Work by Fricke and Curtis [15]
has proven that the surface conductance is frequency
dependent. From a formal point of view we may there-
fore characterize surface conductance behavior by a
sum of expressions of the type in (3) with a sufficient
number of time constants to allow for the broad fre-
quency dependence involved. Since the validity of (3)
necessitatesthe simultaneousapplicability of (4),it comes
as no surprise that a capacitive element also is involved.
Indeed, the measurements of Fricke and Curtis re-
vealed this capacitive component. It is, of course, also
frequency dependent over the total range of observa-
tion. Hence it appears more reasonable to replace the
concept of a surface conductance by that of a surface
admittance, the latter one being frequency dependent.
This frequency dependence appears of necessity, re-
flecting the applicability of sums of relaxation processes
of the type in (3). If this concept is correct, it would ap-
pear that at sufficiently low frequencies, the surface
admittance must eventually become frequency inde-
pendent. This has indeed been proven by results ob-
tained by Schwan and Maczuk [16]. In the latter case,
measurements were carried out with sufficiently sensi-
tive techniques and at sufficiently low frequencies to ob-
tain stabilization of dielectric parameters as the fre-
quency is lowered. A number of results, which have been
obtained with bacteria, blood cells, polystyrene spheres
of different size, fat particles, etc., suggest that the time
constants involved in the phenomena of surface admit-
tance vary in proportion to particle size. So far no de-
tailed explanation of this fact has been formulated.
Finally we wish to point out that the properties of
surface admittance are quite similar to those of electrode
polarization impedances; 7.e., those related to the
boundary potentials separating metal electrodes and
electrolytes. In both cases the boundary potential is
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best characterized by an impedance or admittance
which is strongly frequency dependent. This is, of
course, not surprising in view of the fact that we deal in
both cases with boundary potentials at the interface of a
solid and an electrolyte and that the polarization im-
pedance or surface admittance value is determined by
the mode of modulation of a dc potential in an electro-
Iytic phase.

All three of the above-mentioned mechanisms con-
tribute to the frequency dependence of biological ma-
terial. Surface admittance polarization appears pre-
dominantly at lower frequencies (at or near audio fre-
quencies), the Maxwell-Wagner type of structural re-
laxation at higher frequencies (radio frequency range)
and polar molecular rotation at radio and higher fre-
quencies.

Equivalent Circuits and Presentations in Complex Planes

Very often the frequency range which is available to
study a particular relaxation phenomena is too re-
stricted to accurately obtain the “limit” values e, €y,
k0. and k.. In this case Argand circles are useful for pur-
poses of extrapolation. Eq. (3) may be transformed into

E* - €

= joT, (16

€y — €
yielding a circle in the complex dielectric plane as shown
in Fig. 2(a) and a frequency dependence of /7 which is
characterized by a slope of 45° in a logarithmic presenta-
tion. Ou the other hand,

vields a circle in the admittance plane [see Fig. 2(b)].
However, those in (7) do not vield a circle in either
dielectric or admittance plane. One must first subtract
ko in order to obtain a circle in the complex dielectric
plane or e, to obtain the circular presentation in the ad-
mittance plane. A circular presentation in the admit-
tance plane always, of course, necessitates a circular
presentation in the impedance plane where X is plotted
against R; Z =R XjX being the total impedance.

It is easily shown that (7) may be represented by the
circuit in Fig. 3(a), the case where xo may be neglected
(circle in dielectric plane) by the circuit in Fig. 3(b) and
the case where e, =0 (circle in admittance plane) by the
circuit in Fig. 3(c).

The time constants 7T involved in the relaxation
equations are obviously identical with the time con-
stants of the series combinations RC. In case of a dis-
tribution of time constants, a number of series RC ar-
rangements are to be introduced in parallel, instead of
the single ones depicted in Fig. 3(b) and 3(c). It is not
possible to transform the circuit of the former to that of
the latter. However, a generalized circuit as in Fig. 3(b),
involving many time constants, 7.e., RC series arrange-
ments in parallel, can be transformed into a circuit as in
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Fig. 2—Circular arcs in dielectric and admittance plane. The arcs
are characteristic of a relaxation behavior which is characterized

by one time constant.
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Fig. 3—Equivalent circuits of dielectrics whose behavior is charac-
terized by one time constant. Circuits (b) and (¢) correspond to
circular ares in the dielectric or admittance plane, respectively.
Clircuit (a) does not vield a circle in either dielectric or admittance
plane.

Fig. 3(c) with many RC arrangements. Of course, the
distribution of time constants (number of 7" values per
7" unit as function of 7°) will then be different in both
circuits. This means that it is not possible to speak in
terms of time constants without stating if the time con-
stants are defined with regard to either dielectric or ad-
mittance plane.

Presentation of experimental observations are often
found to result in circular plots with a depressed center
(Cole and Cole [17]). The explanation for this behav-
ior can be provided in two ways:

1) A circular behavior characterized by a circle with
depressed center in the dielectric plane is obtained when
a distribution function of time constants 7'

sin ar

(17
cosh (1 — a) log T/Ty — cosar

is assumed to represent the existence of a sum of dielec-

tric relaxation expressions of the form in (3), (Cole and

Cole [17]). The Cole-Cole factor « is defined by the

equation of the circle

40T 18
1+ (joT)i~e (18)

Its value is also easily obtained from the angle under
which the circle intersects with the abscissa, the latter’s
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value being (1 —a)w/2. The distribution function (17)
1s not statistically indicated; however, it is sufficiently
close to statistically reasonable functions to make it
practically inipossible to differentiate experimentally
between a true circle and the impedance locus based on a
statistical function of Gaussian character (Schwan,
[12]).

2) A replacement of the capacitor in the series RC
arrangement ol circuit in Fig. 3(h) by a polarization cle-
ment with frequency independent phase angle can read-
ily be shown to necessitate a circle with depressed
center in the dielectric plane (Cole [18]). Pertinent
work strongly indicates that many biological mem-
branes and the corresponding C element in the equiva-
lent circuit in Fig. 3(b) display this special [requency
dependence. 1lence it appears that in both mechanisms,
variability of time constants due to corresponding varia-
bility of cell size and shape as well as the frequency de-
pendence of biological membrane characteristics, pro-
vide adequate explanations for often-observed circular
plots with depressed center in studies of biological ma-
terial.

BroroGieal MATTER AND THEIR
RELAXATION PROPERTIES

It appears convenient to analyze separately the di-
electric properties of various tissue components, and
then to synthesize these into the experimentally ob-
served properties of tissues. A few words may be stated
first to summarize the structure of tissue with high
water content; such tissues are muscle and all body
organs. Tissue is composed of cells, the latter ones being
surrounded by cell membranes. While the cell mem-
branes are structurally “solids” and of low conductivity,
the material inside the cells and surrounding it is in the
soluble state and of high electrical conductivity. In the
intracellular solutions “swim” many subcellular ele-
ments, which in turn resemble cellular structure since
they are equipped with membranes. Such components
are the cell nuclei, mitochondria, and other more re-
cently identified components. Furthermore the solution
surrounding and inside these subcellular components
contains many macromolecules of a size which is large
compared to that of the molecules which compose the
fluids itself. The most predominant classes of these mac-
romolecules are the proteins and nucleic acids. Aside
from their macromolecular concentration, the fluids in-
side and outside the tissue cells contain large amounts
of salt. Thus, for our purposes, these fluids appear as
suspensions of macromolecules in electrolytes. In the
case of tissues, the cells are “interconnected,” therefore
providing the necessary mechanical stability for tissue.
Blood cells, composed predominantly of red and various
types ol white cells, are freely movable. From a struc-
tural and electrical point of view blood appears quite
similar to tissue. Tissues with comparatively low water
content are bone and the fatty tissues. Their electrical
properties, while less well investigated, support the fact

PROCEEDINGS OF THE IRE

November

that the basic electrical structure of such tissues is sim-
ilar to those discussed before, the major difference being
the comparatively small amount of electrolyte involved.

Water and Ilectrolyte Solutions

The water molecule is polar, due to the unsymmetric
location of the two H atoms with respect to the O atom.
Since it is smaller than other polar molecules, its char-
acteristic frequency of polar rotation is considerably
higher than that of other molecules. Its value varies
with temperature and is near 20,000 mc. More detailed
data have been given and summarized by Smyth [19].
The dielectric properties of water are characterized to
an excellent degree by one single time constant, the
Cole-Cole factor a being equal to zero accurate to 0.02
(Schwan [20]). More recent unpublished measurements
carried out by Li in our laboratory refine this state-
ment to a=040.005. The “high frequency” dielectric
constant e, is quoted between 4 and 6; 7.c., higher than
suspected from the optical index of refraction (suggest-
ing less than 3) and e, near 78.

The addition of salts does not affect the time con-
stant of the polar relaxation of water noticeably. How-
ever the low frequency diclectric constant ¢ is slightly
affected; it decreases as the ionic strength increases
about one dielectric unit for a tenth molar solution IKCI.
I'rom the above data it is recognized that the dielectric
constant of electrolytes is practically frequency inde-
pendent up to 1000 me. The same applies for the con-
ductivity for the range of ionic strength values of bio-
logical interest. This simply reflects the fact that in this
case the low-frequency conductance term ko in the con-
ductance relaxation equation is large compared with the
Debye term

(I\,° I\o) 1 + (wT)2
for frequencies below 1000 mc.

The rather simple dielectric behavior of water and
clectrolyte solutions enables us to discuss and analyze
the behavior of suspensions of macromolecules in elec-
trolyvtic solutions.

Macromolecitlar Suspensions

Proteins and other biological macromolecules carry a
charge distribution which may be simulated by a dipole
from an electrical point of view. As a consequence,
these molecules are polar and display a strong frequency
dependence of their electrical constants. Actually two
Debye terms of the form in (3) describe the frequency
dependence in most cases quite well (Oncley [21]). This
is in agreement with Perrin’s treatment of polar ellip-
soids of revolutions [2] and reflective of the fact that the
shape of many of the proteins investigated may be ap-
proximated by an ellipsoid of revolution. It has been
possible, from the relationships between characteristic
frequency, size and shape of polar molecule and ob-
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served magnitude of dispersion to establish permissible
combinations of axial ratio of molecule and its effective
size (Oncley [21]). The latter in turn is related to the
actual volume of the molecule and the added volume of
“bound” water which moves with the molecule under
the influence of ihe electrical field. Thus, pertinent di-
electric work has proved useful in determining hydra-
tion of proteins (bound water per weight unit protein
matter), using axial ratios established by independent
techniques. The relaxation effect due to the polarity of
proteins is centered in the low mc range (Oncley [21])
and the dispersions magnitude €€, Up to 10 dielectric
units per g protein in 100 cc.

As the frequency is lowered substantially below the
characteristic frequency of the polar dispersion, the di-
electric properties assume frequency independent char-
acter. Measurements with albumin by Takashima and
Schwan (unpublished data) down to 100 cps illustrate
that no new dielectric phenomena appear which would
give rise to other frequency dependences.

At frequencies substantially above the characteristic
frequency of the RF dispersion of proteins, the latter's
bulk polar properties can not contribute any more to
the molecules’ dielectric behavior. This simply reflects
the inability of the polar molecule to follow extremely
rapidly varying fields with its rotation. The protein
molecule can be regarded as an extremely poor con-
ductor and its dielectric constant substantially lower
than that of water; hence, it appears appropriate to
consider it at high frequencies simply as a “dielectric
hole” in the surrounding electrolyte. The application of
a modification of Maxwell’s (9) for ellipsoids is immedi-
ately indicated. This modification has been given by
Fricke [22] in the form

K — Kq K, — Ky
—_— =P (19)
K+ Xk ki + Ak,

where x is a factor which depends on the axial ratio of
the ellipsoid and was tabulated by Fricke [22] (1925).
the index 7 refers to the hydrated protein in fofo. It is
permissible to replace the conductivity terms in (19)
by dielectric constants if conductive currents are low in
comparison with capacitive current; s.e., at sufhciently
high frequencies. Hence (19) can be utilized to calculate
the “effective” dielectric constant of the hydrated pro-
tein, considering here protein proper and its hydration
shell as one unit. Fig. 4, obtained by Schwan and Li
[23], shows that the effective dielectric constant of
hemoglobin, the only protein investigated so far in de-
tail above 100 mc, changes strongly with frequency. The
frequency range of interest here is far too high to permit
an explanation in terms of the bulk dipole moment of
hemoglobin. Two independent explanations can be sug-
gested.

1) The polar molecule possesses in turn polar groups
of smaller size and of a sufficient degree of freedom to
partially move with the field. The small size of these
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Fig. 4+—Effective dielectric constant of hydrated hemoglobin as
function of frequency. The two curves are based on different as-
sumed hydration values as quoted. Data obtained by Li and
Schwan.

molecular components places their relaxation to higher
frequencies than characteristic for the total molecules
rotation. Indeed, molecules of smaller size than proteins
display relaxation effects in the high megacycle range.

2) The dielectric properties of bound water undergo
a dispersion above 100 mc. The pertinent analysis places
bound water with regard to its dielectric behavior be-
tween ice (relaxation frequency in the audio-frequency
range) and free water (relaxation frequency near 20,000
mc) (Schwan [24]). Its low-frequency dielectric con-
stant ¢; is found to be near 80, i.e.,comparable to that of
ice and water, which lends weight to this interpretation.
Its relaxation is characterized by a spectrum of time
constants and “characteristic” frequencies 3 mt extend-
ing from below 100 to above 1000 me. This probably re-
flects the fact that bound water is composed of several
layers of water which are coupled with decreasing tight-
ness to the macromolecular surface. Further work is
necessary to arrive at a definite decision between the
two offered hypotheses. We have furthermore observed
that the effective dielectric constant of hydrated hemo-
globin increases rapidly with increasing hb concentra-
tion, while the frequency dependence for hemoglobin de-
creases. As the concentration increases bevond 10 per
cent in volume a frequency-independent value above
100 me is approached which is nearly identical with the
value existent for albumin at a concentration of only
3 per cent (Grant [25]). While the exact interpretation
of all these observations is as yet not available, there
can be no doubt that theyv reflect molecular interac-
tions. [t is obvious that ultrahigh frequency studies of
the dielectric properties of macromolecular suspensions
have much to contribute to the knowledge about macro-
molecular behavior and bound water.

While the dielectric constant of hydrated protein mat-
ter is frequency dependent and high by comparison
with the value anticipated from index of refraction data,
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it is not so high as to affect the over-all dielectric con-
stant of the macromolecular suspension strongly.
Hence, for a first-order approach, the dielectric constant
of macromolecular suspensions can be understood in
terms of perfect “dielectric holes” assuming an €;<e, in
(19). A more difficult situation pertains however with
regard to the conductivity; data which are calculated
by use of (19), assuming «; =0, differ strongly from ex-
perimental observations. This has been demonstrated in
detail for the conductivity of the interior of erythro-
cytes (Pauly and Schwan, unpublished, except in
ONR-report form). Since the discrepancy is the more
pronounced the higher the hemoglobin concentration, it
must reflect a concentration dependent ion-binding ef-
fect of the protein component of the macromolecular
suspension. Here again, electrical work, carried out at
sufficiently high frequencies to enable determination of
the internal conductance of cells (see below as to the
appropriate approach of this problem), may well con-
tribute to a more detailed understanding of the interac-
tion of intercellular macromolecules with ions.

Biological Membranes

Biological membranes fulfill the following major
tasks:

1) They surround the interior of biological cells and
confine its content of electrolytes and macromole-
cules. Both are in most cases of a different com-
position and concentration than in the medium
surrounding the cells.

2) They regulate the exchange of matter between the
inside and the outside of cells in a manner which
is specifically related to the task of any particular
type of cell.

Hence, the structure of membranes involves two basic
elements: a fairly “rigid” structural arrangement of
molecules which serves to establish the barrier between
the inside and the outside of the cell, and specific sides
which regulate the exchange of matter from the outside
to the interior and vice versa. While the former is now
relatively well established, little is known about the lat-
ter. The exchange of matter may very well be thought
of as taking place through small “holes.” If this over-
simplified model applies, the hole cross section occupies
only an extremely small percentage of the total mem-
brane surface and cannot be seen by conventional micro-
scopic means. This statement includes electron micro-
scopy at least at the present state of the art.

Electron microscope and X-ray diffraction have de-
veloped as major tools to study the structure of the
molecular arrangement of membranes. It appears most
likely that the latter is composed of a lipid layer which
is covered on both sides with layers of proteins, while
the lipid layer is probably of bimolecular character. The
proteins seem to be oriented perpendicularly to the sur-
face of the membrane. There can be no doubt that the
over-all thickness of the membrane is about 100 to 150
Angstrom, while the innermost part of the membrane,
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i.e., the bimolecular lipid film, is about 30 to 40 A thick.
From an analysis of dielectric constant measurements,
predominantly based on the application of equations of
the form (13), it has been possible to determine the ca-
pacity per unit area of a great number of cell mem-
branes. Its value is found to be near 1 uf/cm? From
the usual relationship between capacitance and dielec-
tric constant,

A4

Cy = e, —>

(20)

we must either conclude that the dielectric constant of
the total membrane is 10-15 or that the capacitance
originates only from the lipid layer, the latter having a
dielectric constant of about 3. The second hypothesis
must assume of course that the protein layers are suf-
ficiently conductive to short circuit their own capaci-
tance. Both possibilities must be considered. The first
one is perhaps somewhat more likely in view of our con-
siderations in the previous paragraph that hydrated pro-
teins have at frequencies below 100 mc a high effective
dielectric constant even though they need not be as-
sumed to rotate with the field as a whole.

A refined analysis of the electrical properties of the
bulk of the membrane matter is possible with large cells.
This permits arrangements which include internally ap-
plied electrodes, so that measurements directly across
the membrane are possible. External electrode arrange-
ments of a simple field geometry are also possible with
large cylindrically shaped cells such as the axon of the
giant squid. Both types of investigations have been car-
ried out (see, for example, Cole [26]). They show that
the membrane capacitance often varies somewhat with
frequency. At the same time, the conductivity of the
membrane is observed to be frequency dependent in
such a fashion that the electrical phase angle of the
membrane appears practically frequency independent.
This manifests itself in an impedance or admittance
locus with a depressed center, as outlined before, the
depression of the circle defining the phase angle of the
membrane. A small frequency dependence of the ca-
pacitance and large frequency dependence of the con-
ductance so that a nearly frequency-independent phase
angle results, is characteristic for most low-loss dielec-
tric materials. 1t represents the presence of a very wide
distribution of relaxation times constants. It is not sur-
prising to find that the bulk of the membrane matter is
arranged in a manner which gives it similar electrical
properties as observed for most low-loss dielectrics.

So far we have concerned ourselves with the proper-
ties of the bulk of the membrane matter. The presence
of “holes,” needed to accomplish the metabolic task of
membranes, does not seem to contribute to the mem-
brane capacitance. But it introduces an additional con-
ductance term which appears, from an electrical point of
view, shunted across the RC network which may be
chosen to represent the bulk of the membrane matter



1959
L] L]
- L] - -
B8OUNDARY I LIPO
POTENTIAL L//// 7 /// <— PROTEIN
REGION IIITISI 7S STRUC TURE
. - Ad L]
. . . .
- .
HMOLEII
= - SURFACE
ADMITTANCE
L]
! L1PO
PROTEIN
G{(MOLE) =FCM STRUCTURE
]
4E % SURFACE
T T ADMITTanCE

Fig. 5—Schematic of membrane structure and equivalent electrical
circuit. Most of the clements of the circuit are frequency dependent.

(see Fig. 5). Such a frequency-independent resistive ele-
ment, shunted across the membrane of constant phase
angle does not disturb the appearance of an impedance
locus with suppressed center. The validity of this state-
ment is easily proven and omitted here due to limita-
tions of space. Hence “holes” are virtually invisible in
an investigation of the frequency dependence of the
impedance of cells. Unfortunately the same applies if
one attempts to determine the total membrane conduct-
ance, involving both the losses of the membrane matter
as well as the “hole” conductance term, from an analysis
of the conductance of a cellular suspension. This is due
to the fact that in both (13) and (15) the KG,, terms in
the denominator are too small to be detected. The rea-
son for this becomes obvious if one considers likely val-
ues of the membrane conductance (order of magnitude
1 m mho/cm?). In essence, this argument represents the
fact that the shunt provided by the external medium
around the cells masks the conductance contribution
arising from the membrane proper. Attempts are sug-
gested by such considerations to replace the conductive
medium inside and outside the cells by a highly resistive
medium and thereby to emphasize the RG, term. This
was indeed attempted in the writer's laboratory with
suspensions of erythrocytes. Even though it was possi-
ble to decrease both inside and outside conductivity
k; and &, by several orders of magnitude, all attempts
to detect the RGn terms failed (Pauly, 1959; unpub-
lished). The explanation for this result may be due to
the fact that the G term adjusts proportionally with
the terms «x; and «,.

The only approach which succeeded in determina-
tions of the membrane conductance G, is restricted to
large cells, employing techniques indicated before. Data
obtained support the view that the total membrane con-
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ductance is about 1 to 10 mho per cm? membrane sur-
face. However this approach has not been applied as vet
over a sufficiently wide range of frequencies to permit
a separation of bulk membrane matter losses and hole
conductiance per se.

All above statements pertain to frequencies in the
radio and ultrahigh frequency region. At audio fre-
quencies, we observe a strong change in the membrane
capacitance and a corresponding change in its conduc-
tance in agreement with the relaxation equations of the
type in (7). That this change is associated with the mem-
brane surface can be readily seen from an inspection of
(13) and (15) applicable for spherical cells. At frequen-
cies which are substantially lower than those character-
istic of the time constant or time constants which are
associated with the structural “8 dispersion” to be dis-
cussed later, they may be replaced by

9 3 9
e = — pRCy; K = K4 (1 = 7 p) + —4— PRGy. (21)

€r

Any experimentally observed change in € and x of a
cellular suspension must therefore reflect a correspond-
ing change in the membrane parameters €, and G,
since the other constants involved can safely be as-
sumed to be frequency independent at the low frequen-
cies of interest. The observed change in the electrical
parameters associated with the membrane is sometimes
characterized by a single time constant (lysed erythro-
cytes, Schwan and Carstensen [27]) and sometimes
associated with a broad spectrum of time constants
(E.coli, Schwan [12]). It is also observed with solid
particle suspensions, such as glass spheres, polystyrene
spheres, fat particles, etc. Complete dispersion curves
for these materials were obtained by Schwan and Maz-
cuk [16]. Other data, not completely covering the total
range of dispersion but indicative of the same phe-
nomena, have been obtained with such materials as
glass and kaolin particles and with gelatin, soil, etc.
Often amazingly high dielectric constants are obtained.
The fact that solid and membrane covered particles
display similar properties at low frequencies strongly
indicates that the observed relaxation phenomena is not
built into the membrane proper but rather originates at
the surface of the particles. The common origin of all
these low-frequency relaxation effects is furthermore
strongly suggested by a relationship between particle
size and average time constant of approximately linear
character (Schwan [12]). According to this approxi-
mate proportionality, proteins should not be able to dis-
play this phenomena of increased dielectric constant at
low frequencies. Indeed, the precise measurements on
albumin suspensions by Takashima and Schwan men-
tioned before were unable to detect any change in € and
« between 100 cps and 200 kcps.

The phenomenon discussed reflects the presence of
surface polarization relaxation. In the case of particles
surrounded with membranes, i.c., biological cells, the
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surface polarization impedance appears as an integral
part of the total membrane characteristic. No measure-
ment, utilizing whatever electrode technique, is capable
of separating between two impedance components one
characteristic of the membrane per se and another char-
acteristic of the surface polarization admittance. This is
due to the fact that electrodes are too large to “push”
through the ionic cloud responsible for the surface
polarization term and measure the properties of the
membrane per se. Our knowledge of the relative contri-
bution of the surface admittance and membrane proper
to the total membrane characteristic is therefore de-
pendent on the study of solid particles carrying no mem-
brane and consequently equipped with only a surface
admittance.

If the total blame for the observed relaxation phe-
nomenon at low frequencies is formally put on the
membrane, its capacitance and conductance appear fre-
quency dependent at low frequencies. For example, the
membrane of lysed erythrocytes has then the properties
illustrated in Fig. 6. Through a process of conversion
from the frequency into the time domain, as indicated
earlier, it follows that the electrical data of the mem-
brane appear to be time dependent; i.e., we observe
that the conductivity, which is considered characteristic
of the permeable function of the membrane, is time de-
pendent if a step function potential is applied across the
membrane. This phenomenon has indeed been observed
and extensively studied for the membrane of the giant
squid axon, (Cole [28], Hodgkin and Huxley [29]).
From the material presented above it can be stated that
this time dependence, found to be an essential pre-
requisite to biological processes of excitation {(Cole
[30]), may very well originate in part outside the mem-
brane proper.

Cells and Subcellular Components

Not only cells, but many subcellular components are
surrounded by a membrane. In the latter category,
particles such as mitochondria and cell nuclei are of
particular interest. No dielectric work has been con-
ducted so far with cell nuclei. But a detailed investiga-
tion of the impedance of mitochondria has been con-
ducted by Pauly, Packer and Schwan (1959, in print).
It resulted in a membrane capacity of about 1 uf/cm?;
i.e., is in agreement with the values published previ-
ously for many cell membranes. The work of Fricke,
Schwan, Li and Bryson [31] was concerned with bac-
teria (E.col) and also resulted in the same capacitance
value. Cole [32] gave a survey of earlier results which
pertains to a variety of biological cells such as erythro-
cytes of a variety of species, nerve cells, muscle cells,
and even plant cells. The same value of about 1
uf/cm? membrane surface for the membranes electrical
capacity seems always valid. The strongly indicated
conclusion is that the particular lipo-protein combina-
tion, which establishes the bulk of the membrane struc-
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Fig. 6—Frequency dependence of the effective membrane capacitance
and conductance of lysed erythrocytes. The ghost cells have been
prepared by addition of distilled water. Data obtained by Schwan
and Carstensen.

ture and which is responsible for this capacitance value,
is so uniquely suitable for the task assigned to it by
nature, that it has been used by it universally. Dif-
ferences in metabolic aspects of membrane performance,
probably reflect only variability of that small part of
the membrane, which we identified by the term “hole”
before.

The frequency dependence of a suspension of cells is
now easily understood; a dispersion of structural char-
acter can be predicted, which has been termed g
dispersion (Schwan [12]). Its presence results from the
existence of a time constant, which reflects the time
needed to charge up the capacitance of the cell mem-
branes through the “access impedances” (a term intro-
duced by O. Schmitt) of cell interior and exterior. The
equations which are applicable to this situation have
been given for the case of a spherical shape of the cells:
(7), (8), and (12)-(15). They hold in close approxima-
tion, provided that interior and exterior are predom-
inantly resistive in character. For typical cell dimensions
and interior and exterior impedance values (x values
of about 10~2 mho/cm) characteristic frequencies in the
range between 100 kc and several mc result. This places
the observed structural dispersion in the radio fre-
quency range. Similar equations as given before have
been obtained for ellipsoidal and cylindrical shape and
applied to bacterial suspensions (Fricke, Schwan, Bry-
son and Li [31]).

It is of interest in this connection to discuss briefly an
equivalent circuit for a cellular suspension. We have al-
ready pointed out that (7) and (8), the general relaxa-
tion equation, as applicable to a suspension of spherical
cells whose inside and outside is predominantly resistive,
can be expressed in terms of the equivalent circuit in
Fig. 3(a). Introducing the values for the parameters of
the relaxation equations from (12) to (15), it is readily
possible to prove the validity of the equivalent circuit
shown in Fig. 7. The physical significance of the circuit
is obvious: part of the alternating current bypasses the
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Fig. 7—Equivalent circuit {or a suspension of spherical cells. [nternal
and external cell medium are assumed resistive.

cells, while another part passes through the membranes
and permits the cell interior to participate in the conduc-
tion of electricity. The ratio of these two currents is,
of course, strongly frequency dependent, due to the
capacitive character of the membrane. It is also easily
seen why the capacitor in the circuit of Fig. 7 is not only
proportional to the membrane capacitance Cy but also
to cellular volume fraction p and cell radius R. The
radius is inversely proportional to the number of cells
per unit distance in the field direction and characterizes
how many capacitors Cy are arranged in series per unit
distance. The volume fraction p is proportional to the
number of cell membranes which can be charged.

It is apparent from all relationships, that it is possi-
ble from a determination of the frequency dependence
of the impedance of a suspension of cells to extract the
following information:

1) the capacity of the cell membrane;

2) the dielectric constant and conductivity of the cell

interior; and

3) the dielectric constant and conductivity of the

cell exterior.

The preparation of cellular suspensions permits in
most cases the separation of the external medium from
a packed cell sediment by standard techniques (centri-
fuge) and, furthermore, permits us to obtain suspensions
of variable volume concentration. Hence, tests may be
run as to the independence of the membrane capacitance
and internal properties of the cell from the cell concen-
tration, thereby substantially supporting the validity of
the data obtained. Many applications of interest to the
biological sciences are possible, one of which is chosen
as an example. Erythrocytes, swollen and “contracted”
mitochondria and E.coli have been investigated in our
laboratory (Pauly, Schwan, Carstensen, and Packer,
submitted for publication). The cells were prepared by
repeated washing in solutions of different ionic strength,
making it possible to equilibrate internal and external
medium as much as possible. The analysis of pertinent
impedance determinations permitted comparison of in-
ternal and external conductivity. Some of the results
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are demonstrated in Fig. 8 for mitochondria. Swollen
mitochrondria and erythrocytes behave almost as per-
fect “osmometers”; i.e., their internal ionic strength, as
reflected by the proportionally related internal con-
ductance, changes almost in proportion with the ionic
strength of the external medium. In other cases such as
E.coli, and particularly with contracted mitochoudria,
the internal conductance is at high ionic strength almost
independent from the external medium, indicating that
the release of ions is encouraged as the external me-
diums ion content is reduced. It appears that a residual
amount of tons is fixed internally, yet free enough to
move so that it can contribute to the conductance of the
interior, only at physiological concentrations. The ex-
change of ions between cell interior and exterior is
known to be controlled by the cell membranes. At the
same time it appears from above quoted investigations
that exchange of ions depends on organizational aspects
of the cell interior, particularly the interaction between
ions and macromolecules in the cells. This is an im-
portant research area, since it is intimately related to
basic life processes.
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Fig. 8—Internal conductance of swollen and contracted mitochondria
as a function of ionic strength of external medium. The latter
quantity is presented in terms of electrical conductivity. Data
obtained by Pauly, Packer, and Schwan,

Tissue Properties

Tissues may be considered as dense suspensions of
biological cells. The synthesis of the dielectric proper-
ties of tissues by use of the aforementioned principles
yields the type of over-all frequency response demon-
strated in Fig. 9. The figure pertains to the dielectric
constant of muscular tissue. The dielectric constant de-
creases with increasing frequency in three major steps,
which are labeled as a, 8 and  dispersion. At very high
frequencies, the capacity of the cell membranes pro-
vides a very low and, therefore, “invisible” impedance
in series with the other impedance elements provided
by internal and external medium (see Fig. 7). Hence,
the dielectric behavior is essentially that of a macro-
molecular suspension. It involves most markedly the
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Fig. 9-—Frequency dependence of the dielectric constant of muscular
tissue. The dashed curve would characterize the frequency de-
pendence if only three relaxation mechanisms would exist, each
characterized by only one single time constant.

strong frequency dependence of the abundant water
(about 70 per cent in muscular tissue). In the radio fre-
quency range, the structural dispersion related to the
presence of the cell membranes is predominant (8 dis-
persion). It reflects the fact that the cell membrane ca-
pacitances contribute increasingly to the over-all im-
pedance as the frequency becomes lower. At still lower
frequencies, the access impedance elements become
small in comparison with the membrane reactance and,
finally, the dielectric properties of the membrane ap-
pear simply shunted across the frequency independent
component, determined by the external medium; i.e.,
the access impedance elements have now become “in-
visible” (see Fig. 7). Now the surface polarization effect
eventually becomes pronounced and gives rise to the
relaxation effect, labeled as a dispersion. Superimposed
on these three major dispersion phenomena are by com-
parison minor additional relaxation effects:

1) The dispersion effects associated with the be-
havior of hydrated proteins and other macro-
molecular particles in the general frequency range
between 100 and 1000 mc;

2) the protein dispersion in the low mc range associ-
ated with the bulk polar properties of proteins;

3) the structural dispersion of subcellular compon-
ents, which are caused by their membranes and is
also located in the low mc range.

In addition to this, variability of size and shape of the
elements which contribute 10 the electrical properties
are responsible for the existence of distributions of time
constants rather than single terms. IFFor example, an
analysis conducted in this laboratory proves that the
two-time constants associated with the structural dis-
persion of shelled spheres are to be replaced by six-time
constants if we deal with ellipsoids which are surrounded
by a confocal membrane (Shen and Schwan, in prepara-
tion for publication). This gives rise to a “flatter” fre-
quency dependence. All these factors are responsible for
the deviation of the experimentally observed data from
the behavior, which is indicated by a dashed line in
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Fig. 9. The dashed line would be anticipated if only the
three major relaxation phenomena (surface polariza-
tion, structural dispersion, polar water dispersion) were
existent and if each were characterized by one single
relaxation time constant.

It is possible to predict approximately with present-
day knowledge and principles outlined above, the di-
electric behavior of cell suspensions and tissue from the
molecular, ionic, and cellular composition. These pre-
dictions are only semiquantitative in cases which in-
volve very complex geometries. In other cases, partic-
ularly at high frequencies, they are quite accurate. A
typical example pertains to the values of tissue dielectric
constants near 300 mc; i.e., at frequencies between the
B and +y dispersion. The dielectric decrement for tissue
solids, i.e., the decrease in dielectric constant due to the
addition of 1 g protein to 100 cc electrolyte is near 1 at
400 mc. Table 1 compares values calculated on the
basis of this approach and compares these values with
experimental data.

TABLE 1

CALCULATED AND EXPERIMENTAL DIELECTRIC CONSTANTS AT
400 MC rFor SoMe: Tissuts ANp Broop. Tui: VARIATION
IN THE CALCULATED LiviR DATA REFLECTS CONSIDER-
ABLE PPossIBLE VARIATION IN L1vER Lirip CONTENT

Calculated Experimental
Blood 57 57-50
Muscle 50-56 52-54
Liver 38-58 44-51
Skin 44 46-48

Dielectric properties reflect particularly at higher fre-
quencies the amount of water in tissue. With higher
water content or content of electrolytes both conduc-
tivity and dielectric constant increase from the values
characteristic for the solid tissue components to those
found for an electrolyte solution. Indeed the data for
substances with low water content such as fatty tissues
and bone are about one order of magnitude lower than
those for the tissues with high electrolyte content such
as muscle and most body organ tissues. The influence of
the water content may be demonstrated for the case of
fatty tissue in Iig. 10 and Fig. 11, obtained at a fre-
quency of 900 me. For an actual tabulation of diclectric
constants and conductivity values of various body tis-
sues we refer to Schwan [12].

APPLICATIONS AND PROBLEMS oF TiE FUTURE

While the above outlined principles are of basic in-
terest, several applications of biological impedance tech-
niques to both basic and applied problems have de-
veloped or are indicated for further study. Of basic
interest are applications of above outlined principles in
the following areas.

1) Determination of the hydration of maucromole-
cules. From the principles developed above it becomes
evident that the total volume of the hydrated protein
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molecule can be determined. This can be done by ap-
plication of Fricke's equation from the effective dielec-
tric constant of the protein solution, the dielectric con-
stant of the solvent and the effective dielectric con-
stant of the hydrated protein. From the electrically de-
termined volume of the hydrated protein and the known
protein volume, the hydration value is obtained by sub-
traction. If evaluations are based on measurements at
very high frequencies, so that the dielectric constant of
the hydrated protein has passed through its UHF dis-
persion, i.e., above about 1000 mc, less uncertainty as
to the hydrated proteins effective dielectric constant
will exist. It is, in any case, very much smaller than
that of the surrounding medium. Checks as to the inde-

Schwan: Alternating Current Spectroscopy of Biological Substances

1853

pendence of the result obtained at several very high fre-
quencies, are indicated in view of the present status of
this field. For further detailed discussions concerning
this interesting possibility of determining hydration sce
Schwan [12] and, more recently, Grant [25].

2) Determination of hydration values from conduc-
tivity measurements. This technique, proposed more re-
cently (Schwan [33]) is based on the assumption that
the dispersion of the effective dielectric constant of
hydrated proteins in the frequency range between 100
and 1000 mc and discussed above is due to a correspond-
ing dispersion of bound water. The relationship be-
tween eo—e, and k., —«o formulated in (8), the fact that
the total changes ey —e¢,, are nearly equal for bound and
free water, and the difference in their characteristic fre-
quency, suggest that «,, —ko is about 10 times smaller for
bound than for free water. This and the fact that the
conductance change for bound water occurs predomi-
nantly below 1000 me, causes the frequency depend-
ence of x above 1000 mc to be due to free water. Hence a
determination of this conductance increase and that to
be due if only free water were existent, enables us to de-
termine the volume taken by free water. This is accom-
plished by using a simplified version of Fricke's equation
for conductance previously mentioned which is

Ka — K

1
Ka+“—K
x

(22)

and by making the safe assumption that the hydrated
protein conductance can be neglected. Subtraction of
this volume from the total volume taken by protein per
se and bound water yields the volume taken by bound
water alone. This technique is less dependent than the
dielectric technique mentioned above upon critical as-
sumptions. The uncertain assumption as to the dielec-
tric constant of the hydrated protein is now replaced by
the much simpler and easily cross-checked assumption
that the hydrated proteins conductance is small in com-
parison to that of the surrounding electrolyte at suffi-
ciently high frequencies.

3) Studies of the exchange of ions through mem-
branes are of importance with regard to its metabolic
functioning. We have already pointed out the difficul-
ties involved in any direct determination of the con-
ductance of the membrane of biological cells. However,
we can determine both internal and external conduct-
ance values (14) and can even monitor these values
electronically as function of time. Hence we are able to
follow internal ionic strength adjustments to imposed
external changes of ionic strength. The transformation
of pertinent records into permeability statements is
straightforward.

4) It should be of interest to investigate how far the
uniformity of membrane capacitance values, reflective
of the same molecular membrane composition extends.
Pertinent work with other bacteria, cell nuclei and even
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virus should be of interest and may shed light on the
question of on what level of organization live membrane
structures are first used and how they are created.

There are other problem areas that are of more ap-
plied interest.

1) In electrocardiography, the analysis of body sur-
face potentials which are due to the electrical activity of
the heart, is advanced today to the point where the fine
structure of the electrocardiogram in its relationship
with the hearts activity is under theoretical and experi-
mental study. Any attempt to elucidate from body sur-
face potentials statements about the electrical heart
generator without paying attention to small, but sig-
nificant variability of the impedance of the tissues sur-
rounding the human heart, is subject to criticism. Body
surface potentials are affected by two factors: the elec-
trical activity of the heart per se, and the characteristics
of the media surrounding the heart. More details con-
cerning tissue impedance characteristics are needed,
particularly with regard to their unisotropic character-
istics, to evaluate the tissue influence on the ECG.

2) In neurophysiology, conduction of nerve impulses
by nerve fibers is accomplished by means of transmis-
sion line principles. The nerve cell is of cylindrical shape.
Its cell interior and exterior provide the inner and outer
conductor of a coaxial transmission line and the mem-
brane establishes the dielectric, separating the two con-
ductors. Nerve cell interior, exterior, and membrane
determine the transmission constants; ¢.e., character-
istic impedance and propagation constant (O. Schmitt
[34]). The membrane properties are frequency de-
pendent, as discussed before, and furthermore become
nonlinear for applied signals which compare with the
signals propagated by the nerve. Hence, a complex non-
linear system of differential eqquations replaces the linear
ones, normally used to characterize transmission line
behavior. It has been shown that the time and ampli-
tude dependence of membrane properties is a prerequi-
site for excitability (Cole [30]). Perhaps the most
important advances in neurophysiology are due to the
better knowledge of the electrical properties of the nerve
membrane as achieved during the last decade. The syn-
thesis of the propagated nerve signals from available
membrane properties is at least in principle straight-
forward, to be attacked by appropriate and available
principles. This statement is made with full realization
that the nonlinear membrane characteristics cause this
mathematical problem to be of sufficient size to require
very extensive computations. On the other hand, more
work must be undertaken to understand fully why nerve
membranes are [requency, time, and amplitude de-
pendent and why their electrical properties change as
observed with environmental factors and signal strength.
The pertinent detailed understanding will probably be
provided when a better knowledge of the time depend-
ent aspects of boundary potentials is achieved.

3) Diathermy, i.e., the useof artificially induced local
heat for therapeutic purposes, is based on the use of
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either high-frequency currents or the use of microwave
radiation. While the former is applied with a frequency
of 27 mc, the latter operates at 2450 mc. The use of
ultrasonic radiation is not discussed here since it is un-
related and is mentioned at another place in this issue.
The following problems arise in diathermy.

a) How deep does the artificially induced heat pene-
trate? This depends, of course, on the absorption
coefficients of microwaves in tissue, or, in the case
of the 27-mc current therapy (erroneously often
called “ultra-short wave therapy”), the manner in
which the currents spread and are conducted by
the various tissues involved.

b) How can the amount of heat generated at any
particular part of the body or in the whole area
under treatment be judged from instrument read-
ings?

The answer to both problems requires, as a prerequi-
site, a knowledge of the capacitive and resistive proper-
ties of body tissues at the frequencies of interest. With
this knowledge available a good start has been made in
recent years to solve above formulated problem areas
[35]. More work ought to be encouraged if diathermy
techniques is ever to become a scientifically controlled
tool, to be applied to the patient in a precise manner.

4) More recently, considerable interest has been
aroused by the possibility of injury due to exposure to
strong sources of microwave radiation. The three major
areas of potential harm are related with total body ex-
posure, exposure of the eye resulting in cataracts, and
exposure of the reproductive organs. A flux level of
10 mw/cm? absorbed energy has been suggested for
tolerance purposes, (Schwan and Li [36]). lowever,
there is no doubt that this figure establishes only an
order of magnitude. It corresponds roughly to the case
of light fever (about 1°C temperature rise) and irreversi-
ble and severe, perhaps lethal damage occurs first at
approximately tenfold the tolerance level, i.e., above
100 mw/cm? Sufficient dielectric work has been car-
ried out, as outlined above, to establish all tissue prop-
erties of interest in the radar frequency range and to
convert these data into absorption coefficients and depth
of penetration constants by standard techniques. The
knowledge of absorption coefficients has been obtained
for such materials as muscle, fat, blood, eye-glass body
fluid, eye-lens matter, bone, red and yellow bone mar-
row, liver, kidney, lung, white and gray brain matter,
etc., (Schwan [37]) and is considered a prerequisite to
any understanding of the effects of microwaves on man-
kind. We also know, from a discussion of simple geome-
tries which neglect scattering, that subcutaneous fat can
serve to match muscular tissue to air, so that under
certain conditions almost all incident energy is ab-
sorbed (Schwan and Li [36]). We also know that for
relatively slight variation in the respective thickness of
skin, fat, etc., completely different amounts of radiation
are made available for the body.
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Nothing is as yet known about the scattering charac-
teristics of mankind as related to the problem of what
percentage of incident energy is absorbed by the ex-
posed person. But little is known about the thermoregu-
lation of the human body and its effectiveness to com-
bat internal heat sources. There are indications that
other important biological effects may be evoked by a
mechanism of a nonthermal character (Schwan [38]).
Pertinent basic research necessitates cooperation with
physical chemists, biochemists, and neurophysiologists
since protein denaturation, evoked nerve-response char-
acteristics, and physical forces on microscopic particles
are probably all involved. This is a very wide, new and
interesting field of research with many exciting oppor-
tunities for those interested. It is obvious from the above
discussions that a detailed knowledge of the dielectric
properties of biological material is a prerequisite for all
those who intend to do quality work in this area.
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Comments on Microelectrodes™

R. C. GESTELANDt, B. HOWLAND{, J. Y. LETTVIN{, anp W. H. PITTS|

Summary—Metal-filled microelectrodes are best for high-fre-
quency work; fluid-filled ones are best for low frequencies and de.
Both have advantages and drawbacks. This paper gives the results of
experience with both sorts of probe, Practical hints and recipes are
included because these seldom appear in detail.

INTRODUCTION

HYSIOLOGICAL amplifiers pose no exotic prob-
P]ems. They are designed to operate within the

dc to 100-k¢ band and are usually required to
have high input impedance, low current issuing into the
input, and low drift. Many excellent models exist. What
is of interest, however, is the nature ol the coupling
to the tissue. Iixisting microelectrodes are of two sorts,
as pointed out by Svaetichin [1]: low-pass electrolyte-
filled pipettes and high-pass metal-filled pipettes. There
is no universal electrode. Under conditions where one
is interested in propagated signals only as signals, we
have found the metal probe to be most useful. When one
is interested in membrane processes the fluid probe is
best. A metal tip, while it will penetrate and record
from a cell body, is useless for interpreting membrane
potential and shape of the cell spike. The fluid tip will
not see external triphasic spikes of vertebrate axons
above the noise level. The complementary nature of the
two probes is perhaps best given by stating that the fluid
pipette is good for intracellular records and other slow
changes of potential elsewhere, and the metal tip is
good for extracellular records and rapid changes. In
a device which handles the [ormer, one is most con-
cerned with low current through the probe (i.e., low
grid current), very high input impedance, and low
drift, and will sacrifice for these features the upper
frequency response and a low noise level. In a device
which handles the latter, one is most concerned with
low noise and good high-frequency response and will
sacrifice input impedance and drift, and avoid electrode
current by capacitative coupling.

We shall show some measurements on metal elec-
trodes in inorganic electrolytes and body fuids, and
shall also present a new recipe for a metal microelec-
trode.

* Original manuscript received by the IRE, September 3, 1959.
This work was supported in part by the U. S. Army (Signal Corps),
the U. S. Air Force (Office of Sci. Res., Air Res. and Dev. Command),
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CoONSIDERATIONS ON THE UsE oF METAL
MICROELECTRODES

It is usual in physical chemistry to distinguish two
extreme kinds of electrodes. The first is the reversi-
ble type, in which ions from the solution are actually
charged and discharged, so that a steady current is
possible and the dc potential of the electrode has a well-
defined value depending on the current and the com-
position of the solution. The second type is the ideal
polarized electrode, in which no transformation of ions
takes place, no steady current can pass, and such as
does represents the charging and discharging of a double
layer made up of the electrode and ions very close to
its surface, forming a structure which acts like a capaci-
tance whose value is dependent on the voltage across it.
This electrode has no well-defined dec potential; the
latter may vary wildly under apparently identical
circumstances, and is enormously influenced by traces
of impurities. Actual electrodes are always combinative
of both types, and their impedance as a function of
frequency shows the extent to which one or the other
mechanism dominates their behavior, as may be scen
in the fgures.

These measurements were taken with a special bridge,
designed by Howland and later modified considerably
[2]. Both bridge circuits were direct reading in series-
equivalent resistance and capacitance, and included
provision for canceling the effect of the external capaci-
tance to ground of the microelectrode and the wire
connecting it. Only a very small ac signal, generally
less than 50 mv, was applied to the electrode; more would
have produced harmonic distortion and/or irreversible
change in the surface of the electrode.

A bright Pt electrode in the spinal cord or in spinal
fluid, both rich in adsorbable compounds which pre-
sumably greatly retard oxidations and reductions at
the interface, behaves like a capacity even at low fre-
quencies; its impedance is then proportional to w™, over
a very wide range (Fig. 1) (actually & °-* in the figure).

Another electrode behaves in a more complicated
way. Thus it will often happen that the electrochem-
ical reaction is itsell quite rapid, and the current is
limited by the diffusion of the reacting ions and the
products between the surface of the electrode and the
bulk of the solution. In this case the impedance for high
frequencies will decline as w™'/?, as appears in the case of
bright Pt in physiological saline. 1f the clectrochemical
reaction is itself slow, the impedance will be lower lor
very small w and higher for very large w than in cases
where diffusion is predominant (Fig. 2, Ry, X¢p,)-
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In practical cases, it may happen that inhomogeneities
in the electrode material will spread out the band of
frequencies for which the impedance declines only
slowly, since the rate of the reaction is much dependent
on the dc potential of the electrode, and this will vary
over the surface. In cases where an insoluble reaction
product covers the electrode, the multiplicity of diffusion
paths of different length may have a similar effect.
Such a case is the Ag-AgCl electrode in Fig. 2, whose
impedance is approximately proportional to w4 over
a wide range and independent of the presence of gelatin.
The dc potential of the electrode can make a consider-
able difference in the impedance curve, by changing
the rate or even the nature of the reaction carrying
current, and therefore the balance between it and diffu-
sion as responsible for the impedance,

Gesteland, et al.: Comments on Microelectrodes

1857

The importance of these curves in selecting an elec-
trode for a particular study rests upon two sorts of
consideration, distortion and noise.

DisTORTION OF A METAL ELECTRODE

The response of a metal electrode to a source of cur-
rent suddenly appearing and remaining constant in the
medium can be guessed roughly from the well-known
theorem on Fourier transforms, which gives the result
that if

A
Z(w) - —
Wy

y<1

as w—0 or w— <, then the integrated current

L 1
f It ——— i,

o AT(2 — )
as t— < or (—0, respectively. .1 and y are empirical
constants. If the current is unidirectional,

)= ——— =
AT(1 — v)
for t— = and t—0. Thus the diffusion electrode would
report a signal proportional to 17" for both short and
long times, the Ag-AgCl one proportional to ~/4 for
short times, and also for long, if the behavior of Z(w)
continued to be the same for low frequencies. [n fact,
of course, the relevant Z is

1

e
14+ -
Zu

when Zg is the electrode impedance and

1 -1
L= (— +ijL)

R,
is that of the external path to ground, so that the re-
sponse of the Ag-AgCl electrode, Zp~Aw'* to the
square wave would behave initially like

(A Cl‘)—ll‘(%)——ll ~3/l‘

Actually Z(w) must be bounded for w =0 since a steady
de current is possible in this electrode, but the recorded

signal should still decline slowly to its asymptote as
G,

Noist oF A METAL ELECTRODE

The rms noise voltage generated by a metal micro-
electrode in a given narrow frequency band is most
easily specified in terms of the equivalent noise resist-
ance at room temperature, Ry the relation between
these quantities being:

Erma noise — '\/'I'kTR \-\F
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Ilere £ is Boltzmann's constant and T is the absolute
temperature. Now, Nyquist’s Thermal Noise Theorem
states that Ry should be equal to the real part of the
electrode impedance at the same frequency. The proof
of this theorem assumes that the system is in thermal
equilibrium, which would in this case require that the
current through the electrode be zero, and that there
be no chemical reaction taking place at the surface of
the electrode. (These conditions are difficult to satisfy
in practice.)

The equivalent noise resistance of a metal micro-
electrode as a function of frequency was measured by
means of a resistance substitution method, using inter-
polation, for a number of frequency bands defined by
a Spencer-Kennedy variable band-pass electronic filter.
The noise output of the electrode was suitably ampli-
fied, filtered, and measured by a thermistor bridge-
type rms voltmeter.

Results of these measurements as a function of fre-
quency for a bright platinum microelectrode in normal
saline solution are shown in Fig. 3. Good agreement be-
tween the equivalent noise resistance and the real part
of the electrode impedance is evident. Similar agree-
ment was also obtained for a Ag-AgCl microelectrode
also in normal saline solution. Little if any noise in addi-
tion to the expected thermal noise was generated by the
microelectrode.

) 1 ! |
10~ 100 ~ IKC OKG 100KGC
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Fig. 3—Variation of impedance with frequency, series resistance-
capacitance measure. Bright platinum (851) conical tip, 10u in
diameter, 54 high, in physiological saline. Noise measure by sub-
stitution method (see text).

DC MEASUREMENT WITH METAL Tips

We ought to say something about the use of micro-
electrodes for measuring dc or classical thermodynamic
potentials in living tissue. The conditions here are so
difhcult that not one of the classical reversible elec-
trodes has ever been shown to perform its office with
even modest reliability. The Ag-AgCl fails to measure
Cl-, apparently for a number of reasons. First, the
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solid AgCl diffuses away from the tip of a microelectrode
with great speed and can hardly be continuously
formed with an imposed current. This will be the
bother generally for very small electrodes requiring
saturation with a sparingly soluble salt, since the time
of diffusion varies with the square of the linear dimen-
sions of similar structures. Second, silver forms ex-
tremely stable complexes with organic molecules hav-
ing attached amino and sulfhydril groups which occur
in plenty where the electrode locally damages tissue.
The stability of almost all of these is greater than the
insolubility of AgCl. This difaiculty is more important
than the other, for it applies to almost all heavy metals
one might hope to use: Hg, As, Sb, Bu, Pb, Cd, Cu, etc.
Finally, the reduction-oxidation potential of axoplasm
is low enough to reduce methylene blue, which places
it below hydrogen. At this potential AgCl is reduced to
metallic Ag and Hg,Cl, to Hg, the insolubility not being
adequate to the nobility of the metals. (Agl might pos-
sibly be capable of existence, and AgS is capable, under
these circumstances; but sulfide ions could hardly exist
at the pH of axoplasm. In fact ingested silver is de-
posited as metal in tissue, as in argyria.) This dificulty
also applies to other heavy metals and to oxide elec-
trodes (Sb and Bi) used to measure pH.

One may note that if the Ag-AgCl electrode were
actually reversible to Cl~=, since this ion can move freely
across the membrane and is in fact distributed in
equilibrium with the membrane potential, such an
electrode should not record the membrane potential
at all. This is also true with a true pH electrode. In
one instance it has been reported that an Ag-Ag(l
microelectrode mcasures membrane potential. Such a
result seems to confirm that an Ag-AgCl microelectrode
becomes a noble metal electrode within a cell.

The inert, or noble metal electrode, should be free
of these difficulties and measure the reduction-oxida-
tion potential of the solution. The difficulty here is that
the oxidations and reductions only take place through
enzyme-substrate complexes of enormous molecular
weight, activation energies being far too high to permit
any equilibrium to be attained otherwise: the conse-
quence is an impedance far too high to make the small
electrodes usable at dc or very low frequencies even
with the best control of grid current. If there were a
rapidly reversible system present to buffer the poten-
tial, such as Fe*+2Fe*+++, this could be avoided, but
no inorganic system seems usable, and organic ones
seem to be all of the quinonoid type which is adsorbed
to proteins with great avidity.

RECIPE FOR AN EasiLy Mape METALLIC
MICROELECTRODE

Our study of probes has been cursory at best. Never-
theless we feel that metal microelectrodes are seldom
good at low frequency and are excellent at high. So
we have tried to devise a probe that would be easy to
make and would have extremely low impedance in the
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upper physiological band, 1-50 kc. The reason for
wanting such a device is that clearly we would have a
more favorable signal-to-noise ratio if the admittance
could somehow be increased. Thus we might record
more easily the external current of nerve fibers which,
in unblocked axons, is the second derivative of the
traveling spike—the familiar triphasic transient, a very
much smaller signal than the membrane spike.

Svaetichin [1] and Dowben and Rose [3] have plated
electrodes with Pt black to increase the surface-volume
ratio at the tip. This seemed the best idea and we
tried the method. Very soon we found an odd property
attaches to Pt black in tissue. Having an enormous
surface, it catalvzes local reactions, and, quite literally,
burns onto itself a shell of very adherent stuff. Thus,
although such an electrode may show a moderately
low impedance at high frequencies, it is kept from inti-
mate contact with the tissue around it by this shell.
The gain from working at low impedance is offset by
the lack of intimacy. Such an electrode records very
well when close to or touching cells, or if it has blocked
a nerve fber, but then the signals are so large that
any electrode will do.

\We set about redesigning Dowben and Rose’s elec-
trode. First we discovered that gold flashing is not
necessary. Second we found that if we add gelatin to
the chloroplatinic acid bath from which we plate the
Pt, the ball is not only made adherent to the tip but is,
in a sense, prepoisoned and does not burn a shell onto
itself. Finally, as is often recommended, we used a
little lead acetate in the bath to make the Pt deposition
uniformly fine.

In constructing the metal-filled pipette we used the
following procedure. Woods metal was doped with
enough indium to give a slight shrinkage on cooling.
The resulting alloy melted well below the boiling point
ol water, and the molten metal could be sucked up
in ordinary polyethylene tubing (spaghetti) which
slipped off easily after the metal was cooled. Thus, we
could make a wire of the alloy. We pulled a glass micro-
pipette of the usual sort, and, under a microscope, broke
off the tip until the O.D. was about 2-3 u. Then we
put some of the alloy wire in the shank and pushed it as
far down as it would go with a piece of copper wire just
thin enough to fit into the shank. Placing the pipette
on a hot plate just warm enough to melt the alloy we
pressed constantly against the copper wire. The alloy
softened and became fluid except where it touched the
copper wire which had a much higher heat conductivity.
During the period when the alloy was hard at the copper
wire and fluid at the upper end of the pipette taper, the
alloy acted both as its own plunger and fluid, and under
the constant pressure applied to the copper wire flowed
down the pipette to the tip. Then the alloy around the
copper wire melted and the copper became imbedded in
it. When the pipette was removed from the heat the
alloy was found to have retracted from the tip or to
have formed a vacuole along the taper. When the

Gesteland, et al.: Comments on Microelectrodes

1859

tapered part of the pipette was then held close to some
source of heat (say a quarter inch away from a 60-watt
bulb) for about S seconds, the tip was found to be filled
or the vacuole gone.

These electrode blanks can be made at the rate of
one in three minutes. The Pt ball is plated on just before
use. The bath we used was 1 per cent chloroplatinic
acid and 0.01 per cent lead acetate. 100 cc of this solution
was added to 2 cc of viscous but ungelled gelatin solu-
tion at room temperature. The current for plating was
obtained from a 1.5-volt cell through a variable 1-meg-
ohm resistor having a least resistance of 20 k. Contrary
to Svaetichin’s statement, bubbles need not form. The
plating should be done under direct vision through a
microscope.

The impedance curve for one of these gelatinized balls
about 3 p in diameter in normal saline is shown in Fig. 4.
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Fig. 4—Variation of impedance with frequency, series resistance-
capacitance measure. Platinum black ball, about 3x in diameter,
in physiological saline.

When it is compared with the curve from a bright
Pt 90° cone 10 u in diameter in a protein solution (Fig.
1), it is noted that at 10 kc the real component is less
than 100 K@ The high admittance in the 1-100-kc
band has allowed us to detect single unmyelinated fibers
in the optic nerve well above the noise level. The impe-
dance varies almost as (w)~' just as it does for bright
Pt in protein media but the curve has been translated
downward. We found such a probe is biased in either
direction well over one volt by a polarizing current
of 107 amp.

We use simply a cathode follower of high transcon-
ductance, couple the electrode to the grid by 0.03 uf,
and shunt the grid to ground by 10 megohms. Thus,
we achieve very good external records from single
nerve fibers, for at the high frequencies of the triphasic
spike the admittance of the electrode is very high. We
know that an electrode is operative if the noise at the
input is much reduced when the electrode makes con-
tact.
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RECIiPES AND OTHER MISCELLANY FOR FLUID-
FiLLED PIPETTES

The complementary electrode, or low-pass type, is
the electrolyte bridge—the familiar KCl micropipette.
This sort of probe is so well known as to need no exegesis.

Glass micropipettes are made in a standard fashion
whether one intends to fill them with metal or saline.
They are seldom drawn by hand, as originally described
by Ling and Gerard [7], except when one needs odd
bends or tapers. Alexander and Nastuk [8] developed
an electrode puller which has become available com-
mercially in several models. It is simply a solenoid and
heating coil so arranged that when a glass tube is held
at one end, extends through the coil, and is gripped at
the other end by the solenoid, the softening of the tube
under the coil is detected by the solenoid pulling gently
(i.e., having an appropriate series resistance) until the
tube has lengthened enough to close a switch shorting
out the series resistance and applying the maximal
pull of the solenoid. The softened glass tube extends
in one of Plateau’s [9] volumes of minimal surface,
the unduloid (modified of course by the high viscosity
of glass), and the appearance of the tip of a glass micro-
pipette is that of a series of constrictions or steps of
decreasing period superimposed on a continuous nar-
rowing. The glass breaks at the smallest constriction
while the glass is still plastic, and so it is not easy to
draw consistently anything but the finest tip diameters
(less than 1 ). The period and amplitude of the undula-
tions leading to the tip are functions of the heating and
pulling program., Control of the period by suitable
adjustment allows one to set the penultimate constric-
tions before the tip to be whatever diameter one chooses
over a wide range. The ultimate cycle or cycles of glass
can be broken off under the microscope, the break
generally occurring cleanly and circularly at the con-
striction one chooses.

In making fluid-filled pipettes it is usually thought
proper to leave the last glass cycles on, for the finer
the tip the less damage it does in penetrating nerve
or muscle membrane. Filling these pipettes with KClI
solution used to be considered difficult because of the
trapping of bubbles in the tips. Several recipes for
filling have been published and they all work. Our
method is not very much better than the others, but it
has the advantage that electrodes are ready for use a few
minutes after manufacture. Several micropipettes are
mounted, tip down, on a glass spindle and are held to
it by a rubber band. KCI solution (slightly less than
3 molar to allow for evaporation) is heated in a side-
arm flask to about 80°C and then the spindle is inserted
into the hot solution, pipette tips down, until the pip-
ettes are totally immersed, whereupon the top of the
flask is stoppered. We make the spindle and stopper
as one piece. Suction is then applied to the solution until

PROCEEDINGS OF THE IRE

November

it boils moderately vigorously. Since the boiling bubbles
come off most easily at irregular surfaces, they appear
at the tops of the pipettes and at the rubber band. If the
flask of hot solution has been removed from the heat and
made to sit on a surface at room temperature for a few
minutes before suction is applied, then indeed it is al-
most impossible to get boiling bubbles from below the
tips of the electrodes, 7.e., from the bottom of the flask.
Thus the danger of tip breakage, such as occurs with
direct boiling over a flame, is minimized. After about
20 seconds of moderate vacuum boiling, suction is cut
off and air readmitted, then suction is applied again,
and in this way we go through three cycles of low-
pressure boiling. The notion behind this procedure is
this: Most of the air in the pipette will be exhausted in
the first boiling and be replaced with steam. On read-
mission of normal pressure most of the electrode will fill,
leaving an entrapped air bubble. This bubble will be
again diminished in the next cycle because it dissolves
in the hot solution bounding it under normal pressure
and is evacuated by the turbulence of reboiling. Three
boiling cycles appear to fill nineteen out of twenty elec-
trodes. The spindle can then be transferred to a cooler
solution, or, more reasonably, the whole flask cooled
under running tap water for a few minutes.

The impedance of micropipettes with electrolyte core
is that of a moderately large resistance shunted by a
small capacitance. Since the resistance is concentrated
in the tip and the medium around the tip, the distrib-
uted capacitances can be disregarded and the shunt
capacitance to the grounded medium around the elec-
trode, and to ground from the connecting lead and the
grid can be lumped together. If the electrode couples
to the tissue with 10 megohms resistance, a shunt of
10 uuf will degenerate the recorded signals quite seri-
ously for there are 50-kc components in an intracellu-
larly recorded cell spike.

Since the physiologist is very concerned with the
exact shape of a transient, the signal is usually regener-
ated from an amplifier having in-phase gain greater than
unity through a trimmer capacitor back to the grid of the
input tube. This positive feedback is called a “negative
capacitance” and it has been exhaustively handled by
several authors. We particularly recommend Amatniek’s
paper [4]. There are many such commercial devices al-
ready available, most of them good. The principle be-
hind them is to use an electrometer tube at the input
to insure low grid current and high input impedance
initially, and to amplify the output of the tube by a
factor of 2-3, keeping the output in phase with the
original input to as high a frequency as possible. The
output of the amplifier is fed back to the grid of the
electrometer through a variable trimmer. This raises the
effective input impedance at high frequency.

Such a method of recording is inherently noisy, for
the signal-to-noise ratio at the input is not changed by
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the feedback. Thus the more the signal is degenerated
without the negative capacitance, the more noisy will
be the restored signal. With this compensation the noise
always increases with the frequency [5]. The strategy
of using such an amplifier is to arrange for absolutely
minimum shunt capacitance at the input initially. That
is, the lead trom electrode to input ought to be as short
as possible and any grounded material should be kept
reasonably far from the lead and grid. Our version of
this device, shown in Fig. 5, has no greater virtues than
other circuits—in fact the parts are more expensive—
but a student can throw one together out of hand and
the transistors, being silicon, are pretty stable. If one
wants extremely high dc stability it is best to chopper-
stabilize as Moore [6] has done.
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Fig. 5—Circuit for headstage.

UsE OF SQUARE PuLsEks oF CURRENT THROUGH
FLuip-FiLLED PIPETTES

Of course one should not use a compensation scheme
without being able to determine if it is properly ad-
justed. A simple method of monitoring an electrode is
to use a ramp of voltage (triangular or trapezoidal
waves) through a small capacitance, say 1-2 puuf to
the grid, as designed by Howland [5]. The recorded de-
rivative, of course, is a square pulse whose height meas-
ures the resistance of the electrode and whose square-
ness at the corners measures the compensation. One can
adjust the ramp to occur, say, at the end of every sweep
of an oscilloscope and change the sign of the ramp with
each sweep. Without such a monitor on the resistance
and reactance one can get into all kinds of difficulty, as
for example in the reports of “synaptic noise” at a
membrane surface which generally is nothing more than
the thermal noise of an electrode sitting up against a
very high impedance such as a patch of membrane.

The ramp function can be used not only to test pa-
tency and compensation for a fluid-filled pipette, but
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also to stimulate through the same electrode that is used
to record. If the square pulses of current are not very
large or long the resistance of the fluid-filled tip will
remain reasonably constant, rectification will enter
only as a second-order effect, and the pulses can then
be balanced out in the amplifier by simple subtraction
of a square pulse of voltage. Suppose one is using a
micropipette in a dorsal or ventral root of a cat’s spinal
cord. It penetrates large fibers easily and reliably and
the records stay constant for between 30 minutes and
1 hour. We have evidence that these penetrations only
occur at nodes at Ranvier, but, to avoid controversy,
let us remark only that penetration of myelinated fibers
occurs. In a large mammalian axon the current neces-
sary to set off a single node, whether it is directly
u1der the electrode or decoupled by the internodal re-
sistance, is rarely larger than 2 X 10~° amp delivered for
0.1 msec. The artefact, 20 mv at most through a 10-
megohm electrode resistance, is easily balanced out,
after compensation, by subtraction of an appropriate
square pulse, leaving only a small make-and-break
transient due to the uncompensatable distributed ca-
pacitance of the electrode tip and delay in the circuit
of the headstage. Thus one can measure electrotonus,
local response (damped nonlinear behavior) and many
other properties of axons. It is an especially good and
reliable demonstration for students.

One can also use an ac signal, say 5 kc, through the
small capacitor to the grid, and balance it out in the
amplifier, i.e., by subtracting it after appropriate phase
shift and amplitude setting. Such a virtual bridge meas-
ures the changes which occur primarily in the immediate
tip environment. Thus one can show, with this arrange-
ment, that mammalian axoplasm changes its resistivity
late on the falling phase of the action potential, just as
Strickholm found it does for myoplasm [10].

Finally, the use of square pulses of current to measure
threshold successfully distinguishes fibers from cells, at
least in the spinal cord. Elementary computations show
that if one assumes threshold current density to be the
same for all nerve membrane then there should be about
a 50:1 difference between the current necessary to
excite the smallest cell and that to excite the largest
node, given a local source of current well within the
neuron. Since in fact it seems that the cell membrane
has a higher threshold than axonal membrane, the dis-
crepancy should be even more pronounced. We have
found this difference useful, although in practice not as
extreme as in the calculation. No cell, as determined by
shape of spike, etc., seemed to be excited with currents
below 5X10—% amp, and no axons required more than
3X10~? amp at about 0.15 msec duration. Most units
one penetrates in the dorsal half of the cord seem to be
axons by the criterion, according to Wall [11]. This
would explain why many investigators cannot see “syn-
aptic potentials” in interneurons. Incidentally, the
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higher currents needed to stimulate cells cannot be bal-
anced out at all well because the impedance at the tip
fluctuates drastically. These impedance changes return
to normal only very slowly.!

CONCLUSIONS

Comparing the two sorts of electrode, metal and
fluid, it is easy to see that the signal-to-noise ratio for
high frequencies (such as appear in the externally re-
corded triphasic spike of single fibers) is extremely poor
for the fluid tips even with compensation, and extremely
good for the spongy metal tip. It is also easy to see that
at low frequencies the fluid tip is far superior to the
metal; however, anyone who has attempted to pass even
small ac current through a micropipette filled with satu-
rated KCI solution and inserted into tissue also knows
that these clectrodes rectify at low frequencies as would
be expected.

Therefore we advise that nervous physiologists do
not try to make one electrode do the work of the other
but use both types and with two different head-stages.
The electrometer tube is essentially noisy because of low
transconductance, and has poor high frequency re-

t One should be cautious in trusting the fluid pipettes for measure-
ment of dc potentials, however, on account of the liquid junction
potential at the tip. [t is true that when established in a narrow tube
tn simple solutions, this potential is reproducible and small; with the
micropipette it can be large and variable, probably because the dif-
fussion layer at the tip is sharp and unsteady. altering rapidly in
structure and exposed to irregular hydrodynamic influences of great
effect if any current is passed through. The fluid junction potential
is also known to be much increased by the presence of polar colloids,
particularly polyelectrolytes, which are capable of selectively reduc-
ing the mobilities and activities of ions by the strength of their ionic
atmospheres.
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sponse itself, even with compensation. However, it is
the only good input coupler for the fluid pipettes be-
cause of its low grid current and high input impedance.
This system is best used for intracellular work. The
conventional high-transconductance cathode follower
has little noise, but much grid current. However, if it is
used only in the useful frequency range of metal elec-
trodes by coupling the electrodes capacitatively and
using a grid leak, the extracellular high-frequency sig-
nals, which cannot be seen with the fluid pipettes, come
through beautifully.
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Some Functions of Nerve Cells in Terms of
an Equivalent Network®
WALTER H. FREYGANG, JR.}

Summary—A distributed parameter equivalent network of a
nerve cell is developed. The network is based upon the electrical
constants of nervous tissue. Inserted in the network are electrically
and chemically activated generators. Some experimental evidence is
given for the properties of the network and the generators, as well
as for the location of the generators in the network. The function of
the neurons in the nervous system is discussed in terms of this net-
work,

* Original manuscript received by the IRE, June 8, 1959,
t Lab, of Neurophysiology, Natl. Institutes of Health, Bethesda,
Md.

INTRODUCTION

HE purpose of this article is to describe the elec-
trical circuitry of a nerve cell, or neuron. The
neuron is the fundamental unit of the nervous
system. Thought, behavior, and consciousness are all,
in some way, related to the interaction between neurons.
This statement may be too mechanistic, but the number
of neurons in the nervous system has been estimated as
101, After the functional potentiality of the neuron has
been described in terms of an equivalent network and
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the extent of the connections between neurons is ap-
preciated, the statement may seem more reasonable.

Most of the results described here have been obtained
from experiments on the anterior horn cells of the cat’s
spinal cord. There are reasons to believe that the other
neurons in the nervous system have similar mecha-
nisnis. By neglecting the relatively small impedance to
the local flow of current in the tissues that surround the
nerve cell and by placing generators at points in the
circuit, one can draw a distributed parameter network
to represent a nerve cell. The properties of the genera-
tors are special, however, and these will be defined. Some
of the current questions with which neurophysiologists
are concerned will be presented.

THE GEOMETRY

The geometric complexity of the nerve cell can be
appreciated from the diagrammatic sketch of a neuron
in Fig. 1(a). Although the demarcation between the den-
drites, cell body, and axon is arbitrary, the neuron is
divided into these portions for descriptive purposes.

Cell Body: The cell body is the widest part of the
neuron. Its diameter may be as much as 0.1 mm. The
nucleus of the cell and much of the metabolic machinery
is located in the cell body. At one region it tapers to
form the hillock, from which the axon originates.

Dendrites: These are the long, tapering, branching
structures that form the dendritic bush. The boundary
line between the cell body and the dendrites is rather
like that between the trunk and the branches of a tree.
In any case, the fine arborizations are dendrites. They
approach submicroscopic dimensions at their tips. The
total surface area of the dendrites is very great because
ol their configuration.

Adxon: The axon begins with the constricted portion
formed by the tapered end of the hillock, which is called
the thin segment. Eventually the thin segment dilates
and becomes covered with myelin, a fatty substance.
The breaks in the myelin sheath of the axon are the
nodes, and the myelin-covered portions between the
nodes are the internodes. Internodes are 1-2 mm long.

The axon is the longest part of the neuron. It may ex-
tend for several feet before it branches and distributes
end bulbs at the tips of its branches over the surface of
the dendrites and cell bodies of other neurons. Axonal
endings are not shown in Fig. 1(a) but are sketched in
Iig. 1(b). The space between the end bulbs and the sur-
face of the dendrites, or cell body, is only about 200 A.
Instead of ending on other neurons, an axon may supply
terminal structures to effector organs, such as muscles,
in order to activate them. The synapse is the junction
of an end bulb with the neuronal surface beneath it.
Interaction between neurons results from transmission
across these junctions. It is believed that the end bulbs
secrete substances that affect the membrane, or cell wall,
of the dendrites and cell body. This effect will be de-
scribed later as one type of generator.

The membrane, or surface coating of the neuron, is so
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Fig. 1—Diagrammatic sketches of a nerve cell. (a) Cell body, den-
drites, and axon. (b) The endings of the terminal branches of an
axon on the cell body and dendrites of another neuron.

thin (100 A) that it can be considered to have an infini-
tesimal thickness. 1t is in contact with the tissues and
fluids that surround the neuron, except at the inter-
nodes where it is covered with myelin. The membrane of
the cell body and dendrites is largely covered by end
bulbs. Fig. 2 is a photomicrograph of a large neuron.
It shows a relatively large, elongated cell body and one
long dendrite. The fine black dots on the surface of the
neuron are end bulbs. Extensive interaction between
neurons is made possible by the great number of end
bulbs on each neuron.

Thi ELECTRICAL CONSTANTS

It is possible to insert either one or two very fine
saline filled glass pipette electrodes into the cell body
of a living, functioning neuron in the intact nervous
system. The tips of these electrodes can be as small as
10~* mm. Such electrodes have an appreciable resistance
(5-50 megohms) at their tips and a distributed capacity
(0.4 puf/mm) across their walls which introduce some
difficulties, but these problems are dealt with in another
article in this issue’ and will not be considered here. Po-

. '"R. C. Gesteland, et al., “Comments on microelectrodes,” this
issue, p. 1856.



Fig. 2—Photomicrograph of part of a neuron. The small black dots
on the cell body and dendrites are end bulbs. Bracket indicates
0.1 mm. (Courtesy of Dr. Grant i.. Rasmussen.)

tential differences measured with such an intracellular
electrode are with respect to a low resistance electrode
at some point remote to the neuron. By means ol a
resistance-capacity-network analog of a neuron and the
conducting volume that surrounds it, it has been shown
that the resistance between the outer surface of the cell
body and the remote electrode is so small, relative 1o
the resistance of the membrane, that it can be neglected
under most conditions. Also, results obtained with this
analog show that because of the relatively large diameter
ol the cell body, and the low volume resistivity of the
internal protoplasm (50 ohm cm), its intracellular space
is practically equipotential for the biological voltage
transients induced across parts of its membrane. The
construction ol the analog will be described later.

In accord with the above, if two pipettes are inserted
in the cell body and a known amount of constant cur-
rent is injected through one intracellular pipette, one
can measure the potential difference between the inside
of the cell body and the remote electrode by means of
the second intracelttular pipette. The resistance to cur-
rent flow presented by the membrane of the cell body
can be estimated from this type of experiment. Simi-
larly, the time course of decay of the potential difference
between the inside of the cell body and the remote elee-
trode can be measured after the constant current is
turned off. When corrected for the flow of current into
the dendrites, it is found that the resistance of the mem-
brane of the cell body is about 1 megohm and that the
time constant for the exponential decay of potential
difference is 4 msec.? (Because of its small diameter, and
therefore its high input impedance, the flow of current
into the thin segmeut is negligible.) From these data, the
capacity of this membrane is calculated to be about

2V, Rall, “Membrane time constant of motoneurons,” Science,,
vol. 126, p. 454; September 6, 1957,
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4000 ppf. Using 4 X 10-3 cm?as an estimate of the surface
area of a cell body, the clectrical constants for the flow
of current across a 1 cm? area of membrane are 4000
ohm cm? and 1 uf cm? These values are in good agree-
ment with the constants of invertebrate axons which,
like the cell body and dendrites, are not covered with
myelin sheaths.

Experiments on single myelinated axons have shown
that the transverse resistance and capacity for a 1 mm
length of myelinated internode are 290 megohms and
1.6 puf. For a passive node these values are 40 megohms
and 1.5 ppf. The internal longitudinal resistance of an
internode is about 50 megohms. A description of how
the electrical constants of axons have been estimated is
bevond the scope of this article.?#

Tue EQUIVALENT NETWORK

With these results in mind, one can draw an equiva-
lent network to represent the neuron. Such a network is
drawn in Fig. 3. It should be remembered that the re-
sistances and capacities of the membrane at the inter-
nodes, thin segment and hillock, and of the dendritic
membrane are continuously distributed along the core
resistances of these structures. In addition, the branch-
ing of the dendrites has not been drawn schematically
in Fig. 3 for the sake of simplicity. Since the dendrites
taper and branch, it would be necessary to add many
circuits having continuously increasing core resistances
with distributed resistances and capacities along them.
Note that the core resistance at the nodes has been ne-
glected. This is permissible because a node is only 10-?
mm in width and therefore its longitudinal resistance is
negligible. The internal resistance of the cell body has
also been omitted for the reason that has been given al-
ready. With the generators, which are represented by
the G's, all open-circuited, Fig. 3 is the equivalent cir-
cuit of the nerve cell that was employed to determine
the electrical constants of the membrane of the cell
body. In order to discuss how the neuron functions
when it is not at rest, we must consider the propertics
of the two tyvpes of generators.

T GENERATORS

One of the two types of generators are represented by
Gy, Go, G, and Gg in Fig. 3. These generate the nerve
impulses that travel along the axon. Their properties
are described more fully in an article in this issue by
Moore® and will be describec only briefly here.

The other type of generator is represented by G* in
Fig. 3. They act in response to transmitter substances
liberated by the end bulbs during synaptic transmission.

3 1. Tasaki, “Nervous Transmission,” Charles C Thomas, Spring-
field, [l.; 1953.

4 1. Tasaki, “New measurements of the capacity and the resist-
ance of the myelin sheath and the nodal membrane of the isolated
frog nerve fiber,” Am. J. Physiol., vol. 181, pp. 639-650; June, 1955.

& J. W, Moore, “Electronic control of some active bioelectric mem-
branes,” this issue, p. 1869.
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Fig. 3—Network equivalent of a nerve cell.
Nerve Impulse Generators®? (Gy, G, G4, Gp) OUTSIDE
All of these generators can be represented by a circuit
like Fig. 4. Resistances R; and R, vary with the poten-
tial difference across the membrane. \When the mem-
brane is not generating a nerve impulse, R; is much
greater than R, and the potential difference across the
membrane is almost 70 mv. In response to a sufficient
change in potential difference across the membrane, Ry Rz
about 10 mv in the direction inside less negative to out-
side, R, undergoes a large transient decrease in resist-
ance and the potential difference across the membrane
changes to inside 40 mv positive to outside. In less than 70+ 1-40

a millisecond, R, returns to almost its initial high value.
Resistance R, is also voltage sensitive and it decreases
as the inside becomes less negative to the outside, but
it lags in its change so that when R; has returned to its
initial value, R, is still decreased. The outward flow of
current, while R, is decreased, recharges the membrane
capacity and the initial potential difference across the
membrane is rapidly restored. When the inside of the
membrane is no longer far from its initial value, R, in-
creases and the cycle is complete. The voltage transient
generated across the terminals of the generator is the
nerve impulse, or action potential, and it has the form
of Fig. 7(a). A few milliseconds must elapse before R,
completely regains its ability to decrease again. This
dead time is called the refractory period.

In the loregoing description of the properties of the
generators of nerve impulses, resistance R decrecased
rapidly after the potential difference across the mem-
brane changed to a critical voltage. The necessary initial
change in voltage was in the direction of inside becom-

¢ A. L. Hodgkin, “lonic movements and electrical activity in
giant nerve fibers,” Proc. Roy. Soc. B, vol. 148, pp. 1-37; January,
1958.

” A. M. Shanes, “Electrochemical aspects of physiological and
pharmacological action in excitable cells,” Pharmacol. Rev., vol. 10,
pp. 59-273; March and June, 1958.
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Fig. 4—Equivalent circuit of a nerve impulse generator.

ing less negative to outside, The subsequent decreasc
in R, changes the potential difference across the mem-
brane further in the same direction which, in turn, pro-
duces a further decrease in R,. In other words, the proc-
ess is regenerative. If these effects occur fast enough,
there is not sufficient time for R; to be significantly de-
creased. (A large decrease in R; initially would turn off
the regenerative process by ¢hanging the potential
difference in the direction of inside more negative to
outside.) The critical voltage change necessary to initi-
ate the regenerative process is the threshold.

Suppose that for some reason, generator G4 in Fig. 3
has the potential difference across it changed to its
threshold level and the regenerative process is trig-
gered. The peak effect is to make the inside of the cell
about 110 mv more positive to the outside than it was
before it was triggered. The outward current that will
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flow across the impedances in parallel with both Gy and
G, will similarly trigger these generators by reducing the
potential difference across them to the threshold volt-
age. Generator Gy will trigger Gs, G» will trigger G, etc.,
and the nerve impulse will propagate along the axon
to its end. This typeof conduction is described as “salta-
tory,” because it skips from node to node.

Nodal generators are either conducting impulses or
they are at rest. Such behavior is the basis for the anal-
ogy between the nervous system and a digital computer
since both systems are, at any instant, triggered or at
rest, or binary. It will be seen later, however, that the
neuron has other properties that limit the use of Boo-
lean algebra in describing its function.

Chemically A ctivated Generators®-® (G¥)

These generators can be represented by a circuit like
that in Fig. 5. Two variable resistances in this circuit,
Ry and Ry, undergo decreases in resistance when they
are acted upon by the chemical transmitter substances
secreted by the end bulbs during synaptic transmission.
Resistances Ry and R; are decreased by specific trans-
mitter substances; the substiance that decreases Ry does
not change R; and vice versa. A decrease in Rg changes
the potential difference across the membrane in the di-
rection of inside less negative to outside, while a de-
crease in Ry changes this potential difference in the op-
posite direction. These resistances are not influenced by
the potential difference across the membrane. The dura-
tion of the effect of transmitter substances on them is
limited to the time necessary for these substances to
diffuse away from the synaptic junction. An effective
concentration lasts about one millisecond. 1If more
transmitter substance is released by the end bulbs be-
fore the initial dose has diffused away, however, the
effects will summate. Fig. 6(a) is a drawing of the
transient in voltage that appears across the membrane
where Rgis decreased by a transmitter substance, and
Fig. 6(d) is a similar eftect but ol opposite polarity, in-
duced by the appropriate transmitter substance on Ry.

Since resistances Ky and Ry are indifferent to the po-
tential difference across the membrane, the transients
produced by changes in them do not propagate like a
nerve impulse. Instead, the chemically activated gen-
erators exert their influence on the generators of nerve
impulses by the local flow of current across the imped-
ances in parallel with them. If the summed result of the
transmitter substances is to change the potential dif-
ference across the generators of unerve impulses to
threshold, action potentials will be set off and will propa-
gate along the axon away from the cell body. There-
fore, synaptic action that makes the inside less negative
to the outside is described as excitatory and the opposite
action is called inhibitory.

8 |. C. Eccles, “The Physiology of Nerve Cells,” The Johns Hop-
kins University Press, Baltimore, Md.; 1957.

¢ H. Grundfest, “Electrical inexcitability of synapses and some

consequences in the central nervous system,” Physiol. Rev., vol. 37,
pp. 337-361; July, 1957.
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Fig. S—Equivalent circuit of a chemically activated generator.

Sonme EVIDENCE

As was mentioned above, it is possible to record the
potential difference between the inside of the cell body
and a remote electrode. The results of stimulating nerves
that have single actions, 7.e., either excitatory or inhibi-
tory, isdrawnin Fig. 6. By stimulation of the appropriate
nerve one can individually excite the chemically acti-
vated generators that change the inside either positive
or negative to the remote electrode. In [Figs. 6 and 7,
achange in the direction inside less negative to outside is
an upward deflection. This is an excitatory effect. Con-
versely, the action of the inhibitory chemically reactive
generators produces a downward deflection in the fig-
ures; its signal makes the inside more negative to the
remote electrode. The effect of stimulating a nerve that
supplies the excitatory transmitter substance to the
generator is drawn in Fig. 6(a). Applying increasingly
stronger stimuli to such a nerve produces the family of
curves in Fig. 6(b). As more axons in the nerve send
propagated nerve impulses to the excitatory end bulbs
at their ends, more excitatory transmitter substance is
released. Therefore, the response of the chemically
activated generators is enhanced and the signal in-
creases. The result of applying two stimuli, a few milli-
seconds apart, is drawn in Fig. 6(c). It is additive. The
converse of Fig. 6(a) is the drawing in Fig. 6(d), which
describes the effect of applying a single stimulus to an
inhibitory nerve. The effects of excitatory and inhibi-
tory generators can summate, as is shown in IFig. 6(e).
The excitatory stimulus has been applied a few milli-
seconds after the inhibitory one. Note that these effects
decay with a 4 millisecond time constant. It is from ex-
perimental results like those shown in these drawings
that the properties of the chemically activated gen-
erators are determined.

To study the properties of the generators of nerve
impulses, another experimental technique is employed.
With the very fine electrode still in the cell body, the
far end of the axon is stimulated. Such a stimulus sends a
propagated nerve impulse along the axon toward the
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Fig. 6 Voltage traunsients appearing across the membrane of the
cell body caused by chemically activated generators. (a) The
effect of the excitatory generators. The family of curves in (b)
shows the eftect of increasing the excitatory stimulus. Two ex-
citatory stimuli placed a few milliseconds apart produce records
like the drawing in (¢). (d) The effect of an inhibitory stimulus,
and (e) the effect of applying an excitatory stimulus after an in-
hibitory one.
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Fig. 7—(a) The type of transient that a nerve impulse gencrator
produces across its terminals. (b) and (¢). The waveforms that
are induced across the membrane of the cell body. Records like
the drawings in (b) are produced by antidromic stimulation,
while those like (c) are produced by synaptic excitation.

cell body. This is opposite to the normal direction of
propagation and is called antidromic conduction. Never-
theless, the generators of nerve impulses respond to the
threshold voltage because the electrically responsive
generators at a node do not distinguish between the
effects of the generators at the nodes on either side. In-
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deed, their effects are identical when measured across
the nodal membrane. The voltage transient that is gen-
erated across the electrically excitable membrane of a
node has the form of the drawing in Fig. 7(a). \Vhen the
recording electrode is in the cell body, some distance
from node 1, the attenuation between node 1 and the
cell body is so large that only a very small transient,
if any, is visible when G, is triggered. G4 and Gp are
closer to the cell body and the transients generated by
G4 and Gg are not subject to the attenuation of an in-
ternode located between them and the cell body. The
signal generated by G4, E¢4, is somewhat attenuated by
the thin segment. Its effect on generator Gy is sufficient
to trigger it, and the signal generated by Gy, Eqgn, ap-
pears across the membrane of the cell body in a rela-
tively unattenuated form. The combined effects of the
outward flow of current across the impedance of the
cell body’s membrane is the first voltage transient
drawn in Fig. 7(b). Generator Gx must have a longer
refractory period than G4 because when a second stimu-
lus is applied to the axon a few milliscconds after the
first, only generator G4 responds. Generator Gy is un-
able to respond until later, and only the effect of Gy,
IZ4, is seen across the membrane of the cell body. The
voltage transient that appears across the membrane of
the cell body after sufficient synaptic excitation of the
chemically-activated generators is drawn in Fig. 7(c).
The portion of the voltage transient generated by the
chemically responsive generators is labelled /2*. Gen-
erator G g must have a higher threshold than G, because
G4 is triggered before Gp. The transient generated by
(4 that occurs across the membrane of Gy is sutficient
to trigger (7g. The voltage developed across G by the
chemically responsive generators alone was insufficient
to trigger it. It has been assumed that the voltage
transients generated by all generators of nerve im-
pulses are the same when measured across the terminals
of the generators. This has been done in order not to
have to ascribe any more special properties to these gen-
crators. The justification of this assumption is mostly
parsimony and the experimental evidence lor other
views is scanty.

In order to check two of the assumptions that were
employed in the design of the equivalent circuit drawn
in Fig. 3, a resistance-capacity-network analog of a
neuron was constructed.!” The two assumptions to be
tested were: 1) that the space outside of the neuron was,
for practical purposes, at the same potential as the re-
mote electrode; and 2) that all points within the cell
body were reasonably close to the same potential. It is
known that the volume resistivity of the tissue outside
the cell is about 222 ohm cm" and that of the proto-
plasm inside the cell is approximately 50 ohm cm. In

1 A, J. McAlister, “Analog Study of a Single Neuron in a \'olume
Conductor,” Naval Med. Res. lust., Bethesda, Md., Naval Med.
inst. Rept., vol. 16, pp. 1011-1022; December 15, 1958.

"' W. H. Freygang, Jr. and W. M. Landau, “Some relations be-
tween resistivity and electrical activity in the cerebral cortex of the
cat,” J. Cellular Comp. Physiol., vol. 45, pp. 377 -392; June, 1955,
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constructing the analog it was assumed that the cell
was axially symmetrical and had one large cylindrical
dendrite. Such a model can be represented by square
meshes of resistances that correspond to the radial and
longitudinal resistances of a unit volume at any position
inside or outside the cell. A unit volume in an axially
symmetrical system will be a tube of unit length and
thickness. Therefore, radial resistances in the square
meshes will decrease logarithmically with radial dis-
tance from the axis and the longitudinal resistances will
decrease in inverse ratio to the distance from the axis.
The resistance and capacity of the membrane were in-
serted between the meshes at the location of the mem-
brane in the axially symmetrical analog. Transients
like the first one in IFig. 7(b) were imposed on a small
area of the membrane of the cell body in the analog. It
was found that both assumptions mentioned above did
not introduce a serious error. In addition, it was noted
that the time course of the very small potential differ-
ences that appeared between the outside surface of the
membrane and the remote electrode was proportional to
the time course of the membrane current,

This last observation has been employed experimen-
tally to provide evidence that no nerve impulse genera-
tors are in the membrane of the cell body.'2% T'wo con-
centric pipettes, drawn in IFig. 8, were located so that
the inner pipette of the assembly was inserted inside the
cell body while the outer pipette remained close to the
outside surface of the cell body. The voltage transients
occurring at the tips of both pipettes were recorded
simultancously after an antidromically propagating
nerve impulse was conducted along the axon. Since the
voltage transient recorded by the larger pipette outside
the cell is proportional to the flow of current through
the membrane at the site of this electrode, the situation
can be represented by the circuit drawn in Fig. 9. In this
figure, 17(t) is the intracellularly-recorded voltage
transient, 1%(?) is the extracellularly-recorded voltage
transient, and I,(¢) is the time course of the current
that flows through the membrane at the site of the
extracellular recording. R, and C, are the resistance
and capacity of this membrane, respectively. Their
product, 14, is equal to 4 msec. R, is the resistance be-
tween the tip of the extracellular electrode and the
remote electrode. If o is defined as equal to Ry/ (R, +Ry)
the transfer function between Vy and 17 in the p do-
main, where p=d,dt, is as lollows:

1
+ P
Vﬂ(p) _ p Tm
Vi(p) 1
P T

2 AW L Freygang, Jr., “An analysis of extracellular potentials
from single neurons in the lateral geniculate nucleus of the cat,”
J. Gen. Physiol., vol. 41, pp. 543-564; January, 1958.

YW H. Freygang, Jr. and K. Frauk, “Extracellular potentials
from single spiral motoneurons,” J. Gen. Physiol., vol. 42, pp. 749~
760; March, 1959.
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Fig. 8—Diagram of concentric pipette electrodes used for simul-
taneous recording from intracellular and extracellular locations
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Fig. 9—Equivalent circuit of the recording situation for intracellular
and extracellular location of electrodes. Vi(f) is recorded from
the intracellular location, Vi(t) from the extracellular location.
Membrane resistance and capacity are R, and C,. R, is the
resistance from the tip of the extracellular electrode to the remote
electrode.

Since this equation depends only on T, and a, and since
T, is known, components may be chosen to build a
circuit that will produce the same sized Vo(f) as is
actually recorded. The value of & found this way is 0.06.
When the signal recorded from the electrode inside the
cell, 17(#) is fed into this circuit, its output, Ve(t) may
be compared with the transient recorded by the elec-
trode outside of the cell. The time courses of these
transients are practically identical. This result is pos-
sible only if the membrane resistance of the cell body
does not change duting the time of the transients. Since
itis known that the capacity of biological membranes is
independent of voltage, the resistance of the membrane
of the cell body must also be unchanged. This can be
true only if there are no nerve impulse generators in this
membrane.

The reader is cautioned that these interpretations of
experimental results are not universally agreed upon by
neurophysiologists. IFor example, it may be that, in the
last experiment described, the electrode assembly has
damaged the electrically responsive generators. If the
reader reviews the experimental results that have been
described and considers the assumptions upon which
the interpretation of them is based, it will he evident
that these arguments are not very rigorous and that the
reasoning seems to approach being circular at times.
These difficulites are partially specious because, in an
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article of this sort, only part of the data can be de-
scribed. In some cases, however, the difficulties in inter-
pretation are not completely overcome.

SoMmE CONSEQUENCES OF THE
EQUIVALENT NETWORK

If the neuron does send a propagating nerve impulse
along the axon to some other nerve cell or to some ef-
fector organ, the transient in voltage that is found across
the membrane of the cell body has the form drawn in
Fig. 7(c). In other words, the combined effects of the
excitatory and inhibitory chemically activated gen-
erators has made the inside of the membrane contain-
ing generator .l sufficiently positive to trigger this gen-
erator. The nodal generators are triggered subsequently.
It may be noted that it is not necessary for generator
B to be triggered; a nerve impulse is started at node 1
whether or not generator B is triggered.

The dendrites act like delay lines in their conduction
of the excitatory and inhibitory voltage transients. As
the distance from the cell body along a dendrite in-
creases, the dendrite tapers and its core resistance per
unit length becomes larger. Therefore its attenuating
effect is enhanced, especially for rapid transients. One
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can appreciate the very complex summation of the
voltage transients that are generated by the chemically
activated excitatory and inhibitory generators in the
dendrites. In general, those generators that are closer
{0 the membrane of the cell body, or are in it, will be
more influential in determining whether or not the
nodal membranes are triggered.

It is possible, or maybe probable, that the dendrites
function in other ways than have been indicated. Some
dendrites are so thin and long that it is difficult to
imagine how the generators at their tips could have any
effect on the generators of nerve impulses. Possibly
they have some sort of biological amplifier along their
shafts. Very little is known about the dendritic function.
Equally unclear is the mechanism by which nerve im-
pulses in the axon lead to secretion of transmitter sub-
stances from end bulbs.

As has been mentioned, the number of neurons in the
nervous system is about 10' and the interaction be-
tween neurons is extensive. If the neuron is taken as the
fundamental component in this system and the some-
what overworked analogy to an electronic computer is
made, one can appreciate the capabilities of such a
device, as well as how appropriate the analogy is.

Flectronic Control of Some Active
Bioelectric Membranes”®

JOHN W. MOOREf, SENIOR MEMBER, IRE

Summary—Special purpose real-time analog computers are used
to measure and control nerve membrane potential or current in a
squid axon or a single frog node. Under current control, the mem-
brane potential has a region of discontinuity and an “action potential”
rather similar to that observed in normal impulse propagation. With
potential control, the current pattern is a continuous function of the
potential, and a negative resistance is found in the region of potential
discontinuity for the current-controlled membrane. The membrane’s
electrical characteristics may therefore be compared with some two-
terminal transistor switching circuits.

INTRODUCTION

<\ LECTRONIC control of the potential across the
wall, or membrane, of electrically active cells is
a powerful tool which has been developed to
make possible a new realm of physiological experimen-
tation. Such control provides more or less easily inter-
pretable data on the properties of ionic currents across
cell membranes. These data can then be used to test the

* QOriginal manuscript received by the IRE, September 1, 1959.
t Laboratory of Biophysics, Natl. Institute of Neurological Dis-
eases and Blindness, Natl. lnstitute of Health, Bethesda, Md.

validity of hypotheses concerning ionic movements
through membranes as the basis of normal electrical
activity.

In order to develop such a control system, it was nec-
essary to consider and appreciate some of the normal
membrane characteristics; these will be described first.

B1oELECTRIC MEMBRANE CHARACTERISTICS
Passive Characteristics

In another paper in this issue, Schwan [1] has de-
scribed in detail the passive electrical characteristics of
living tissue. The passive electrical characteristics ol
active cell membranes, such as found in muscle, nerve.
and in electric organs of fish and eels, will be briefly
noted here. In addition to the rather commonly founc
one microfarad per square centimeter and a resistance
from 1-10 kilo-ohms cm? (depending on the condition o
the membrane), a steady or resting potential of betweel
70 and 100 mv, the inside negative with respect to the
outside, is found to exist across the usual membran
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[2]-[4]. Although this potential is a rather small work-
ing voltage for capacitors with which engineers are fa-
miliar, the dielectric is quite thin (the best estimate
from electron micrographs [5] is about 75 angstroms)
so that the ficld is in the order of 100 kv/cm. Experi-
mentally, it has been found that the potential can be
increased by at least 50 per cent before an apparent
spark breakdown takes place [6]. This certainly puts
the membrane in the dielectric strength region of oils
and paraftin. It is also interesting to note that the mem-
brane may recover completely after an incipient break-
down of a few milliseconds, or be in relatively good con-
dition after a short breakdown pulse.

Hodgkin and Huxley [7] have studied squid axon by
means of some of the techniques to be described here
and have arrived at the electrical circuit model for the
membrane shown in FFig. 1. The steady resting potential

INSIDE T
RNI(E") RL

~70m +55 mv «50 mv
E = EL_]_—

OUTSIDE

(Et)

Cu

Fig. 1—Electricalequivalent circuit of sqiud axon membrane (slightly
madified version of Hodgkin and Huxley [7]). Ex, Ex., EL refer
to equilibrium potentials and their corresponding source resist-
ances for potasstum, sodium and a leakage ion (possibly chloride).
Ry and Ry, are both functions of time and membrane potential.

across the membrane seems to depend mostly on the
large difference in concentration of potassium ion (2],
[3 ], where the concentration inside of the cell is some 40
or more times than that outside. The Nernst equation
gives a potassium equilibrium potential of Ex = RT/FIn
(K]o/[K] [8]; while this concentration ratio makes the
inside negative in the resting condition, electroneutral-
ity and osmotic balance require that another cation
have a low concentration inside. It has been found that
while sodium in the extracellular space has a high con-
centration compared to all other cations, it is in quite
low concentration inside these cells, usually in the order
of 1/10 of that outside. Thus, there is also a sodium bat-
tery in the membrane with a positive inside potential.

Actwve Characteristics

When one of these tissues is excited by moving its
potential from rest to somewhere in the neighborhood
of —40 mv on the inside, the over-all membrane re-
sistance rapidly decreases by a factor of about 100. This
is apparently caused by a change in the resistance in
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series with the sodium battery from a value much higher
than the potassium battery resistance to a value much
lower than the potassium source resistance. Because of
this, the potential across the membrane reverses to
about 50 mv positive. The low resistance of the sodium
battery is not maintained and, in nerves, the potassium
resistance decreases and the potential reverts to its
resting value in a millisecond or less, depending on the
temperature. However, this potential may be main-
tained for several milliseconds in heart muscle and elec-
tric organs of marine animals [4]. It will be shown later,
in the experimental section, that this resistance change
can take place in a small fraction of a millisecond after a
step change in potential and that the conductance can
vary from the resting value of a fraction of a millimho
to 100 millimhos per cm?. Currents of up to 10 or 20
milliamps/cm? may be observed under such conditions.
The capacity seems to remain constant at one micro-
farad/cm? [10] throughout the course of the resistance
changes and apparently represents the maintained in-
tegrity of the majority of the membrane structure. In
nerve and muscle, where the geometry is cyhindrical,
propagation along its length takes place as successive
cross sections undergo the potential changes noted
above. In contrast, in marine electric organs a more or
less matchbox geometry is often found [4]. Here the ac-
tive membrane is on one of the large sides and a low-re-
sistance membrane with many undulations giving a
large cross-sectional area and a lower current density is
on the opposite side. A relatively large fraction of the
100-120-mv change across the active membrane ap-
pears between the external solutions on the two sides of
the cell. Nature has given certain electric fish cells of
this sort, stacked in series for high potentials needed in
fresh water or arranged largely in parallel to give the
very high current densities required for shocking prey
in sea water.

Energy Considerations

With each impulse or action potential, energy is dis-
sipated by both sodium and potassium. It is found that
a few micromicromoles (per cm? of membrane) of so-
dium go from the high outside concentration to the low
inside concentration, and a similar number of micro-
micromoles of potassium flow out of the cell [12]. In
the giant axon of the squid, to be described later, there
is a large volume-to-surface ratio and the percentage
change in the concentration with each impulse is ex-
tremely small. In fact, thousands of action potentials
can be fired with rather small changes in the concentra-
tion ratios. It appears that under normal conditions in
life there is a continuous slow extrusion of sodium and a
corresponding accumulation of potassium (13] in order
to maintain, so to speak, a large balance of money in the
bank to cover the very high withdrawal rates for short
periods. This exchange of ions requires an energy that
must in some way be provided by metabolism.
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Special Case #1, Unmyelinated .|xon

\While all of the bioelectric tissues seem to have sev-
eral features in common, there are some apparent dif-
ferences in detail. Because nerve is the only one of these
tissues so far studied in which the parameters were con-
trolled at the option of the investigator, the discussion
will now be limited to these. The problem with which
we will concern ourselves here is the mechanism by
which signals are transmitted over considerable lengths
of nerve on their way to activating other nerves, mus-
cles, or glands, etc. In another paper in this issue, Frey-
gang [14] gives a description of what goes on at junc-
tions between nerves.

The unmyelinated axon, one of the simplest forms of
nerve in both evolutionary and structural senses, is a
long thin cylinder stretching over many centimeters be-
tween its end junctions at sense cells, ganglia, or mus-
cles, etc. This cylinder is rather like a sausage filled
with a gel containing, as already noted, a high concen-
tration of potassium, a low concentration of sodium
[15], and rather large organic anions [16] to which the
membrane is impermeable. The conductivity of the in-
terior [17] is almost as good as that of the exterior
plasma solution and all of the clectrical activity takes
place across the very thin membrane of the sausage. Na-
ture was, for once, rather kind to the electrophysiologist
in providing one type of nerve cell which was large
enough for the insertion of wires. Apparently, during
the course of evolution, a large number of small fibers
fused to make each of these large fibers which occur in
the squid commonly found along our Atlantic Coast.
It is particularly useful for the squid to have the large
fast conducting fibers to transmit signals to the muscles
far distant from the head. The synchronous and power-
ful contraction of the whole mantle thus ejects sea
water at the high velocity needed for effective jet pro-
pulsion. Two of these giant axons, with diameters up to
0.6-mm lengths of several centimeters, may be dissected
out of one animal. Recent reports indicate that larger
squid of a different species found off the coasts of Chile
and Peru provide much longer axons, which are more
than a millimeter in diameter.

The whole length of the cylindrical nerve acts as if it
were a distributed pulse generator and shaper so that,
once triggered at any point, an action potential moves
the length of the nerve with a shape which is inde-
pendent of both the position and initiation, The propa-
gation of the impulse is described by the one-dimen-
sional wave equation

v 1 9y
ot 62 o

where 8 is the conduction velocity.

Special Case #2, Myelinated Axon

The myelinated axon is a much more highly developed
and efficient impulse transmitter than the simple un-
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myelinated axon. It appeared later in evolution and is
widely used in vertebrates. It is very much smaller than
the giant axon—usually a few micra in diameter—and
has heavy myelin insulation except at small patches
(about 1 micron long) called nodes. Only these exposed
areas (about 2 mm apart) show electrical activity, and
they appear to have essentially the same electrical
properties as the unmyelinated fibers. An impulse initi-
ated at one node passes enough depolarizing current
through an adjacent one to fire it. Thus, a repeater-sta-
tion type of transmission provides a fast propagation
with a minimum of energy loss.

A large number of these small fibers are usually
packaged in a bundle: the bulifrog sciatic is a conven-
ient source for a length of such a nerve trunk. Consid-
erable skill is required to dissect out single fibers and to
expose single nodes as described later in the paper.

SQUID AXON MEMBRANE

Equation Simplification by Complex Experimental
Arrangement

In Fig. 2 (top), the membrane current is separated
into a capacitive charging current, C(dV/dt), and an
ionic current, i; where the characteristics of the ionic
element, indicated in the circle as in parallel with the
capacity, are to be found. The equation for the system
can be simplified by removing the longitudial varia-
tion of V with internal and external short circuits as
schematically indicated in Fig. 2 (center). This short
circuiting can be accomplished by the insertion of an
axial wire several millimeters long; the axon can sur-
vive for a few hours with a wire of diameter up to about
one-fifth that of the axon. The presence of a low resist-
ance of the wire does not alone insure a satisfactory
short circuit unless the contact between the wire and the
axoplasm (or gel) can be relatively low. The whole prob-
lem of surface impedance between metal and solutions
or gels is rather complex. In the widely used silver-silver
chloride (Ag-AgCl) clectrode, chloride can move re-
versibly onto or off the surface. An even lower surface
resistance may be obtained by electroplating platinum
from a platinic chloride solution onto either platinum or
another metal. This process causes a rather soft soot-
like deposit on the surface which can be given mechani-
cal protection by coating with gelatin or collodion. The
greatly increased effective area is an important factor
in lowering the surface resistance and increasing its
shunt capacity. Such a surface-treated wire can effec-
tively short circuit a length of membrane and require it
to move together in potential [18].

Under the condition of current control of this area of
longitudinally short-circuited membrane, there is still
a region of instability giving rise to a rather character-
istic action potential [19]. However, with the potential
across the membrane controlled, the current is every-
where single valued and the region of negative resist-
ance which gives rise to the instability may be studied.

.
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Fig. 2—Hkquivalent circuit of axon under various experimental con-
ditions. Top: distributed circuit with membrane regions coupled
by internal axoplasm and external solution resistances (r and r,,
respectively). The three (ionic currents) of Fig. 1 are lumped into
7;. Center: axon longitudinally short-circuited by an axial wire
(external resistance also made small by a closely placed electrode).
Bottom: voltage-controlled axon after a step potential change.
(Top of Fig. 2 reproduced from K. S. Cole, “Beyond Membrane
Potentials,” in “The Electrophysiology of the Heart,” Ann. N, V.
Acad. Science, vol. 65, art. 6. Courtesy of the author and Ann.
N. Y. Acad. Science.)

Electronic control of the membrane potential at the
desired level, obtained by supplying the proper current
to the longitudinal axial wire, is equivalent to a radial
short circuit. Under such conditions, the capacitive cur-
rent is zero except during the transient when the po-
tential is pulsed from one level to another. When the
voltage transient and corresponding capacitive charg-
ing current are limited to 50 usec or less, the relatively
slower ionic current may be observed subsequently.
This temporal separation of the ionic and capacitive
currents allows study of the ionic characteristics above.
This is indicated in the bottom part of Fig. 2.

The concept of controlling the potential across the
membrane and measuring the associated currents re-
quired during a short step of potential was first intro-
duced for squid axon by Cole [20] in 1949. When the
membrane is maintained at a potential near the resting
value, its resistance is a few thousand ohms for a square
centimeter and the potential across it is essentially equal
to that between the internal current wire and the
exterior. llowever, when the membrane is driven in a
positive direction by 30 mv or more from its resting
value, the resistance decreases so markedly that it ap-
proaches that of the network connecting it to the wires
as shown in Fig. 3. Cole [20] originally used the poten-
tial between the inside and outside current electrodes
as a measure of the membrane potential, and this intro-
duced considerable error under large current conditions.
Hodgkin, Iuxley, and Katz [21], recognizing this diffi-
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Fig. 3—Equivalent circuit showing resistances between the mem-
brane and controlling potential source. Control of the potential
between points at arrow heads has been applied by Cole [20],
Hodgkin, Huxley, and Katz [21], and Moore and Cole.

culty, carried out a set of elegant experiments (to
which they gave the name “voltage clamp”) in which
they added a second pair of electrodes to measure the
potential. These electrodes gave a more accurate repre-
sentation of the membrane potential because they did
not include the potential drop across the electrode sur-
face impedances. Still later, Moore and Cole (manu-
script in preparation) obtained a more accurate meas-
ure of the potential across the desired element by using
an electrolyte-filled micropipette [11] penetrating to
just inside the membrane and a larger reference elec-
trode just exterior to the membrane (sce Fig. 4). Thus,
the voltage drops across the external sea water and the
internal axoplasm resistances, as well as the potential
drops across the current-carrying electrodes, were elim-
inated.

The radial membrane current is divided between
three separate external current electrodes (relatively
large wires also electroplated for low impedance). Guard
chambers on each side of the central measuring chamber
insure that the measured current is normal to the sur-
face and uncontaminated with end currents.

Experimental Preparation

Several centimeters of the nerve trunk controlling the
mantle contraction of the squid are dissected out of the
animal. The single giant fiber of about 0.5 mm diameter
may be separated, under a microscope, from a bundle
of very small adhering parallel nerve fibers.

After dissection, the cleaned axon is put into a trough
with flowing sea water (or test solution) which is rather
carefully temperature-regulated because the amplitude
and rate of change of the ionic conductances are very
temperature dependent. A fine wire usually 75 microns
in diameter which has been carefully electroplated, gen-
erally with platinum, to give a low surface impedance
is inserted through a cut near an end of the axon and is
pushed along the axis to the position shown in Fig. 4.

Potential Measurement

A fine glass capillary tube pulled down to a tip of
about 0.5 micron is inserted through the axon mem-
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Fig. 4—Simplified schematic representation of experimental arrange-
ment for voltage control of squid axon membrane. The potential
between the capillary electrodes on the two sides of the membrane
is forced to match the signal E by connecting the output of a
high-gain amplifier to the axial wire. lateral guard electrodes
minimize end effects in the measured current flowing in the central
electrode.

brane, and can remain, without apparent injury to the
cell, over a period of several hours. This capillary is
filled with 3\ KCI solution to provide an electrolytic
path between the interior of the axon and a calomel half
cell for measurement of the inside potential. Such micro-
electrodes may have a resistance of 1-50 megohms, de-
pending on the size of the tip. In addition, there is a
capacity across the glass wall of approximately 1 pico-
farad per mm of length immersed in the sea water ex-
terior to the membrane. The potential just outside the
membrane is obtained from another capillary with a
considerably larger tip and a lower resistance KCl-Agar
bridge to another half cell.

The high-resistance electrolyte-filled microelectrodes
are widely used in electrobiology, and a number of high-
input impedance electrometer-type preamplifiers, with
anticapacity compensation to match such an input,
have been designed in the past few years for intracellu-
lar potential measurements with microelectrodes. A de-
tailed discussion of electrodes and matching amplitiers
is given in another paper in this issue [11]. A preampli-
fier of this type which has been chopper-stabilized
against drift (descriptive manuscript in preparation),
while maintaining an extremely high input impedance,
measures the internal potential, V, with a gain of five,
as shown in Fig. 5. The potential on the external refer-
ence electrode, Vg, is inverted in sign and appears at
the output of the reference operational amplifier #2. Be-
cause this electrode has some resistance, a padder re-
sistance is included in the feedback path to adjust the
gain to unity. The output of the electrometer preampli-
fier, 45V, and the reference amplifier, — I/, are added
with the proper weighting factors by operational ampli-
fier #3 to give — Vi, the negative of the voltage differ-
ence across the membrane; this is monitored on the
CRO and X-Y plotter.

Control and Readout Circuits

A simple, special purpose analog computer measures
and controls the desired parameters. For potential con-
trol of the membrane, the input switch for operational
amplifier #4 is connected to — V. This amplifier simply
inverts the polarity of its input to the proper phase for
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Fig. 5—Meusurement and control circuit schematic diagram. The
large triangles represent operational amplifiers; the small at-
tached triangles indicate an associated chopper-stabilization am-
plifier. Refer to text for a description of the operation of the
circutt.

addition to the command signals. If Vep is not equal
and opposite to the sum of the command signals, the
output of the control amplifier #5 changes in potential
with the proper direction and magnitude to bring about
equality. A switch and a variable resistance have been
inserted between the output of amplifier #5 and the
axial wire to avoid damage to the axon during setup and
to allow a gradual approach to complete control. The
command signals normally consist of a dc level plus
pulse potentials of various magnitudes, durations, and
sequences. Slowly varying ramp potentials are also used
to scan the membrane potential for plotting approxi-
mate steady-state current-voltage characteristics on the
X-Y plotter.

The current-carrying electrodes in the guard cham-
bers are connected to ground. The central measuring
chamber electrode is connected directly to the sum-
ming point of operational amplifier #6 which holds its
summing point very close to ground potential by feed-
back. The area of the membrane in the measuring sec-
tion was usually less than the 0.1 cm? for an axon 550
microns in diameter. Therefore, the feedback resistor
(for amplifier #6) was chosen to give a convenient scale
factor in current density for 0.1 cm? for the membrane
area potentiometer at maximuin setting. Smaller meas-
uring areas from smaller axons were conveniently en-
tered on the dial of a 10-turn potentiometer so that the
output of amplifier #6 was always proportional to the
membrane current density. Compensation for any re-
sistance between the potential electrodes and in series
with the active membrane can be accomplished by
picking off an appropriate signal from the potentiometer
labeled “negative resistance.”

Provision is also made to control membrane current
instead of potential, by switching the input to amplifier
#4 to the upper position. A current clamp is useful for
studying action potentials and excitation thresholds of
the membrane and its passive electrical characteristics,
such as capacity and series resistance.
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In common with all feedback systems, phase and
amplitude relations must be controlled in the high-fre-
quency cutoff range. The rise time of the microtip, with
a usual resistance of about a megohm, and the electrom-
eter-preamplifier, in response to a step input, is about
10 usec and is a limiting factor in the over-all system re-
sponse. Chopper-stabilized operational amplifiers with
the fastest responses compatible with low noise, hum,
and ripple are used throughout the remainder of the
system; these have rise times of about a microsecond or
less. The large capacity of the membrane to be con-
trolled, about 0.3 ufd for the three chamber sections,
is in itself an extreme load to put on the output of any
amplifier, lts impedance decreases with increasing fre-
quency and, because of the electrode and axoplasm re-
sistance in series, the voltage across the membrane ca-
pacity lags the output of amplifier #5 increasingly with
higher frequencies. Stability of the over-all feedback
circuit against oscillations was obtained with the addi-
tion of some phase advance to Vg and a small feedback
condenser across amplifier #5.

Component and System Requirements

The steep membrane characteristic in the negative
resistance region (see Fig. 9) sets the noise and drift
limits at the equivalent of a fraction of a millivolt of
membrane potential if widely scattering data are to be
avoided. Still other specific requirements must be met
by amplifiers #5 and #6. In particular, amplifier #6 must
be very quiet (ripple and noise currents should be small
compared to 10 pa) to give a good signal-to-noise ratio
on low membrane currents and vet be fast enough to
carry the condenser-charging currents. If it is not fast
enough to faithfully reproduce the condenser-charging
current (the rise time should be less than a microsecond
with a 10-kilo-ohm feedback resistor), not only will it in-
troduce an error into the current measurement, but also
an undesired change in potential at the summing point.
The gain amplifier, #3, must have a fractional ohm out-
put impedance to properly drive the membrane capacity
load already mentioned.

In addition, it must have a rather good output current
capacity because it may have to supply at least 0.3 cm?®
of membrane plus areas beyond the end of each guard
with ionic currents of up to 20 milliamperes/cm?® If the
over-all system can be made faster, the condenser-
charging current, equal to Cd 17/dt, would, for instance,
have to be as much as 50 ma in order to change the
membrane potential by 150 millivolts in one microsec-
ond,

Many commercially available operational amplifiers
are designed for relatively slow computation with full-
scale voltage range of up to +100 volts. Consequently,
the need for reduction of ripple and noise below a few
millivolts and bandwidths in excess of 100 kc is not felt.
Although no one amplifier satisfies all the desired char-
acteristics, we have usually been able to make fair
compromises between wide bandwidth and low noise
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requirements by modifying commercial amplifiers and
using low ripple (5 mv or less p.p.) power supplies. It is
often possible to remove internal cutoff networks, de-
signed to keep the amplifier stable under all gain and
load conditions, and obtain much faster response by us-
ing minimum high-frequency cutoff external networks
cousistent with stability for the particular load and gain
position in our circuit. All of the amplifiers used were
chopper-stabilized and designed for low grid current. In
addition, some had a positive feedback control provided
to adjust the open loop gain to approximately infinity.
llowever, there were times when it was desirable to
use another control amplifier with less noise but with
an open loop gain of less than 10°, Because of this, par-
ticular attention was paid to the design of the summing
network for amplifier #3; all of the summing resistors
were made as high as possible compared to the feedback
resistor. The error signal at the summing point of the
control amplifier was therefore as large a fraction of the
feedback function (1, or [,,) as practical to give a maxi-
mum effective over-all loop gain of the system.

A reduction of the present over-all system response
time is desirable particularly for experiments at the
higher temperatures. As the temperature is raised, the
ionic currents change rapidly, being about ten times as
fast at 25°C as at 5°C, and start to change before the
capacitive charging transient becomes negligible. If it is
possible to make a faster microtip-preamplifier package
by elimination of the few inches driven shield input
cable (its capacity also slows the package response),
still faster operational amplifiers would be required.

Control System Performance

Fig. 6 shows typical choices of response of the voltage
across the membrane, V,, to a step command and the
corresponding condenser charging currents which are
completed in 50 usec or less.

The output impedance of the control circuit was
measured by recording the voltage introduced across
the membrane when an external pulse of current was in-
jected into the axial wire. With a summing network al-
ready mentioned and a control amplifier of open loop
gain limited to 3 X104, a steady-state impedance of 0.25
ohm was obtained. This figure was still lower with an
amplifier equipped with internal positive feedback.

The schematic representation of potential patterns at
various points in the control circuit, as in Fig. 7, is a
helpful aid in understanding the operation of the voltage
clamp and the magnitude of the signals involved. A po-
tential pulse requiring a large inward sodium current is
chosen to demonstrate how large the potential varia-
tions can become. Starting at the bottonm, with a peak
sodium current of about 5 ma/cm?, the potential of the
reference electrode just outside the membrane may vary
as much as 20 mv. In order for the difference of potential
across the membrane, 17y, to be a step function, the po-
tential at the microtip must be just the sum of the step
and the reference potentials.
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Fig. 6— Typical choices (left and right) of response of the over-all
control system to a step command. Top: controlled-membrane
potential, V,; bottom: corresponding capacitive current, essen-
tially completed in 50 usec.
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Fig. 7—Schematic representation of potentials at points around the
control loop. All potentials are to same scale, V,, =50 mv; current
(lowest record) has peak of 5 ma/cm?®,

Since the potential drop across the axoplasm and
needle impedance is approximately proportional to the
current, the output of the control amplifier (connected
to the axial wire) must move in the same sense as the
inside of the membrane, but with wider swings. The out-
put of the control amplifier is, of course, a direct meas-
ure of the error in the matching of membrane potential
with the command signal. As the needle surface im-
pedance increases, the output must move with larger
amplitudes and the error in the membrane potential
becomes larger.

Membrane Characteristics

A typical family of currents for various membrane
potentials during the pulse is shown in IVig. 8 for a tem-
perature of 10°C. The amplitude and time constants in-
volved in both the peak- and steady-state currents are
potential-depenelent. The early peak in the current oc-
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Fig. 8—Typical family of membrane current densities as a function of
time after the membrane potential has been pulsed to the value
given at the right end of each curve. The membrane potential was
held at 70 mv hetween pulses. The fast transient capacitive cur-
rents of Fig. 6 have been omitted.

curs with the turning on and then off of the sodium
conductivity. The direction of the peak reverses as the
potential goes through the thermodynamic equilibrium
potential of the sodium battery. The potassium conduc-
tivity increases more slowly than the sodium and then
remains constant almost indefinitely. The early peak-
and steady-state currents are plotted as functions of the
voltage during the pulse in Fig. 9. The positive slopes
of the current-voltage lines (or conductances) appear
to be approximately constant and equal to about 100
millimhos/cm? over a large range of potentials. There is
also a region of steep negative slope, expressible as a low
vahie of negative resistance where the sodium is being
turned on. Although this is not a steady state, it is
rather constant for a millisecond or so. At a temperature
of 20°C, the currents and conductances are 50 to 100
per cent larger.

With a current clamp, measurements of the mem-
brane capacity and the small series resistance may be
obtained. or a step of current, the membrane potential
will jump by an amount proportional to the series re-
sistance and then the capacity will start to charge at a
uniform rate, as shown in Fig. 10. While the valie of the
capacity (about 1 microfarad/cm?) is relatively easy to
obtain from the slope, the speed of the circuit in apply-
ing the current step and the speed of the membrane po-
tential recording system limit the accuracy of the series
resistance determination and demonstrate the need for
faster systems before an accurate value for the series re-
sistance can be obtained.

I'ROG NODE
Potential Measurement

The internal longitudinal resistance between nodes is
about 50 megohms and the nodal membrane resistance
varies from about 50 megohms at rest to 5 megohms or
less in the active state [22]. Several approaches to the
problem of obtaining reliable mecasurements of the
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Fig. 9—Peak initial current density (sodium), lower curve, and the
steady-state current density (potassium), upper curve, are plotted
as a function of the potential during the pulse.

Fig. 10—Upper: record of membrane potential respouse to a step of
current density, preceded by response to test pulse applied to in-
put of microelectrode amplifier. Lower: record of current pulse of
250-usec duration.

potential across this active membrane have been made.
While the technique of insertion of submicron tip glass
pipettes filled with potassium chloride solution [11]
has served in a magnificent fashion for obtaining poten-
tials from many types of cells in the past few years, it
has been far from successful in measuring nodal mem-
brane potentials. Apparent injury and a rapid decline of
action potentials has been seen by Woodbury [23], even
with very fine tips of up to 50 megohms resistance.
Other techniques, which essentially use the conduc-
tivity of the interior of the internodal region as a connec-
tion to the inside of the membrane, have been used with
varying success by Tasaki and Frank [24] and Stampfli
[25]. In this case, the effective source resistance is the §
to 50 megohms intrinsic in the nodal membrane plus the
interior internodal resistance of another 50 megohms.
Therefore, the problem is to make the measuring circuit
and external leakage impedances very high compared to
100 megohms. Electrometer-type preamplifiers with
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fair bandwidth and feedback to cancel input capaci-
tance, as developed for measurements with the high-re-
sistance microelectrodes [11], are quite satisfactory for
this application. However, an insulating gap of air is
not perfect because of the small amount of physiological
solution (containing about 0.1 N sodium chloride) ad-
hering to the outside of, and probably permeating, the
myelin between nodes. This exterior resistance of only
20 to 100 megohms shunts the source by a considerable
amount. The higher values of this resistance are usually
obtained by careful fanning with dry air and are not
very stable. Flowing sucrose gaps [26] have given ex-
ternal resistances of 10 to 100 times that of the inside,
but require a great deal of care in the preparation of the
sugar solutions to assure very low conductivity.

Frankenhaeuser [27] developed an ingenious and ele-
gant application of negative feedback to increasc elec-
tronically the external leakage resistance path between
two nodes by a large factor. It is similar in concept to
an older experiment by Huxley and Stimpfli [28] in
which they used multiple insulating seals and manually
adjusted the current across one seal so that the longi-
tudinal external current measured as a voltage across
another seal was nulled. They balanced and thereby
measured the resting and peak action potentials. I'ran-
kenhaeuser introduced automatic balancing with large
negative feedback in a rather similar experimental ar-
rangement to obtain both the resting and fast action
potentials. Moore and del Castillo [29] have used two
negative feedback configurations with results similar to
those of Frankenhaeuser.

The concept of this method is illustrated by Fig. 11,
in which negative feedback is used to increase the input
resistance so that a signal potential with a high source
resistance may be measured with fidelity. If Z and R
represent the resistances across two insulating vaseline
seals along the exterior of an internode region and Rs is
the internal internode and membrane resistance, itcan
been seen from Fig. 12 that accurate measurements of
the interior potential at a node Ny may be made. Both
nodes V_; and Ny, are in isosmotic potassium chloride
which reduces the resting potential to zero and reduces
the nodal membrane resistance to about 1 megohm, and
prevents action potentials. It is relatively easy to make
vaseline insulating seals of 10 or more megohs re-
sistance. \Without feedback, therefore, about 20 per
cent of the full action potential appears across the seal
at the right. \WWhen the negative feedback loop is closed,
the solution between the seals is driven so that a mini-
mum voltage appears across the right seal and essen-
tially alt of the drop occurs across the center seal in
parallel with the amplifier output. A stimulating cur-
rent, with an extremely high source impedance, may
be applied across the left seal and a relatively faithful
reproduction of the resting and action potentials will
be obtained at the output of the preamplifier. The out-
put is independent of the actual value of the seal re-
sistance, or changes of it, if the open-loop gain is made
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Fig. 11—Schematic diagram of conventional negative feedback
method for increasing the effective input impedance of an am-
plitier.
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Fig. 12—Application of circuit in Fig. 11 to increase external inter-
nodal resistance by feedback. Nerve fiber and seals are shown
above the equivaient circuit and connections.

large enough. It is possible to achieve a rather large
open-loop gain for the preamplifier by means of positive
feedback inside the loop with some sacrifice of band-
width. The stimulus arrangement is not very practical
because it requires a source impedance very high com-
pared to 50 megohms.

A more practical feedback configuration, similar to
that used by Frankenhaeuser, is shown in Fig. 13. In
this case, the solution between the center and right
seuls is at ground and the potential across the right seal
appears at the input to the preamplifier. The output of
the preamplifier is further increased and inverted in
sign by the operational amplifier. Its negative output
is applied to the solution outside node N, with the
proper phase and amplitude to keep the voltage across,
and consequently the current through, the right seal at
a minumum. Therefore, since the outside of node R
is near ground and since there is little or no poteitial
drop across node N,; in the isosmotic potassium chlo-
ride solution, the entire inside of the internode will also
be essentially at ground potential. That is, the outside
of node N, is electronically driven up and down in po-
tential to maintain the inside of this node at ground
potential. Open-loop gains of up to 5000 have been used
routinely to reduce the external leakage current by the
same factor. Thus, feedback gives a faithful full-scale
reproduction of the nodal membrane potentials with
inverted polarity. In this arrangement, the stimulus
may be a potential pulse applied to node N_,.
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Fig. 13-——More practical conliguration of negative feedback to in-
crease internodal resistance and give faithful reproduction (in-
verted) of the potentials across node N,. ‘This is equivalent to the
circuit first described by Frankenhaeuser [27).

Because only a fraction of the potential across node
Ny is available, across the right gap, the effective feed-
back ratio is always

—
=
b
~—

< 0.2

v

()
n
=]
—

and, therefore, the effective closed-loop gain is always
= 5. Amplifier noise and drift are indistinguishable from
the input signal and so are also multiplied by the same
closed-loop gain factor. This makes it necessary to use
stable electrodes and places a premium upon quiet and
stable amplifier performance and high seal resistances.
The operational amplifier is chopper-stabilized by con-
ventional techniques and we have recently chopper-
stabilized the high input impedance electrometer pre-
amplifier without introducing appreciable ripple. The
stringent requirements may be somewhat relaxed when
the feedback ratio is increased by carefully: cutting the
nerve in the far right chamber near the seal to reduce
the 50 M internal internodal resistance. Because the use
of feedback makes possible the equivalent of a very good
contact at a point that is electrically and physically re-
mote from the real electrodes, it has seemed appropriate
to coin the term “electronic electrode” for this system.

Potential Control and Results

Having established the accuracy and validity of the
measurement of potential across a node, Dodge and
Frankenhaeuser [30] took the obvious next step of ap-
plying a potential clamp to this membrane (also del
Castillo and Moore, unpublished). In one sense, this
system is simpler than that of the squid axon because
the active area is small and delineated and does not re-
quire a short-circuiting wire as was inserted into the
squid axon. However, for this simplification, another
difhculty is substituted in that the only obvious way to
insert current is from the left node, N_, as in Fig. 14,
This path of current injection has the internal internode
resistance of about 50 megohms, the effect of which is
reduced by a factor of 2/(u+2) in a voltage clamp (see
equivalent circuit in Appendix). This effective series re-
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Fig. 14—Dodge and Frankenhaeuser [30] arrangement for clamping
the nodal membrane voltage. Shaded areas are petroleum jelly
seals around fiber. 4, is a feedback amplifier for measuring the
membrane potential of node N, and A4: is a feedback amplifier
for driving the nodal potential to the command value. Instru-
ments for recording the membrane potential (V,,) and current
(/.,) are indicated. (Figure reproduced, courtesy of authors and
J. Physiol.)

sistance must be made small compared to the minimum
nodal membrane resistance in order to obtain adequate
and accurate control of the membrane potential. If the
effective series resistance is to be one-tenth the mini-
mum nodal resistance, which may be 1 megohm, a gain
ol 1000 is required. It is difficult to use large open-loop
gains around such a circuit because of the lags intro-
duced in the cable structure through which the current
must be fed.

Dodge and Frankenhaeuser’s experiments represent
skill and achievement in face of difficult biological and
clectronic requirements. Their results are similar to
those obtained in squid as is seen by inspection of Iigs.
15 and 16.

DiscussioN

Hodgkin and lluxley matched their experimental re-
sults on squid axon with a set of empirical equations in
which the conductances in the potassium and sodium
channels were nonlinear functions of voltage and had
time constants of turning on and off that were also
functions of voltage. Their formulation used linear first-
order equations to generate nondimensional coefficients
which were raised to powers as high as the fourth. These
empirical functions were then substituted into the
equations in Fig. 2 which describe the characteristics
of the membrane when it is free to move in potential, as
in a current clamp or for the case in which there is no
short circuiting wire. Many phenomena of classical
axonology, such as thresholds and action potentials,
have been reproduced by computations [7, 31] using
the Hodgkin-lTuxley equations. In addition, excitation
changes caused by variation of temperature and ionic
medium, and even drastic shape changes such as very
prolonged action potentials, have been reproduced by
computations making use of these equations with rather
straightforward variation of parameters (R. FitzHugh,
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Fig. 15—Dodge and Frankenhacuser |30] frog node membrane cur-
rents associated with step changes in potential. Lelt, membrane
potential before pulse was minus about 1§ mv beyond the resting
potential; fast time base to show initial current. Right, experi-
ment on another fiber with slow time base to show delayed out-
ward current; potential before pulse was about 5 mv beyond the
resting potential. Temp. 3°C. Capacity current is not visible in
therecords. (Figurereproduced, courtesy of authorsand J. Physiol.)
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Fig. 16- -Peak initial current density plotted against membrane po-
tential during step. (Figure reproduced, courtesy of authors and
J. Physiol.)

in preparation). The accuracy and range of the pre-
dicted results are more than gratifying to even the most
optimistic user of this technique.

What has been described here is a method of ap-
proach in which a very complex experimental tech-
nique has been substituted for classical physiological
experiments with simple experimental arrangements
and data requiring complex analysis. In return, rather
direct and interpretable data are obtained which de-
scribe the ionic movements involved and which may
give leads as to the underlying mechanisms.

It should be noted that the electrical characteristics
of the nerve membrane giving rise to action potentials
can be compared rather directly with those of some
transistor switching circuits [32]. Both systems have a
region of negative resistance bounded by regions of
positive resistance. In the membrane case, the current
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is single-valued for any potential while variation of cur-
rent may switch the potential back and forth around
the negative resistance region. The negative resistance
is quite transient in normal external sodium concentra-
tions while it is rather stable with high external potas-
sium [33] as seen in Fig. 17,

PossiBLE FUTURE DEVELOPMENTS

It seems reasonable to expect, along with the advent
of modern analog computation, that data of intermedi-
ate complexity between the classical electrophysiology
and the voltage clamp may be taken and analog com-
puters either working at slow tiine, on the recorded data,
or at real time, while the experiment is in progress, may
provide considerable (although not as complete) in-
formation on the individual ionic permeability changes.
It also seems quite reasonable to expect the greatlyin-
creasing utilization of the “electronic electrode” tech-
nique for internal potential measurement by means of
only external electrodes, because of its beautiful sim-
plicity, accuracy, ease, and lack of injury to the cell
under investigation.

APPENDIX

For purposes of illustration and deviation of an equiv-
alent circuit, a simplified voltage clamp schematic is
shown in Fig. 18. The feedback is from across an element
whose potential is to be controlled. The impedance
transformer is realizable in the form of an electrometer
input preamplifier [11]. Applying Kirchhoff’s law for
the summing point, the following may be derived:

An equivalent circuit is shown in Fig. 19 where the
potential source is Ep/(u+2) with an effective series re-
sistance of R(2/(u+2)). As the gain, u, is increased,
the voltage V" approaches unity and the effective series
resistance goes to zero. The resistance R’, in series with
the membrane to the ground, is outside the loop and, of
course, is not reduced by the gain factor. The voltage
across the membrane itself then deviates from V by the
R’I drop. If the value of R’ is known, compensation for
its voltage drop can be obtained by feeding back an ad-
ditional signal to the summing point proportional to this
error voltage (see potentiometer labeled negative re-
sistance in Fig. 5).
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Fig. 17—Voltage-current characteristics of the squid axon membrane
in 0.5 M potassium chloride. The continuous line was obtained
when the potential was controlled and scanned slowly; the dashed
sections were obtained when the current was swept. (Figure repro-
duced, courtesy of Nature.)
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Fig. 18—Simplified and generalized circuit for coutrol of the potential
V by summing a command and feedback signal. R is a lumped re-
sistance including the output impedauce of the control amplifier,
the electrode impedance, and the axoplasim impedance.
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Fig. 19—Equivalent circuit of control system shown in Fig. 18. Be-
cause it is also the equivalent of a circuit where the command and
feedback signals are compared by a differential amplifier, the sign
of the source potential is omitte(f,
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Measurement of Mechanical Properties of
Muscle under Servo Control®
MARTIN LUBIN}, M.D.

Summary—Accurate measurement and analysis of the mechan-
ical events in active muscle requires the use of high-speed equip-
ment. A hydraulic servo-valve, controlled by analog units (integra-
tors, adders, inverters), can be used to control the speed of shortening
of muscle at rates as high as 1 mm per millisecond. The apparatus can
be used for isometric, isotonic, and controlled release experiments.
Both release and stretch, at high or low speeds, can be produced dur-
ing a single contraction cycle. Force is measured by an unbonded
strain gauge of high natural frequency and low compliance. To main-
tain constant force on the muscle, a signal proportional to measured
force is fed into an error detector, whose output controls the servo-
valve piston. The instrumentation described can provide the neces-
sary and sufficient information to specify completely both transient
and steady-state mechanical properties of muscle.

* Original manuscript received by the IRE, September 2, 1959.
The work described in this paper was supported by a grant from the
Muscular Dystrophy Associations of America, Inc., and the U. S.
Public Health Service (11-1498C and Senior Research Fellowship
SF-83).

t Dept. of Pharmacology, Harvard Medical School, Boston, Mass.

INTRODUCTION

HEN a muscle is stimulated, it changes abruptly
&jx/ from a pliable, inactive body to a rigid, con-
tractile structure. An active muscle will do work
on an attached load, shortening at a rate which depends
on the magnitude of the load. Under light loads, short-
ening is rapid; with heavy loads, shortening is slower.
The nature of this adjustment of speed to load is a prob-
lem of major interest to physiologists. The mechanical
information needed includes the steady-state relation
between speed and load, and the rapidity with which
one of these variables responds to a change in the other.
The purpose of this article is to discuss the use of a
servo system for measurement of the mechanical prop-
erties of muscle. Some illustrative experiments on mus-
cle are included, but details and interpretations will not
be presented here.
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SOME PROPERTIES OF MUSCLES

The requirements of measuring devices can be clari-
fied by considering two well-studied muscles. 1) The
sartorius muscle of the frog extends 3 to 4 cm from
pelvic girdle to knee cap, and is composed of several
thousand cylindrical cross-banded (“striated”) cells
which lie in parallel. This muscle, as a whole, is more a
ribbon than a cylinder, and has cross-section dimen-
sions of about 0.1 by 0.4 cm. 2) The anterior byssus re-
tractor muscle of the edible mussel, Mytilus edulis, ex-
tends for 3 to 4 ¢cm from the end of the shell to the
byssus organ. From the byssus organ (byssus, L.: cot-
ton) a fibrous tuft extends through the cleft in the shell
and attaches the animal firmly to a rock, wharf, or an-
other mussel. As in the frog sartorius, the cells in byssus
retractor lie in parallel and extend the full length of the
muscle. However, they are not cross-banded in appear-
ance, but “smooth.” A large specimen of this muscle
has a cross section of about 0.1 cm?, and develops a
tension of nearly 200 grams.

Both sartorius and byssus retractor are unusual in
this parallel arrangement of cells. In general, particu-
larly in smooth niuscle, cells are attached end to end.

A muscle isolated from an animal ordinarily remains
in a resting state, but may be activated in a variety of
wavs, including electrical stimulation and the applica-
tion of drugs. Attachment of the ends of muscle to a
string, chain, or lever, necessary for any measurement
of force, adds an inert elastic element which is in series
with the muscle. By careful choice of materials, the
compliance of the added attachments can be made
small, and the inertial mass insignificant.

The residual component is the muscle, which will be
considered only in its active state. The muscle is equiva-
lent in its mechanical behavior to two elements ar-
ranged in series: 1) the series elastic element; and 2) the
contractile component. The evidence which supports
this subdivision is clear, and rests on the demonstra-
tion of a mechanical element whose stress is a function
of strain, but is independent of the velocity of deforma-
tion. The properties of sartorius and byssus retractor,
shown in Table I, determine the minimum requirements

TABLE 1

ProrerTiEs OF FrROG SArRTORIUS AND MYTILUS Byssus RE-
TRACTOR MUSCLES

M ytilus byssus

1 1
Frog sartorius s

3todcm
100 to 200 grams

Jtodcm
50 to 100 grams

Length

Maximum tension

Linearity of series elastic
element

Approximate compliance
(reciprocal elasticity)

Maximum velocity of con-
tractile component

nonlinear nonlinear

0.05cm /100 grams | 0.2 cm /100 grams

S cm/sec at 0°C. 0.1 cm/secat 10°C.

' B. R. Jewell and D. R. Wilkie, “An analysis of the mechanical
components in frog’s striated muscle,” J. Physiol., vol. 143, pp. 515~
540; October, 1958.

2 B. C. Abbott and J. Lowy, “Contraction in molluscan smooth
muscle,” J. Physiol., vol. 141, pp. 385-397; May, 1958.
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for any mechanical deformation and measuring system.

In the model shown in Fig. 1, the compliance of at-
tachments to the muscle is lumped with the compliance
of the muscle. The system is then composed of only two
types of elements, elastic and contractile. The forces in
cach coniponent are equal to each other and to the load
P. The tension in the countractile component is then ac-
curately measured by the tension in an attached meas-
uring device, e.g., the elastic element of a lever or strain
gauge of sufficiently high-frequency response.

Stretch or release of the elastic element in frog sar-
torius at velocities greater than ten times the maximum
velocity (5 cm per sec) of the contractile component will
clearly separate the two components. The velocity of re-
lease required is 50 ¢m per sec. For a desired release of
only 0.05 cm, which produces a large change in tension
in the elastic element, this release must be over in 1
msec. For Mytilus byssus retractor, the requirements are
less stringent. Release of 0.2 ¢m, at ten times the maxi-
mum velocity of the contractile component, requires a
velocity of 0.2 em in 200 msec [Figs. 1(D), 1(F), 8(b),
9(a), 9(b) .

In most muscles, including sartorius and byssus re-
tractor, another elastic component lies in parallel with
the contractile component. Fortunately, the tension
exerted by the parallel elastic component becomes sig-
nificant only at lengths greater than the natural length
which the muscle has in the living animal. By restrict-
ing the investigation to lengths below this, the mechani-
cal problem is simplified.

Muscles of widely divergent varieties, striated or
smooth, taken from both vertebrate and invertebrate
animals, have contractile components with very similar
properties. For the contractile component of active
muscle, force (or tension) is a function of the speed of
shortening. The empirical steady-state relation be-
tween speed of shortening and the load is accurately
described by Hill's equation:?

(P+ a)(v+ b) = b(P+ a). (D

(P =force, v=speed of shortening, Py=maximum force
which the muscle can develop at a given length, and a
and b are constants.) At P =0, the velocity of shorten-
ing is maximal, and is equal to Pyb/a (hence a/P,
=b/vuax). Two qualifications must be added to Hill's
equation: 1) The equation holds for muscle of a given
length. If the muscle is stretched or permitted to shorten
to lengths considerably different from that which it has
in the intact animal, P, falls off significantly. At shorter
lengths, Hill's relation will still accurately describe the
behavior of muscle if the value of Py appropriate to each
length is used.! 2) v is the steady-state value of velocity
reached, corresponding to a given load. This value is

3 A. V. Hill, “The heat of shortening and the dynamic constants
of muscle,” Proc. Roy. Sec. (London) B, vol. 126, pp. 136-195; Octo-
ber, 1938.

* J. M. Ritchie and D. R. Wilkie, “The dynamics of muscular con-
traction,” J. Physiol., vol. 143, pp. 104-118; August, 1958.
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Fig. 1-—Schematic picture of changes in length of elastic element and

contractile component.

(A) Mytilus muscle is removed from animal and attached to rigid
support at bottom and inflexible strain gauge at top. Muscle
is made active by eclectrical stimulation (electrodes not
shown).

Contractile and inert elastic parts of muscle are lumped into

two components. Elastic element shown includes attach-

ments to the muscle (e.g., string, tendinous tissue, elastic
part of strain gauge), and elastic elements distributed
throughout length of muscle.

In isometric contraction, contractile component shortens

while elastic element stretches an equivalent distance. Total

length between S and T remains constant. At any instant,
the velocity of shortening of contractile component depends

on the load (see force-velocity relation shown in Fig. 2).

When contractile component is attached to a spring, load 1s

given by restoring force of spring, and increases as spring is

stretched.

(D) Quick release produces shortening of elastic element only.

Shortening of contractile component is too slow to produce

appreciable change in length in a short time interval [also see

Fig. 9(a)l.

Slow release, with shortening in both elastic element and

contractile component [also see Fig. 9(c)].

(F) Under constant force P, elastic element rapidly changes to
length corresponding to force, after which length of elastic
element is constant. Slower contractile component shortens
at speed determined by force-velocity relation [also see
Figs. 2 and 8(b)].
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reached very rapidly after stimulation, but
stantaneously.

The shape of the rectangular hyperbola (1) with
asymiptotes at —a and —b is determined by the con-
stant a/P¢. In normalized form, the force-velocity rela-

tion becomes

Gor) st a)=(e )5 o
Py Po/ \vmax Py Py/ Py

For frog sartorius, a/Po and b/vax have a value of
about 0.25; for Mytilus byssus retractor, a/P, and
b/vaax are about 0.2, Significant relations exist between
the constants a and b, derived from measurements of

not in-

| | | | | i
o . 2 3 4 5 & 1 8 9 10

SPEED OF SHORTENING, ——
Vmax

Fig. 2—Relation between load and speed of shortening. Curves drawn
according to Hill's force-velocity relation with coordinates nor-
malized [sce (1))

(7ra) G54 2)-(+2)7
Po Py Vimax o P P

Two representative values of @/ Py are chosen, to show the depend-
ence of curvature on a/P,.

the heat evolved during shortening. Further discussion
of the force-velocity relation and many other vital as-
pects of the physiology of muscular contraction will not
be considered in this paper, but are discussed in recent
comprehensive reviews.5=7 The data comprising the
force-velocity relation, derived from experimental meas-
urements, can be fitted as well by other functional
forms; e.g., a sum of exponentials. In several instances,
these alternative forms have been derived from plausi-
ble models based on experimental data.5¢3

GENERAL METHODS OF MEASURING
MECHANICAL PROPERTIES

There are two classes of control and measurement,
either of which yield a complete description of the
mechanical properties of a one-dimensional array of ele-
ments: 1) control of tension, with measurement of veloc-
ity of shortening; and 2) control of velocity of shorten-
ing, with measurement of tension.

A one-dimensional array of elements indicates that
motion along only one axis of a three-coordinate system
is considered. Bending or torsion of the muscle is not
considered here, although there is reason to believe that

s D. R. Wilkie, “Facts and theories about muscle,”
in Biophysics and Biophysical Chemistry,”
New York, N. Y., vol. 4, pp. 288-324; 1954.

8 A. F. Huxley, “Muscle structure and theories of contraction,”
in “Progress in Biophysics and Biophysical Chemistry,” Pergamon
Press, l.ondon, Eng., vol. 7, pp. 255-318; 1957.

7 “Physiology of voluntary muscle,” Brilish Med. Bull., vol. 12,

pp. 161-236; Seiptember, 1956.
8 F. D. Carlson, “Kinematic studies on mechanical properties of

muscle,” in “Tissue Elasticity,” Amer. Physiol. Soc., Washington,
D. C., pp. 55-72; 1957.

in “Progress
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significant information may be derived from a study of
changes in torsional rigidity during contraction.®

Of the two methods, the first—control of tension—
gives information on the force-velocity relation with
simplicity. In the second method, the velocity con-
trolled is the movement of one terminal of the whole sys-
tem [the piston attached to point S in Fig. 1(C)]. The
velocity of the contractile component, which is of prime
interest, must be extracted by computation. In the clas-
sical method for determining the relation between force
and velocity, active muscle is allowed to shorten under
constant load (“isotonic load”) and the velocity of short-
ening is measured. Precautions must be taken to reduce
inertial forces to an insignificant level, and to prevent
the load from stretching the resting muscle (“after-
foading™). A serics of experiments, each at a different
load, determines the force-velocity relation.

Consider a muscle attached to a piston at one end,
and a stiff strain gauge at the other (Fig. 1). The region
between the two points (S, 7)) includes the elastic ele-
ment of the strain gauge. If point S remains fixed, the
system is of constant length (“isometric”) between the
fixed points (S, 7). Displacements of the two compo-
nents, elastic and contractile, are subject to the con-
straint Ax;+Ax;=0. For the elastic element, displace-
ment is determined only by the force P; Ax;=cP. For
an elastic element which obeys Hooke's law, the com-
pliance ¢ is constant. In muscle, the value of ¢ depends
on P (nonlinear stress-strain curve).

Aleasurement of isometric tension is convenient, and
often used by physiologists interested in comparing the
maximum force developed by a muscle before and after
the application of a treatment or drug. No direct in-
formation can be deduced about the force-velocity rela-
tion by isometric measurements alone, but any change
observed in tension developed can be attributed to the
contractile component if two assumptions are made: 1)
the elastic elements remain unaltered during the ex-
periment; and 2) the same number of cells in the muscle
(usually all of the cells) are activated by stimulation.

If point S moves upward with a velocity V', the sys-
tem now is neither isometric nor isotonic, but is de-
scribed by the relation: V= velocity of shortening of
elastic clement+velocity of shortening of contractile
component, or:

V = cdP/dt + v.. 3)

The function v, represents an analytical description of
the force-velocity relation of the contractile component.
No assumption is made here about its nature, but in
Hilt's formulation for the steady-state relation, v
=b(Po—P)/(P+a).

If P is constant in an isotonic experiment, cd P/dt =0,
and the velocity of point S=v, [see Figs. 1(F), 8(b) .

? 0. Sten-Knudsen, “Torsional elasticity of the isolated cross
striated muscle fibre,” Acta Physiol. Scand., vol. 28, suppl. 104, pp.
1-240; 1953.
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This is analogous to the “voltage clamp” for the iso-
lated nerve axon, described by Moore in this issue;' the
total current across the nerve membrane [, is related to
the membrane capacity C, membrane potential E, and
tonic current across the membrane I;, by the relation:

dE

I,,,=C—(E + 1. 4)

If 17is held constant in a “voltage clamp,” [,.=1;.

If the velocity of movement of point S [Figs. 1(E),
9(c) | is kept at a constant value V,, the force-velocity
relation may also be simply derived from (3), but with
less accuracy than by a series of constant load experi-
ments. The compliance ¢ must be determined and
dP/dt measured. The value of ¢ is measured in a rapid
release [see Fig. 9(a) and 9(b) ].

The results of a series of experiments, each at a given
load, or the results of a series of constant velocity re-
leases, give identical results. A spurious difference be-
tween the two methods may exist unless the results
which are compared refer to the contractile component
at the same length.

In Fig. 8(b), control of force at a fixed level results in a
rapid adjustment in length of the elastic element, fol-
lowed by shortening of the contractile component at
constant velocity. Fig. 9(c) illustrates the change in
tension that occurs with a constant velocity release. In
this case, a steady-state value of tension may not be
reached for a considerable length of time, during which
the contractile component shortens significantly [also
see Fig. 1(E)].

AN ELEcTRICAL ANALOG

The mechanical changes in contraction may also be
visualized by considering an equivalent electrical analog
shown in Fig. 3. It is only one of several possible ana-
logs." The force exerted by the contractile component
is, in general, a function of time, velocity of shortening,
and length. Similarly, the element in the electrical ana-
log containing the source voltage E and internal im-
pedance Z has a voltage at its terminals which depends
on time, current, and the amount of charge drawn from
the system (sce Table 11 on the next page).

SoME INSTRUMENTS CURRENTLY UskDp 1N MuUscLE
P1ivsIoLOGY FOR MECHANICAL MEEASUREMENTS

Methods used for mechanical measurement and con-
trol of muscle have reached an advanced level of refine-
ment. Some are suitable for controlled velocity experi-
meunts, others for control of force. The Levin-Wyman
ergometer, a device used for controlled velocity release
or stretch, consists of a sturdy lever, pulled by a weight

1 ] W. Moore, “Electronic control of some active bioelectric
membranes,” this issue, p. 1869.

1 M. F. Gardner and J. L. Barnes, “Transients in Linear Systems,”
John Wiley and Sons, Inc., New York, N. Y., vol. 1; 1942,
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Fig. 3-—(a) Mechanical equivalent of muscle, with only two elements,
elastic and contractile. Either velocity controlled and force meas-
ured, or force controlled and velocity measured (see Figs. 5, 7).
(b) Electrical analog of mechanical model. See 'Table 11 and text
for discussion.

TABLE 1
ELEcTRIcAL MODEL ANALoGous To MuscLE MODEL

Electrical
1) Source voltage with internal
impedance Z.
2) Capacitance C in parallel
with source.

Mechanical ‘
1) Contractile component.

2) Elastic element with compli-
ance ¢ in series with contrac-
tile componcnt.

3) Servo piston velocity V.

4) Load P =force in elastic cle-

3) Current i..
4) Load voltage Ep=voltage

ment. across capacitance C.

5) Stretch of clastic element, ) Charge  on capacitance
Av=cP. =CE;.

6) Velocity of stretch of elastic | 6) Current  through  capaci-

clement=cd P /dt.

7) Velocity of contractile com-
ponent, v.

8) V=v.+cdP/dt.

9) For P =constant (isotonic
load), V=v..

10) For V=0 (isometric contrac-
tion), vee= —cd P /dt;i.c., con-
tractile component shortens
as elastic element lengthens
[see Fig. 1(B)and (C).

ance, = CdEL/dt.
7) Current i,.

8) i.=i.+CdE./dtL.
9) For Ep=constant, i,=1,.

10) For i.=0, io=—CdE,/dL

or spring, and damped by an oil-filled dashpot.!2.!* The
velocity of motion can be changed by manual adjust-
ment. In the hands of A. V. Hill, his colleagues and his
students, it has provided a considerable amount of pre-
cise information on muscle mechanics. The force of con-
traction can be conveniently measured by a strain gauge
or an anode transducer (RCA 5734). The problem of us-
ing an appropriate transducer for measurement of force
will not be considered here, although it is an essential
part of the instrumentation. In isotonic contraction, the
velocity of shortening may be measured by the displace-
ment of a lightweight vane mounted on the attachments
to the muscle. Movement of the vane exposes more or
less of a phototube to an illuminated source, and the
phototube current is then proportional to the position
of the vane.®

A description of apparatus capable of precise meas-
urement of isometric and isotonic contraction in frog

12A. Levin and ]J. Wyman, “The viscous elastic properties of
muscle,” Proc. Roy. Soc. (London) B, vol. 101, pp. 218-243; April,
1927.

13 A, V. Hill, “The series elastic component of muscle,” Proc. Roy.
Soc. (London) B, vol. 137, pp. 273-280; July, 1950.
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sartorius muscle, with provision for quick release, is
described in recent papers by Wilkie, and Jewell and
Wilkie.!*! In addition, Jewell and Wilkie discuss in de-
tail refinements in the technique of mounting a muscle
which significantly affect mechanical measurements.
Carlson has successfully used a feedback-controlled
galvanometer movement to provide constant force load-
ing of muscle.’® With refinements, this device can also
be used for rapid and controlled shifts in the magnitude
of load applied to the muscle. Many experiments, par-
ticularly those concerned with changes in rate or ampli-
tude in slowly contracting (usually smooth) muscle, can
be simply and satisfactorily performed with a lever and
smoked drum!

On the other hand, some important mechanical prop-
erties of muscle cannot be conveniently determined with
the methods referred to above. FFor example, the ques-
tion of how rapidly muscle responds to sudden changes
in either force or velocity has not been examined ex-
tensively. The answer bears vitally on the nature of the
mechanism which underlies contraction. The instru-
mentation needed to examine this requires close control
of velocity and direction of deformation of the muscle.
A hydraulic servo-valve can provide the required trans-
duction of a set of controlling electrical signals into
mechanical motion.

1IyprAULIC SERVO-VALVE CONTROL 0F FORCE
OR VELOCITY

The servo-valve!® and the method of mounting the
muscle are shown in Fig. 4. The piston maintains a
constant position for zero input voltage to the torque
motor. Valves controlled by the torque motor regulate
the flow of hydraulic fluid. A signal voltage to the
torque motor results in a minute shift in valve position,
and the change in pattern of fluid flow causes the piston
to move swiftly to a new position. Position is detected
by a signal derived from a differential transformer,
whose core is rigidly coupled parallel to the piston. The
position signal is fed back to the servo amplifier, and
the loop gain adjusted for optimum performance. The
circuit for the servo amplifier is nearly identical with
that of a commercially available amplifier.?” When con-
trol signal to torque motor is constant, piston “give”
is only 0.007 mm per 100 grams of load.

The piston of the servo-valve has been machined
down to a cross-sectional area of 0.35 square inch to re-
duce needed fluid flow. With 100 pounds per square inch
of fluid pressure, the response to a pulse is a constant

4D, R, Wilkie, “The mechanical properties of muscle,” British
Med. Bull., vol. 12, pp. 177-182; September, 1956.

% Carlson, op. cit.; also, unpublished data.

18 The hydraulic servo-valve used for experiments illustrated in
this paper 1s similar to units made by Midwestern Instruments,
Tulsa, Okla. Strain gauge is model PT45-10 (natural frequency un-
loaded, 3000 cps); Dynamic Instrument Co., Cambridge, Mass.

17 The servo amplifier used is nearly identical to Model 12 ampli-
ticr, Midwestern Instruments. A signal proportional to piston posi-
tion was picked up in the feedback loop of the servo amplitier. In the
Model 12 amplifier, almost 10 per cent of the command input signal
appears at this point, but a cathode follower inserted in the loop pro-
vides sufficient 1solation of the position signal.
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Fig. 4—Apparatus for measurement of mechanical properties of muscle. Oil pump and lines to servo-valve not shown. Electrodes for
stimulation of muscle shown in “multi-electrode assembly” consisting of silver wires embedded in plastic. Inner lucite cylinder sur-
rounding muscle contains Ringer solution. Quter jacket holds temperature-controlied water.

velocity movement of about 1 cm in 10 msec. In the unit
now in use, optimal gain adjustment for large excursions
results in sluggish response for movements of less than
0.05 cm. Improved models of servo-valves now commer-
cially available have considerably improved stability
and frequency response. '8

Vibration caused by the pummp (not shown in Fig, 4),
which drives the fluid under pressure, has not been a
problem. The plate holding strain gauge and servo-
valve are rigidly coupled. Oil leak may be a nuisance to
muscle physiologists. It cannot be entirely prevented,
and the problem is solved by the artful use of small drip
trays. The hydraulic equipment will not be described;
pumps and pressure regulators can be obtained to suit
commercially available servo-valves.

Controlling signals were derived from Tektronix!?
waveform generators (series 161, 162). To obtain sig-

18 Servo-valves and actuators may be purchased from a number of
companies. Among those in the U. S. are:a) Midwestern Instruments,
Tulsa, Okla.; b) Pesco Products Div., Borg Warner Corp., Bedford,
Ohio; ¢) Moog Valve Co., East Aurora, N. Y.

19 Tektronix, Inc., Portland, Ore.

nals in tandem from a series of 162 generators, a trans-
former was used to change triggering signal polarity.
The tail end of the “gate out” signal of one generator
was used to trigger the next. Square pulses from the
Tektronix 162 generators were integrated on analog
units manufactured by G. A. Philbrick Researches,
Inc.?® [n addition, Philbrick modules were used to
construct plug-in adders, inverters, gain controls,
voltage crossing-detectors, and other functional units as
needed.

Integration of a square wave, which results in a ramp
(see Fig. 5), is ideally suited for constant velocity re-
lease of muscle (Fig. 9). A saw-tooth generator will not
do. Rapid stretch of an active muscle will often cause
irreversible changes in the muscle and may promptly
terminate an experiment long in preparation. With a
ramp, on the other hand, the muscle remains at a new
short length after a constant velocity release, and can
be slowly restretched after activity in the muscle has

20 “Applications Manual for Computing Amplifiers,” Eds., George
A. Philbrick Researches, Inc., Boston, Mass.; 6th printing, 1959.
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Fig. 5—Arrangement of operational amplifiers for constant velocity
release or stretch. Operational amplifiers shown are K2\W Units
(G. A. Philbrick Researches, Inc.). Integrator uses chopper-
stabilized K2P in tandem with K2W (double triangle indicates
stabilization). Units are modular, with ten amplifiers in one chas-
sis. Balance, shown by dotted lines, is optional, and is used to off-
set voltage of electronic switch which shorts integrator (see Fig. 6).
Balance unit is a cathode follower, using Philbrick amplifier; offset
voltage produced by bias control on amplifier. Functional units
are shown separately, although some can be combined (e.g., gain
control and balance). Dither to servo-valve may he part of some
commercial servo amplifiers; here 400-cps dither is fed in sepa-
rately. Level unit supplies de signals for changing initial length
of muscle. All units except cathode follower invert signal in addi-
tion to performing specific functions. Synchronization of signals
discussed in text.

subsided. The time of restretch is set by another Tek-
tronix 162 generator, which controls a voltage-crossing
detector.” The detector operates an electronic relay
which shorts the capacitance (0.4 pF) of the integrator
(Fig. 6). A resistance of 10 megohms limits the speed
with which the output of the integrator, and hence the
piston, returns to its initial state.?’

Any desired combination of stretch or release may be
obtained by feeding suitably-timed ramp signals into
an adder (Fig. 5). Polarity of any ramp is changed by
feeding the signal through an inverter (adders invert,
as do the integrators and gain controls used). The elec-
tronic switch used for shorting the integrator output
has no unusual virtues except speed and low cost (Fig.
6). On closed circuit, the switch contributes a half-volt
bias which must be “bucked out.” High-speed mechani-
cal switches may be preferred for many applications. In
addition, the use of a switch to keep the voltage output
of the integrator at zero except during a release pre-
vents very slow changes in piston position (and muscle
length) which might occur if the integrator output
slowly drifts.

The arrangement for controlled force involves a
servo loop (Fig. 7). A signal from the strain gauge is

3 For experiments on smooth muscle, the time scale of the Tek-

tronix 162 waveform generators may be extended beyond the maxi-
mum of ten seconds by simple modifications.
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Fig. 6—Philbrick circuits. For further applications, see the litera-
ture.? (a) Operational amplifier, generalized. (b) Adder, inverter,
or gain control. (c) Stabhilized integrator. (d) Electronic switch.
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Fig. 7—Arrangement of operational amplifiers for constant force.
See legend to Fig. 5. “Prop*” indicates optional unit with output
proportional to error signal; polarity must be the same as signal
from integrator loop.

fed into an adder which also receives a reference signal
(which may be of any polarity). The sum, or “error,” is
integrated. If the error signal has any value other than
zero, the integrated signal causes the piston to move.
This results in a change in signal from the strain gauge,
and a reduction in error signal. The reference signals
are derived from Tektronix 162 generators, and added
and synchronized at will. Signals proportional to the
error signal and its time derivative may also be needed
for optimum performance with fast muscle.?2?

2 “A Palimpset on the Electronic Analog Art,” H. M. Paynter,
Ed., George A. Philbrick Researches, Inc., Beston, Mass.; 1955,
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Fig. 8 —Experiments on M ytilus muscle. Photographs of oscilloscope 75 ™™ [6GrRAMS
tracings. (a) Development of isometrie tensicn following electrical GRAMS 2
stimulation. Stimuli 4 msec long, § per second, for about 20 sec- Ly
onds. Temperature 10°C. (b) Shortening under constant load in [
active muscle. System at first is isometric while tension develops.
Load then set at constant level (see Fig. 7). L.ower curve shows
quick adjustment in length of elastic component, followed by
nearly constant velocity of shortening. After two seconds, load )
shifts to lower value. After another adjustment of length in \
clastic element, velecity of shortening of contractile component —_ LENGTH —
is even higher [see Fig. 1(F)]. Note the rapid adjustment of veloc- 5 SECS 3 SECS
ity to force (for a similar result, see Jewell and Wilkie!). Photo-
graph rctouched over faint areas.
(c) (d)

I'ig. 8 shows the results of a controlled force (isotonic)
experiment, performed on a muscle kept in an active
state by repeated electrical stimulation. The rapidity
with which the magnitude of force may be changed from
one level to another without overshoot has not been
fully determined for this system. It is rapid enough for
Mytilus muscle. Refinements in servo-control, using
analog computer and control units, may be necessary if
these methods are to be used for frog sartorius muscle.

OTHER APPLICATIONS TO MUSCLE PHYSIOLOGY

In addition to the applications outlined above, several
other experiments can be performed with servo-valve
equipment.

A. Measurement of the Duration of the Active State After
a Single Shock

A single electrical stimulus, applied to frog sartorius
muscle, evokes a transient activation which has been
called the “active state.”? In the clectrical analog of
Fig. 3, this is equivalent to brief activation of the source
voltage E. The voltage across the capacitance C docs
not reach the value E unless activation is repeated. In
muscle, repeated fused activation is called a “tetanus.”
After a single stimulus, which causes a “twitch” re-
sponse, the active state is too short, and the velocity of
shortening of the contractile component too slow, to
stretch the elastic element a sufficient distance for the
full value of P, to appear in the strain gauge element.
Meuasurement of the duration of the active state has in
the past been performed in at least two ways— by
quick stretch shortly after the stimulus,® and by re-
lease at various times after the stimulus.? With a servo-

# A, V. Hill, “The ‘plateau’ of full activity dwstag a muscle
twitch,” Proc. Ray. Soc. (Landon) B, vol. 141, pp. 498-503; Septem-
ber, 1953,

# 1. M. Ritchie, “The effect of nitrate on the active state of mus-
cle,” J. Physiol., vol. 126, pp. 155-168; October, 1954,

Fig. 9-— M ytilus muscle.

() Tension develops as in Fig. 8(a) as a result of repeated elec-
trical stimulation. \With quick release and immediate re-
stretch, elastic element shortens and lengthens without ap-
preciable change in contractile component. Darker dots indi-
cate a l-second time marker applicd to intensity control of
oscilloscope, Most of the compliance is in the muscle, and
only a small imount in the attachments to the musele,

(b) Quick release causes drop in tension, followed by redevelop-
ment of tension as muscle is held isometrically at shorter
length. A quick stretch then causes tension rise in elastic ele-
ment. Tension now exceeds maximum tension (y) which con-
tractile component can sustain. As a result, contractile com-
ponent lengthens while elastic element shortens (note ap-
preciable time required for drop of tension). Also note that
changes in tension accompanving quick release and quick
stretch are about equal, indicating approximately linear com-
pliance of elastic element in this range of stress-strain curve,
Photograph rctouched over faint areas in Fig. 9(b) and (d).
Slow release after muscle has developed full tension isomet-
rically. Shape of curve depends on force-velocity relation and
stress-strain curve of elastic element.t At shorter length,
system is again isometric and tension redevelops.

(d) Three changes in piston position are produced after isometric
contraction: 1) quick release causes drop in tension; 2) slower,
constant velocity release which follows results in constant
forece in muscle, according to force-velocity relation; and 3)
very small, guick restretch (barely visible on tracings) then
pulls on elastic element, and is equivalent to increasing the
load. Further shortening of contractile component when mus-
cle is held isometrically results in slicht rise in tension to
maximum value. Other experiments show that with an ap-
propriate quick stretch, tension rises up to and remains at
maximum vitlue (Pp) without overshoot.

(c

~

valve, streteh or release can be readily accomplished by
the methods indicated earlier in this paper.

B. Change of Length of Resting Muscle

A rack and pinion, to which the strain gauge is fixed,
has been used for length adjustment on mounting the
muscle. During an experiment, it is convenient to
change the initial length of a muscle reproducibly. An
additional voltage applied to the adder controlling the
servo-vilve causes a change in piston position and hence
in muscle length. A set of stable voltages is conveniently
derived from the 4300, —300 power supplies of the
Philbrick operational manifold, and a lag introduced to
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produce very slow (up to a time constant of 1 second)
stretch or release, by adding a capacitance in parallel
with the feedback resistor of an adder.?

C. Measurement of Work Done by Muscle

If an active muscle is loaded isotonically, it will do
work on the load. The muscle relaxes when the stimulus
is turned off, returning to its resting state gradually.
During relaxation, a falling load does work on the
muscle. By “catching” the load at the peak of its
traverse, no work will be done on the muscle during
relaxation. In a servo system with appropriate control
signals, the piston can be held at the final position
reached, and restretch delayed until the muscle returns
to its inactive state.

D. After-Loading

IFor isotonic measurements with appreciable loads, a
resting muscle may be stretched appreciably by the
load. Ordinarily, this is prevented by supporting the
load until the muscle becomes active and develops
sufficient tension to lift it. With a servo-valve, the load
can be prevented from stretching resting muscle by
controlling the time at which a constant force is applied
[as in Fig. 8(b)]. Alternatively, the servo-piston can be
constrained to move unidirectionally when the signal to
it exceeds a reference value.?

E. Measurement of Contractile Component when Parallel
Elastic Component Contributes Significant Force

The principles of measurement are the same as out-
lined; i.e., for a one-dimensional array of components,
measurements of instantaneous forces and velocities are
necessary and sufficient to specify completely the
mechanical description of the system.

Although a range of lengths of muscle can be found
in which the parallel elastic element is negligible but the
series clastic element is significant, in general the con-
verse is not true. At lengths considerably greater than
the natural length of the muscle in the body, the parallel
elastic element is under considerable tension. The series
elastic element is probably distributed in a complex way
along the muscle, and at longer lengths the series ele-
ments can no longer be simply lumped.

A simplification would occur if the series elastic ele-
ments were so rigid that they could be considered as
stiff connectors. The electrical equivalent then would
consist of a tension generator E with internal impedance
Z |as pictured in Fig. 3(b)] but with a capacitance in
series with I, Z, which represents the parallel elastic
clement.

The measured force, in such a mechanical system, is
given by the sum of the parallel parts, elastic and con-
tractile: Ptotal = Peigatio+P,, in which P, represents the
force-velocity relation of the muscle. A sudden change
in velocity of the piston, for example from zero to some
finite velocity of release, will produce a change in P,. If
the force in the contractile component follows a change
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in velocity rapidly, the drop in measured force will be
sharp, and followed by a further, more gradual change
in force as the tension in the parallel elastic component
decreases. The shape of the curve describing the changes
in force will be similar to the displacement tracing of

Fig. 8(b).

TheE NATURE OF TiE CONTRACTILE COMPONENT
AND GENERAL COMMENTS

Mechanical measurements lead to a relation between
force and velocity in the contractile component. By
considering the slope of this relation at any point, an
equivalent mechanical rectilinear resistance may be
formally calculated. Similarly, in the electrical analog of
Iig. 3, the voltage-current relation of the source will
have a shape determined by a nonlinear internal resist-
ance. It is important to recognize one misleading quality
of this electrical analogy, in which electrical resistance
is analogous to mechanical viscosity. There is consider-
able evidence, based on thermal measurements, against
the idea that the force-velocity relation derives its
shape from an internal viscosity.?:2 The force-velocity
relation is more likely determined by an incompletely
understood mechano-biochemical coupling between
energy sources in the cell and the polymeric contractile
proteins. Much information is available on these bio-
chemical processes, in addition to thermal measurements
and structural analyses, the interpretation of which
must ultimately be consistent with the mechanical
properties of muscle.

The usefulness of the servo system described in this
paper lies in its versatility. Al methods needed for
measuring mechanical properties of muscle, which have
in the past required the use of a variety of instruments,
can be performed by one device, the servo-valve and
actuator system, controlled by electrical signals. For
experiments on some striated muscles in which shorten-
ing is very rapid, servo systems of the highest fre-
quency response available must be used. This system
has the additional virtue of applicability to the investi-
gation of the contractile mechanism in its transient
state. which has received only partial study by physiolo-
gists because of the difficulties of instrumentation.
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Scanning Microscopy in Medicine and Biology*

LESLIE E. FLORYY, FELLOW, IRE

Summary—Scanning microscopy provides the means for ex-
tending the range of usefulness of the light microscope in several
directions. In addition to the convenience of viewing a large bright
image on the television type monitor, it can also enhance the con-
trast of faintly visible specimens and can extend the convenience of
direct observation into the infrared and ultraviolet. By electrical
processing of the video signal, a great deal of quantitative information
can be extracted. This method has been used to determine the num-
ber, size, and size distribution of particles in a field and to quantitate
absorption of biological materials for visible and ultraviolet light.

INTRODUCTION

VER since the invention of the microscope men

have been trying to extend its usefulness and over-

come its limitations. In its early use, the micro-
scope was limited to a visual observation of the speci-
men. Several limitations in this utilization are apparent.
The observation is limited to one viewer, the illumina-
tion is limited to the visual regions of the spectrum,
there is no means for quantitation of the absorption of
the specimen except by purely subjective estimation,
and one has to be satisfied with the contrast which was
present in the original specimen.

Through the years many things have been done -to
remove some of these limitations. Each of these im-
provements, while it obviously extended the utility of
the microscope, usually introduced a new set of limita-
tions of its own. For example, to enable more than one
observer to view a microscope image, a microprojector
was used. In order to get a picture large and bright
enough, high light intensities were required, resulting in
heating of the specimen. Photography permitted,
through densitometry, a quantitation of the absorption,
and at the same time allowed the use of light outside the
visible spectrum. Contrast enhancement was also possi-
ble in the photographic process. llowever, the time ele-
ment in photography was a limitation.

In recent years, a new tool has appeared which
greatly enhances the usefulness of the microscope. This
tool is electronic scanning and image reproduction. Elec-
tronic scanning, which is called scanning microscopy
when used with the microscope, overcomes many of the
limitations of the visual microscope and, at the same
time, adds a new dimension to the information obtained
from the specimen.

By means of electronic amplification and image repro-
duction it is possible to produce without high light in-
tensities on the specimen, a picture as large and bright
as desired for visual observation. This greatly facilitates
the observation by groups of people and is of particular
advantage in teaching.

* Original manuscript recened by the IRE, August 10, 1959,
+ RCA Laboratories, Princeton, N. |.

Photosensitive devices can be made responsive to a
wide range of wavelengths from the far ultraviolet to
the far infrared. This permits the instantaneous obser-
vation of specimens with a wide spectrum ol illumina-
tion, and, by means of highly selective systems, even
the observation at two or more wavelengths simultane-
ously. Where a photographic record is desired, the
higher sensitivity of photo-electric processes permits,
through the electronic system, photographic recording
with less light exposure than direct photography. This
is particularly important in the ultraviolet.

Because any degree of electronic amplification may
be used, limited only by signal-to-noise ratio, a high de-
gree of contrast enhancement may be accomplished,
permitting the study of specimens of low contrast with-
out staining.

Finally, the scanning process introduces a completely
new dimension into the picture, that of amplitude or in-
tensity vs time. This gives an instantaneous quantita-
tive measure of the light intensity at each successive
scanning point of the image, presented in a time se-
quence. This facility opens up untold possibilities in the
processing of the information present in the specimen
and permits analyses not possible to obtain by any other
direct means.

The concept of the use of television-type scanning
techniques to extend the usefulness of the light micro-
scope was first reported by Zworykin in 1933.! Many
years passed, however, before the state of the art in
photosensitive pickup devices had advanced to a point
to permit the construction of a useful instrument. It
was not until 1951 that reports of actual uses began to
come in, -6

TYPES OF SCANNING MICROSCOPES

By this time it was also obvious that there were two
approaches to scanning microscopy, not considering the
scanning electron microscope.® One of these approaches
is similar to the conventional television camera in which
the image from the microscope is projected on the target
of the camera tube and the electrical signal extracted by
scanning the target surface. In this system, the area of
the specimen being viewed is illuminated continuously

V. K. Zworykin, “Electric microscope,” Primo Congr. Intern.
Electroradm biologia, vol. 1, pp. 672-686; September, 1934.
2J.7Z. Young and F. Roherts Af‘lymg spot microscope,” Nature,
vol. 167 p- 231; February 10, 1951.
sL. E. Flory “The television microscope,” Cold Spring Harbor
Symp on Quantuatwe Biology, vol. 16; 1951.
1 A. K. Parpart, “Television microscopy in biological research,”
Scu'na' vol. 113, pp. 483-484; April 27, 1951,
K. 7\vorykm and L. E. Flory, “Television as an educational
and scnentlﬁc tool,” Science, vol. 113, p. 483; April 27, 1951.
. K. Zworykm J. Hillier, and R Ly Sn)der “p’ scanning elec-
tron mlcroscope, ASTM Bull., vol. 117, pp. 15-23: August, 1942,
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by an illuminator. While the scanning beam is on a
particular area of the target for only a very short time
during each frame, the information in the image is
being integrated continuously by the storage properties
of the pickup tube so that the ilumination is effective
all of the time. Fig. 1(a) illustrates this type of scanning
microscope. One of the greatest advantages to this ap-
proach is the flexibility provided by its ability to use any
conventional type of illumination in any desired region
of the spectrum to which the pickup tube is responsive.

VIOEO
SIGNAL FLYING
TELEVISION SPOT
CAMERA SOURCE
FILTER OR
.~ MONOCHROMATOR
i
OBJECTIVE OBJECTIVE,
LENS ~ LENS N\
SPECIMEN- SPECIMEN —
CONDE'&'NG/ CONDENSING ™
LE LENS VIDEO
SIGNAL
M°"°A' = 4@ MULTIPLIER
CHROMATO o PHOTOTUBE
SOURCE
(a) (b)

Fig. 1—The two common types of scanning microscope. (a) The
camera tube type; (b) the flying spot type.

In Fig. 1(b) we illustrate the second approach to a
scanning microscope, known as the flying spot micro-
scope. As can be seen, the optics and general arrange-
ment are similar to the camera tube microscope. The
chief difference lies in the method of illumination and
scanning. In the flying spot system, the light is gener-
ated in the phosphor of a cathode ray tube. This phos-
phor is scanned by a cathode-ray beam in a raster
exactly like that of a conventional picture tube in a tele-
vision receiver, except that in this case the beam is un-
modulated. An image of the scanning raster is projected
upon the specimen by the objective lens of the micro-
scope. This constitutes the illumination of the specimen.
The light transmitted by the specimen is collected by
the microscope condensing lens and projected on the
sensitive area of a multiplier phototube where the re-
sulting photocurrent is amplified to constitute the video
signal. This signal will be identical in character to that
from the camera amplifier in the previous system. The
over-all systems, it can be seen, are quite similar; the
light sources and detectors are essentially interchanged.
There are, however, some important differences in
operation.

In the tlying spot system, the specimen is illuminated
by the tiny moving spot of light so that each elementary
area is under illumination only during the time the sig-
nal is being generated. In the camera tube system, the
speciman is illuminated continuously. However, in the
camera tube system the image is being stored on each
elemental-area throughout the time during which the
beam is not discharging that particular area. Assuming
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ideal systems which generate no noise in themselves,
the limit of sensitivity would, in both cases, be set by
noise in the primary photo emission. Under this assump-
tion, the average photocurrents and, consequently, the
average illuminations are the same. This requires that
the intensity of the flying spot must, for the same aver-
age current, be greater by the number of picture ele-
ments (or spot areas) in the raster than the illumination
on the camera tube, since in the latter case the illumina-
tion is continuous and hence is already averaged over
the scanning time.

Neither system can be ideal, of course, and many
practical factors enter into the situation. A discussion
of the relative merits of the two systems has appeared
in the literature,” so it will suffice here to mention only
some of the most important advantages ol each.

In the flying spot microscope, the light is generated
by electron bombardment of the phosphor in the cath-
ode ray tube. A particular wavelength band may be
chosen by interposing a filter or monochromator some-
where in the light path. Light gencrated by this method
is precious compared to that from conventional light
sources such as those used with the camera tube micro-
scope, and with present phosphors it is difficult to ob-
tain sufficient light to utilize narrow spectral bands,
especially in the ultraviolet or infrared.

Spurious signals are less a problem in the flying spot
microscope and the response is more linear than most
camera tubes so that it offers some advantage in making
precise measurements.

The amount of illumination which can be used from
any source with living material depends upon the killing
power of the light itself. While, as was pointed out, in
ideal systems the average illumination would be the
same with either system, there is some evidence that
reciprocity does not hold and that intermittent light of
the same average intensity is less lethal than continuous
light. This appears to be due in part to partial recovery
of the cell material during the interval between ex-
posures in the flying spot system.? The same effect may
be obtained in a different way by flash illumination of
a storage type system, as used by Williams for time
lapse photography.® Also, slow-speed scanning may be
used with either system to reduce the over-all exposure.

UsEEs OF SCANNING MICROSCOPE

Aside from the utility of the scanning microscope in
producing a bright, easily-viewed picture of practically
any size, its greatest advantages lie in its ability to con-
vert the invisible image in an ultraviolet or infrared
microscope to a visible one and in the flexibility afforded

7 E. G. Ramberg, “A theoretical analysis of the operation of flying
spot and camera tube microscopes in the ultraviolet,” IRE TRraNs,
oN MEDICAL ELECTRONICS, vol. ME-12, pp. 58-64; December, 1958.

¢P. O'B. Montgomery and W. A. Bonner, “The ultraviolet
flying spot television microscope,” IRE Trans. oN MEDICAL LEC-
TRONICs, vol. ME-6, pp. 143-146; September, 1959.

* G. Z. Williams, “Time lapse ultraviolet television microscopy
instrumentation and biological applications,” 1RE Traxs. oN Mgbi-
cAl ELkcTRoNICS, vol. ME-6, pp. 68-74; June, 1959.
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by processing the electrical signal obtained by conver-
sion of the threc dimensions of the original image (two
spatial dimensions plus intensity) into a time-variant
amplitude-modulated wave. The two facilities are not
mutually exclusive and many of the later users make
use of both these useful properties.

The biological importance of ultraviolet in the study
of cell structure has long been known. It can be seen
very graphically by a glance at the absorption curves of
some cellular materials as a function of wavelength in
Fig. 2. It will be noted that none of these materials shows
absorptions at wavelengths longer than 3000 A. This
means that they are all transparent to visible light.
However, they all show absorption in the region 2200
to 2800 A.

An ultraviolet television microscope with useful sensi-
tivity was first described in 1950.2 This instrument used
a vidicon pickup tube with an ultraviolet transmitting
face plate and a specially sensitized photoconductor.
Such a microscope uses a standard closed-circuit tele-
vision system and an ultraviolet monochromator. A
typical response curve of an ultraviolet-sensitive vidicon
is shown in Fig. 3. This curve indicates good sensitivity
in the region of biological interest.

This type of microscope, because of its efficiency in
the ultraviolet and its flexibility, has been used in a
number of laboratories. Special mention should be made
of the work of Dr. George Z. Williams who has worked
with equipment of this type since its introduction.®
Williams' interest is in the study of metabolic processes
in living cells. lleretofore, the study of the orientation
and localization of reactions within individual living
cells has been limited by difficulties in methods. The
ultraviolet spectrum has been used by many investiga-
tors to detect specific materials in cells, but available
methods have required rather long exposures to ultra-
violet, rapidly damaging fresh cells. The flexibility and
amplification provided by electronic devices make it
possible to examine living cells by low-intensity ultra-
violet microscopy with less injury, and to utilize absorb-
ing chemical indicators for aobservation of intracellular
reactions. One group of such indicators are the tetra-
zolium salts which are relatively nontoxic in low con-
centrations. This substance enters the cell, is reduced to
an insoluable formazan which precipitates immediately
in situ and is detectable in very small amounts by ultra-
violet absorption. Ior this work, Williams says the ul-
traviolet television microscope possesses the following
advantages:

1) The facility for scarching and focusing with visible
light to avoid cell injury. After focusing, a photo-
graphic record of the television image may be
made with a very short pulse of ultraviolet.

2) The use of the ultraviolet-sensitive vidicon per-
mits pulses as short as 1/100 second. The contrast
of the absorption image may be electronically en-
hanced to intensify faintly visible structure.

Flory: Scanning Microscopy in Medicine and Biology
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Fig. 2—Typical ultraviolet absorption curves of some biological
materials (from Glasser, “Medical Physies™).
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Fig. 3—Typical spectral response curve of ultraviolet vidicon.

3) Approximate values of reduction rates may be de-
termined from records of deflections of a single TV
line traversing the cell image as depicted on a line-
selecting oscilloscope.

By properly synchronizing the television scan and the
application of light pulses, the progress of reactions in
living cells has been observed for several hours in this
time-lapse manner. A block diagram of Williams' equip-
ment is seen in Fig. 4. A trace from his line selector
oscilloscope showing three levels of absorption is shown
in Fig. S.

Dr. P. O'B. Montgomery, with the same objective of
studying living cells under ultraviolet illumination, is
using the flying spot approach.® Because of the superior
efhciency of the photomultiplier tube in the flying spot
scanner over photographic emulsions, an absorption
image is obtained by photographing the television
monitor using considerably less dosage than that neces-
sary to obtain a comparable image with a photographic
plate.

Since the specimen is illuminated by a scanning spot
of light rather than constant total illumination em-
ployed in photography, the specimen is irradiated only
one picture element at a time, and the same picture ele-
ment is not re-exposed until a second picture is required.
By employing this sequential picture element irradia-
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Fig. 4—Block diagram of ultraviolet 1elevision microscope for
time lapse photography. (Courtesy Dr. G. Z. Williams.)

Fig. 5—Three superimposed oscilloscope tracings of one liver cell at
5, 10 and 30 minutes after adding tetrazolium. The successively
lower deflections indicate progressive increase of formazan forma-
tion.

tion and using the slowest possible rate of repetition, the
cell is allowed the maximum opportunity for recovery
even though the total energy introduction may be large.

By proper control of the scanning process, any rate of
time lapse can be obtained with exposures from 1/20
second to two and a half hours and intervals between
exposures from 1/20 second to 25 hours.

By means of a gating circuit, it is possible to brighten
any portion of the scanning raster down to one-micron
square. The nucleus of a living cell could thus be
damaged or destroyed by intensely irradiating it alone
while normal ultraviolet absorption images of the re-
mainder of the cell were simultaneously being obtained.
This provides a means for obtaining time-lapse motion
pictures of a living cell during the process of nuclear
damage or destruction. The converse of this technique
may be applied by protecting any portion of the field
down to one micron while the remainder is intensely
irradiated.

IFig. 61s a block diagram ol Montgonmery’s flying spot
microscope. A special flying spot tube was developed for
this microscope. An emission curve for this tube is
shown in Fig. 7. It should be noted that the peak of
emission occurs in the region ol biological interest.
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Fig. 7—Emission curve of special cathode ra’i: tube for flying spot
microscope. (Courtesy Lansdale Tube Co.)

With this equipment, HeLa cells and salamander
cells have been observed to pass through their entire
cycle of mitosis with no damage even though subjected
to continuous ultraviolet scanning. Fig. 8 shows an ul-
traviolet absorption image of a HeLa cell. The bright
square is a one micron area of intensified irradiation.

‘S1GNAL PROCESSING

The point-by-point scanning of the microscope image
provides, in time sequence, complete information con-
cerning the light intensity of every point in the field.
Any object appearing in the field is completely described
by the electrical signal, which will contain information
giving the size, location, shape and light distribution of
the object. The technique of line selection, long known
in standard television techniques, has already Dbeen
mentioned as a means of obtaining a cross section of the
absorption pattern of a cell.

The entire scanning raster carries much more infor-
mation, however, and considerable work has been done
to devise equipment to extract this information in use-
able form. For example, it is obvious that information



Fig. 8—Ultraviolet absorption image of a living Hela cell. Bright
square over nucieus isa one micron square arca of focal irradiation
for the purpose of producing highly selective damage.

giving the total number of particles, blood cells for ex-
ample, exists in the signal. A simple pulse counter, how-
ever, will not give a true count since cach particle is
scanned by several lines and the number of scans per
particle is a function of the size and shape of the
particle. Young and Roberts! early proposed a particle
counting system using the flying spot microscope which
has proved quite successful. In this system, the field is
scanned by not one but two spots, one line apart, the
light from the two spots being received by separate
phototubes. The output from the amplifiers is fed to an
anti-coincidence circuit which is arranged to give an
output only when one of the spots is obscured but not
the other. This will obviously occur twice during the
scanning of any once particle, one as the scans first reach
a particle and again when they leave it. The circuit is
arranged to pass one of these pulses to a counter, thus
recording the true number of particles.

A block diagram of the flying spot microscope ar-
ranged for double spot particle counting is shown in
Fig. 9. Each particle as seen on the monitor picture is
marked by a brightening pulse to indicate that it is
being counted.

Another approach to particle counting, particularly
adapted to the counting of regular particles such as red
blood cells, is the sanguinometer.' This device makes
use of the camera tube microscope (although it could
be adapted to the Hying spot system) and corrects for
multiple scans by measuring the average pulse length,
then dividing the total count by this figure in a simple
analog computation. This method, of course, is limited
to regular-shaped particles of restricted size range but
has given very good results on red blood cells. A block
diagram of the equipment is shown in Fig. 10.

10 ], Z. Young and F. Roberts, “High speed counting with the
flying spot microscope,” Nature, vol. 169, p. 963; June, 1952,

WL, E. Flory and W. 8. Pike, “Particle counting by television
techniques,” RCA Rex., vol. 14, pp. 546-556; December, 1953.
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Fig. 9—Flying spot microscope arranged for double spot particle
counting system. (Courtesy Dr. J. Z. Young.)
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Fig. 10—Block diagram of sanguinometer for counting red blood
cells. Compensation for size 1s by measurement of average pulse
length (diameter of cell) and correcting the total count accord-
ingly.

The waveform of the electrical signal from a scanning
microscope contains information giving not only the
total number of particles but also complete information
regarding the size and shape of each. Further work has
been done by Taylor on obtaining size and size distribu-
tion measurements with the flying spot microscope. >
Taylor uses the two spot system of Young and Roberts
with the modification that a single spot is made to follow
a double line path in alternating steps. If the switching
is done at a frequency at least double the highest video
frequency, the result is as if there were two scanning
spots.

Size discrimination is achieved by circuits that modify
the video signals obtained from the two lines before they
are applied to the counter. The circuits simply delay the
signal from the leading edge of the particle by a variable
amount D. When D is such that the delayed leading
edge would fall beyond the trailing edge, the particle
is rejected with the result that the modified video signal
corresponds to a “remainder particle” bounded by the
delayed leading edge and the trailing edge. It will now
be apparent that when D is equal to or greater than the
size of the particle in the direction of scan, there will be
no remainder particle and no count. A size histogran
is developed by taking the differences of successivt
counts as D is increased from zero to the value at whicl
the count is just zero. By rotating the specimen and re

12\, K. Taylor, “An automatic system for obtaining particl
size distribution with the aid of the flying spot microscope,” Bri
J. Appl. Phys., suppl. no. 3, pp. 173-175; 1954.

13\, K. Taylor, “Flying spot microscope,” to appear in “Ne
Approaches in Cytology,” Academic Press, Inc., New York, N. Y
1959.



1894
PuoToMUTIRLER LN L e o '%ri"{ﬁ.‘?
e 8 ¢,

Soel o
SV -

EQUIVALENT OF

ELECTRONIC 3PQT

VIBRATION SWITCH COARSE FINE
SIZE CONTROLS
{THEDE VARY D)

AND GATE

| SPOT vIBRATOR CHLS

-4

|

Fig. 11 Block diagram of flving spot microscope with size
discriminating circuits, (Courtesy Dr. WO KL Tavlor.)

peating the process, the effect of particle, shapes can be
studied. A block diagram of Taylor’s size discriminating
system is shown in IFig. 11.

Usi: or CoLor

Techniques ol color television can be applied to the
scanning microscope. Recent work with small transistor-
ized color television systems has resulted in an instru-
ment particularly adapted for use with a microscope to
reproduce natural or stained slides in full color. Pathol-
ogists have been particularly interested in color micros-
copy. A color TV microscope is now in use in the pa-
thology laboratory of Walter Reed Army Hospital in
Washington, D. C. The reproduced picture is visible not
only to the pathologist but to the surgeon in the operat-
ing room, permitting an immediate exchange of infor-
mation in case of a biopsy, although some distance
separates the operating room and the laboratory.

The possibilities of color go beyond this use, however.
Color translation is a process whereby three visible
wavelengths of light (z.c., ultraviolet) are used to pro-
duce visible images which are then presented as three
primary visible colors to produce a full color display.
This process was first used with photography as the
translation means.™

“E L Land, E. R, Blout, D. S, Grey, M. S. Flower, H. Husek,
R. C. Jones, C. H. Matz, and D. P. Merrill, “Color translating ultra-
violet microscope,” Science, vol. 109, pp. 371-374; April 15, 1948,
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The same translation can be obtained instantane-
ously by television.!® If, in a television microscope, the
specimen is illuminated during successive fields with
light of three different wavelengths in the ultraviolet,
there are generated three sets of television signals, one
for cach wavelength, the three sets occurring in se-
quence. By keying a color television monitor in syn-
chronism with the sequencing mechanism, a color dis-
play representing the ultraviolet absorption spectrum
is produced. Such a translation microscope has been
built at Rockefeller Institute for Medical Rescarch in
New York City.'8 [t is now in operation in medical and
biological investigations.

RESOLUTION

A word should be said about the resolution limitations
of a system of scanning microscopy. A television type
system will always have a limit in resolution. This limit
is sct in part by the number of scanning lines in the
system, the bandwidth of the amplifying svstem, the
spot sizes in the pickup, flying spot, and reproducing
tubes and by spurious signals such as amplifier noise,
grain size of phosphors and leakage effects in certain
types of pickup tubes. llowever, by using sutficient op-
tical magnification it is always possible to work within
the resolution limits with no sacrifice except field, while
realizing the full resolving capabilities of the optical
microscope.
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Instrumentation for Automatically Prescreening

Cytological Smears”

R. C. BOSTROM{t, MEMBER, IRE, H. S. SAWYER?, MEMBER, IRE, AND
W. E. TOLLESt, SENIOR MEMBER, IRE

Summary—Mass-screening application of the cytological smear
for the detection of cervical cancer has been limited by a lack of
technicians to screen the smears. By using an instrument to identify
automatically those smears which are clearly negative, the effective-
ness of the technician could be greatly increased. A quantitative
analysis of a large number of smears showed that positive smears
usually had a small number of cells with abnormally large and in-
tensely stained nuclei that did not appear on negative smears. On
the basis of this analysis, an experimental instrument—called the
Cytoanalyzer—has been constructed.

The Cytoanalyzer scans a smear, measures the size and light
absorption of approximately 10,000 cells on the smear, classifies
each cell normal or abnormal according to its nucleus size and ab-
sorption, and totals the number of cells falling into each classifica-
tion. The smear is then classified normal or abnormal depending on
the fraction of cells having abnormal characteristics.

Preliminary tests with the Cytoanalyzer have been very promis-
ing. In a test of approximately 1000 smears, 65 per cent of the pre-
menopause smears and 35 per cent of the postmenopause smears
were properly identified. Plans are now underway to make a more
thorough test of the screening capabilities of the instrument. If the
test is successful, development of a clinical instrument will be
started.

INTRODUCTION

in the early detection of cancer has become well

established. In particular, the cytological smear
when used according to the techniques established by
Papanicolaou' has become the most important method
for the early detection of one of the most prevalent
types of cancer—cancer of the cervix. Cervical cancer
can be controlled if it is detected in an early stage.
Early detection, however, dictates that smears be taken
periodically from the entire female population suscepti-
ble to the disease. Unfortunately, the problems of ex-
amining the large volume of smears obtained in such a
routine mass-screening program has limited the use of
this detection method. There is not a sufficient number
of technicians available to screen smears in large quanti-
ties: the training of new technicians is expensive and
time consuming; the task of screening a large volume of
smears, only a small fraction of which are suspicious, is
extremely tedious and conducive to technician error.
Furthermore, the high cost associated with screening
the entire population has presented a serious economic
problem.

I[N the past decade the value of the cytological smear

* Original manuscript received by the IRE, August 10, 1959.
‘This work is being supported by the National Cancer Institute,
Bethesda, Md., and the American Cancer Society, New York, N. Y.

t Dept. Medical and Biological Physics, Airborne Instruments
Lab., Division of Cutler-Hammer, Inc., Mineola, N. Y.

1 G. N. Papanicolaou and H. F. Traut, “Diagnosis of Uterine
Cancer by the Vaginal Smear,” Tlarvard University Press, Cam-
bridge, Mass.; 1943,

Mellors and Silver? first suggested the use of an auto-
matic prescreening instrument to eliminate those smears
which were clearly negative. The technicians could then
devote all their attention to screening the smears having
some degree of suspicion. Even if only 50 per cent of the
smears were so eliminated, the effective screening rate
of each technician would be doubled. Because such an
instrument appeared to offer potentially great benefits,
the development of an automatic prescreening instru-
ment was started. The development program led to the
construction of an experimental instrument called the
Cytoanalyzer. The instrument is currently undergoing
evaluation in a series of field tests.

This paper describes three phases in the development
program: 1) the quantitative measurements of cells in
cytological smears to establish a basis for distinguishing
between negative and positive smears, 2) the modifica-
tion of the standard Papanicolaou smear to make it
more suitable for instrument analysis, and 3) the de-
velopment of an experimental instrument to prove the
feasibility of automatic prescreening. A\ fourth phase
developing a clinically usable instrument—will be
started after its feasibility has been conclusively
demonstrated.

QUANTITATIVE STUDIES OF CYTOLOGICAL SMEARS

An important characteristic used by the cytologist in
identifying cancer cells is that the cancer cells have ab-
normally large and intensely stained nuclei.? To deter-
mine whether quantitative measurements of this char-
acteristic could be used for instrument screening, meas-
urements were made on a representative sample of cells
from a large number of negative and positive smears.*
A manual microphotometer was used to measure the
average diameter and light absorption of the stained
nuclei. As was expected, the positive slides nearly always
had a small number of cells that had abnormally large
nuclei with relatively high light absorption.

Fig. 1 shows the appearance typical of the types of
epithelial cells found on smears prepared from cervical
specimens. On the normal smears, most of the cells have
a nucleus diameter between 5 and 11 microns. The light

2 R. C, Mellors and R. Silver, “A microfluorometric scanner for
the differential detection of cells: application to exfoliative cytology,”
Science, vol. 114, pp. 356-360; October, 1951,

3 G. N. Papanicolaou, “Atlas of Exfoliative Cytology” (published
for the Commonwealth Fund), Harvard University Press, Cam-
bridge, Mass.; 195+,

©W. J. Horvath, W. E. Tolles, and R. C. Bostrom, “A study of the
quantitative characteristics of exfoliated cells from the female
genital tract” (in press).
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absorption of the nucleus decreases as the size of the
nucleus increases. This suggests that the total quantity
of stain bound to the nucleus remains nearly constant.
In addition to the normal-cell population there are on
the positive smears abnormal cells with nuclei up to 18
microns in diameter and with absorption levels that in-
dicate a basic increase in the quantity of stain bound to
the nucleus.

CYTOPLAOM.

I.-‘ S u-lep

1o mm

Fig. 1—Typical normal (left) and abnormal (right) cells
on a cytological smear.

The cumulative distribution of the percentage of
abnormal cells for a group of smears from premenopause
subjects is shown in Fig. 2. These smears were collected
by cervical swabs and prepared by the Papanicoliou
technique. In this example, a cell was defined as ab-
normal if its nucleus absorption was greater than 40
per cent and its nucleus diameter was greater than 11
microns. The abscissa is the percentage of abnormal cells
on a smear; the ordinate is the cumulative percentage
of smears having an abnormal-cell percentage equal to
or exceeding the value shown on the abscissa. Separate
curves were plotted for both the negative and positive
smears. From this plot it can be seen that over 90 per
cent of the positive smears have greater than 0.5 per
cent abunormal cells, whereas less than 35 per cent of the
negative smears have that many abnormal cells. There-
fore, if 0.5 per cent abnormal cells is selected as the
screening criterion, approximately 65 per cent of the
negative smears will be correctly classified negative but
nearly 10 per cent of the positives will be falsely classi-
fied. The screening performance for other values of the
screening criterion was calculated in a similar manner;
the results are plotted in Fig. 3. A screening-perform-
ance curve for a group of postmenopause smears is also
plotted.

The screening-performance curves show that it is im-
possible to obtain perfect screening using the cervical
swab type of smear because there are always some posi-
tive smears that do not have a sufficiently large percent-
age of abnormal cells. The curves also show that the
performance with the postmenopause smears is not as
good as with the premenopause siears. The inferior per-
formance of the postmenopause group is caused by an
increased percentage of abnormal cells on the negative
smears. These abnormal cells are the result of atrophic
changes in the cervix which often occur after meno-
pause.

Lven without perfect performance, instrument pre-
screening was considered worthwhile if at least one-half
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of the negative smeurs could be screened without missing
more than 5 to 10 per cent of the positive smears. The
manual photometer data indicated that this level of
performance could be achieved. Additional data showed
that nearly perfect performance could be obtained by
using a different collection method known as cervical
scraping,* because positive smears collected by this
method have a very high percentage of abnormal cells.
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(@)

(b)

Fig. 4—Typical micraphotographs of smear prepared by (a) the conventional Papanicolaou technique
for technician screeners and (b) a modified technique for the Cytoanalyzer,

Although ecervical scrapings would be somewhat more
difficult to use in a mass-screening program, it is proba-
ble that a collection method patterned after cervical
scraping can be eventually adapted to mass screening.
On the basis of this analysis, it was concluded that a pre-
screening instrument which would satisfy the require-
ments of a mass-screening program was theoretically
feasible.

SMEAR MODIFICATION

The conventional Papanicolaou smear, although
quite satisfactory for human screening, is not suitable
for wse in an antomatic instrument. The conventional
smear contains appreciable amounts of dense cyto-
plasmic material that obscures the cell nuclei. In addi-
tion, the cells tend to remain in clumps, causing over-
lapping of the nuclei. Cytoplasm, cellular debris, and
artifacts also frequently take forms similar to cell nuclei.
The human screener has little difficulty in recognizing
cell nuclei from other particles. but the development of
an equal capability in an automatic instrument would
be extremely difficult.

Accordingly, Pruitt and his co-workers® at the Na-
tional Cancer Institute developed a special smear for the
Cytoanalyzer. This smear is prepared by first sieving
the suspended collection specimen to remove large cell
clumps. The sieved material is sprayed in a dilute solu-
tion onto the nticroscope slide. The smear is then stained
by the Feulgen method, which stains only the nucleus.

¢ J. C. Pruit, S. C. Ingraham 11, R. F, Kaiser, and .\, \V 1Lilberg,
“Preparation of vaginal-cervical material for automatic scanning
preliminary results with the Cytoanalvzer,” Trans. Sixth Annual
Meeting, Inter-Society Cytology Council; 1938 (in press).

Iig. 4 shows microphotographs of typical fields from
a conventional and a modified smear. The major dif-
ferences betwcen the smears are the more uniform cell
dispersion and the lack of cytoplasm staining on the
modified smeur. Since screening is performed on the
basis of nuclear measurement alone, the elimination of
the cytoplasmic stain has no adverse affect on the
screening capability of the instrument.

CYTOANALYZER DESIGN

The functions performed by the Cytoanalyzer are
analogous to the manual procedures used in obtaining
quantitative data on the smear. Fig. 5 is a functional
block diagram of the system. A microscanner system-
atically converts a magnified optical image of the
smear into a video signal. Each particle scanned pro-
duces a series of pulses in the video signal. A cell-
measuring unit receives the video signal and from it
measures the size and absorption of those particles on
the smear exceeding a minimum absorption threshold.
In an ideal smear, all such particles would be cell nuclei;
in practice, the instrument will also measure a few non-
nuclear particles on each smear. An association unit
determines which of the pulses in the video signal ure
associated with the same particle. The output of the
cell-measuring unit is sent to a cell sorter, which classi-
fies the measured particles into normal and abnormal
categories. Selection circuits apply rules based on cell
characteristics. This function is a rudimentary type of
cell recognition. Those particles that satisfy the rules
are gated out to the totalizers, which count the particles
falling into each category. After a representative sample
of the cells on the smear has been measured, scanning is
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Fig. 5—Functional block diagram of the Cytoanalyzer.

stopped. If the percentage of abnormal counts is less
than the screening criterion, the smear is called normal.
A tester unit is provided which can be connected in
place of the scanner to check if the instrument is func-
tioning properly.

The primary purpose of the present model of the
Cytoanalyzer is to demonstrate that an instrument can
be used to sort smears accurately. Consequently. only
the minimum instrumentation necessary to accomplish
this aim has been constructed. Automuttic functions
required in a clinical instrument which are now per-
formed by the operator include inserting and removing
the slide, recording the data stored in the totalizers, and
separating the normal and abnormal smears. The clini-
cal instrument would also require a faster sorting rate.
The design has been further simplified by permitting
the instrument to measure and sort only one particle at
a time. Consequently, when several partictes fall on the
same scan line, all but one of the particles will be ig-
nored. lgnoring particles increases the screening time
but does not significantly affect the screening per-
formance because a representative sample of the cells
on the smear will still be obtained.

Microscanner

The Cytoanalyzer microscanner® is a mechanical
scanner using a Nipkow disk to scan a microscopically
magnified image of the smear. The diameter of the
scanning holes in the disk, when referred to the object
plane, is 2 microns. The velocity of the holes is 0.25
micron per microsecond. A mechanical stage moves the
smear at a uniform speed to produce an extended raster
0.01 centimeter wide by 5 centimeters long. The area
scanning rate is 0.25 square centimeter per minute.
The scanner operates until 10,000 normal cells have been
counted: thus the total area scanned depends upon the
amount of material on the slide. Obtaining 10,000
counts usually requires scanning about 2 square centi-
meters.

s H. S. Sawyer and R. C. Bostrom, “A new Nipkow-disk scainer
for accurate cytological measurement,” 1958 [RE Natioxatl. Cox-
VENTION RECORD, pL. 9, pp. 37-42.
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The smear is kept in focus by a mechanical system
that uses a spring-loaded stage to press the smear
against two feet secured to the microscope objective,
The feet are adjusted to place the top surface of the
microscope slide in the focal plane of the microscope ob-
jective. This focusing method has been found capable of
keeping 95 per cent of the cells within +2 microns of
the exact focal plane. A 2-micron focusing error causes
negligible error in the cell measurement.

Cell- Measuring Unil

The cell-measuring unit? measures the chord length,
area and absorption of the nucleus, and the absorption
of the cytoplasm surrounding the nucleus of each cell
selected for measurement. Scanning the entire nucleus
produces a series of video pulses—a pulse each time a
scanning hole traverses a chord of the nucleus. The
duration of each pulse is proportional to the length of
the nucleus chord, and the amplitude of the pulse is
proportional to the absorption. Analog circuits are used
to measure and store each of these quantities. The ac-
curacy of the chord measurement is 0.5 micron; of the
absorption measurement, 3§ per cent.

The area of the nucleus is used for sorting in preler-
ence to diameter because the shape in the nucleus is fre-
quently quite elliptical. Area is measured by summing
all the chord measurements associated with the same
nucleus. The average error in the area measurement,
when compared with the optically measured area, is
about 10 per cent for nuclei with a mean diameter ol 11
microns. This accuracy is equal to the accuracy used in
obtaining the manual photometer data and should give
performance results comparable with the predicted per-
formance. It is not vet known how much the screening
performance could be improved by increasing the meus-
urement accuracy. If it proves worthwhile, the accuracy
can be increased by using higher resolution in the scan-
ner. Iligher resolution, however, requires considerable
reduction in the scanning rate.

The cytoplasm absorption is measured by sampling
the video level at a point 3 microns before and after
each nucleus chord. This measurement is used in the
selection circuits to reject chords that are not caused by
true cells. Because the cytoplasm is not stained, prac-
tically no absorption is measured. Thus, the presence of
absorbing material adjacent to the chord pulse shows a
condition that is not characteristic of the true cell.

Association Unit

The association unit indicates, to other parts of the
computer, which chords are associated with a single
nucleus. The unit uses a magnetic-core shift register to
store the chords of one scan line. Chords of the incoming
scan line are then compared with chords in the stored

7 W. E. Tolles, R. C. Bostrom, and H. S, Sawyer, “The application
of automatic, high-speed measurement techniques to cvtology,”
1956 IRE ConveENTION RECORD, pt. 9, pp. 17-23.
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line. Chords are considered to be associated with the
same particle if there is time coincidence between the
stored and incoming chords.

The shift register was chosen for scan-line storage
because 1) it is simple to program, 2) the storage time
can be easily adjusted to the length of the active scan
line, and 3) the shift register can be readily synchronized
with the scanner. Chords must be quantized to enter
the shift register. Quantizing may produce an error in
the stored chord length of as much as 1.3 microns (the
length of one bit in the shift register). The quantizing
error does not affect the ability of the instrument to
recognize associated chords, but it does limit the ability
of the instrument to recognize shapes.

Selection Circuits

To distinguish between cell nuclei and other particles
on the smear, selection circuits are used to establish
rules which particles must satisfy in order to be accepted
as nuclei. As soon as a particle fails to satisfy any one
of the rules, measurement of the particle is discontinued
and all the circuits are cleared for the next measurement.
One set of rules sets limits on the size of the particle by
limiting the chord length and the number of chords per
particle. A second set of rules requires that the nucleus
and cytoplasm absorption fall within specified limits.
A third rule requires the shape of the particle to be such
that the difference between adjacent chord terminations
be less than 3 microns. A fourth set of rules rejects all
particles lying on the edge of the scanning raster.

The selection circuits eliminate a substantial number
of particles which would otherwise cause errors. How-
ever, on a negative smear having 10,000 normal counts,
there will still be from 10 to 50 erroneous counts in the
abnormal zone which are caused by particles with char-
acteristics very similar to those of a cell nuclei.

Cell Sorter and Totalizers

The cell sorter classifies accepted particles into vari-
ous categories according to the measured values of ab-
sorption and area. Fig. 6 is a zone diagram which shows
the categories used in a preliminary test of the instru-
ment. For ease of interpretation, the size boundaries are
expressed in terms ol mean diameter. Five zones, desig-
nated Z1 through Z5, are shown. White blood cells are
classified in Zone 1, normal cells in Zone 2, and abnormal
cells in Zones 3, 4, and 5. The zone configuration shown
is still tentative and can be easily changed. \When more
operational data has been gathered a configuration will
be chosen to optimize the screening efficiency of the in-
strument. A totalizer, or counter, is connected to each
zone. \When the normal-zone count reaches 10,000, the
instrument stops and the operator records the counts
stored in each zone.

Tester Unit

The tester unit consists of several pulse and sweep
generators synchronized to produce a repeating 12-line
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Fig. 6—Zone diagram of cell classification categories. Particles
entered into Z1 are called white blood cells, those into %2 are
called normal cells, and those into Z3, 74, and 75 are called
abmormal cells.

video raster. Appropriate pulses can be inserted into
this raster to simulate a rectangular particle of any re-
quired absorption and area. Additional pulses can be
inserted to vary the shape and cytoplasmic absorption
of the test particle.

PR1:SCREENING PERFORMANCE

A preliminary test on the prescreening performance
of the Cytoanalyzer has been completed by using modi-
fied smears.® One thousand smears were collected from
a group of normal subjects; about one-third of the sub-
jects were postmenopause. All of these smears were
negative for cancer. Obtaining positive smears prior to
the application of any therapy procedures to the pa-
tients proved difficult. During the course of the test only
20 positive smears were obtained—7 from premeno-
pause patients and 13 from postmenopause patients.
The classification applied by the cytologist after a
visual examination of a duplicate smear prepared by the
conventional Papanicolacu method was used as the
classification of the modified smear. Each smear was
screened three times by the Cytoanalyzer, and the mean
value of the abnormal-cell percentage was used in com-
puting screening performance.

The screening-performance curves for the Cyto-
analyzer data were constructed in the same manner as
that used for the manual-photometer data. The results
for the premenopause and postmenopause smears are
shown in Fig. 7. Because of the small number of positive
smears, a high level of statistical significance cannot
be placed on the results. However, it is interesting to
note that about 65 per cent of the premenopause smears
and 35 per cent of the postmenopause smears were cor-
rectly classified negative when the falsely classified posi-
tives are limited to 5 per cent. This is roughly equiva-
lent to the performance predicted by the manual-
photometer data.

The nonrepeatability of the zone-count data obtained
when screening a smear was a matter of concern in
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Fig. 7—Screening performance obtained in a preliminary test of the
Cytoanalyzer. Screening-criterion values, expressed as a per-
centage of abnormal cells, are shown as points on the curves.

evaluating the screening performance, The main factors
contributing to the variation in the zone counts were 1)
the random selection of only one nucleus for measure-
ment when two or more nuclei were on the same scan
line, and 2) the noise in the video signal. When the same
area of a smear was scanned several times, the standard
deviation in the normal-zone count was about 2 per cent
when the mean normal-zone count was 10,000. On a
smear with an abnormal-zone count of 60 (a value ap-
proximately equal to the screening criterion), the stand-
ard deviation was about 10 per cent. The variations in
the zone counts will have only a small effect on the over-
all screening performance when a large number of smears
are screened.

[fowever, when only a small number of smears are
used in an evaluation test, variation in the abnormal-
zone count can cause considerable error in computing
the screening performance.

The percentage of abnormal entries in the Cyto-
analyzer data was often higher than expected. Cell-by-
cell analysis of some of the smears showed that the selec-
tion circuits were allowing a few erroneous counts.
About 80 per cent of the erroneous counts were caused
by overlapped nuclei. Most of the remaining errors were
caused by debris and artifacts superimposed on a cell
nucleus. It is probably impossible to eliminate all of the
erroneous counts because there are some configurations
that are almost identical with true nuclei, but methods
are being investigated to reduce the errors further.

Another difficulty that degrades the screening per-
formance of the instrument is the erroneous counting of
white blood cells as normal epithelial cells. In the region
of small nucleus diameters (4 to 6 microns), both types
of cells have the same size and absorption. The zone
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boundaries have been adjusted so that most of the cells
are correctly classified, but there are always some cells
that fall into the incorrect zones. A few positive smears
have tremendous concentrations of white blood cells
which may outnumber the normal epithelial cells by a
hundredfold. If only a few per cent of the white blood
cells are erroneously counted in the normal-cell zone,
the apparent percentage of abnormal cells will be greatly
decreased. As a result, positive smears are occasionally
falsely classified negative. Methods of eliminating the
white blood cells in the preparation of the smear by the
use of enzymes are being investigated. If the procedure
is not successful, it is believed that the white blood cells
can be recognized by their small cytoplasm-to-nucleus-
diameter ratio.

SIGNIFICANCE OF RESULTS

The number of positive cases in the preliminary test
were too small to provide a statistically significant
evaluation. However, provided the results of this test
continue to be substantiated by further tests, the per-
formance does show that instrument prescreening is
feasible. With 65 per cent of the premenopause negative
smears correctly screened, the effectiveness of the cyto-
logical technician is greatly increased. On the postmeno-
pause smears, with only 35 per cent of the smears cor-
rectly screened, the gain to the cytologist is considerably
less. This suggests that, on the postmenopause subjects,
smears collected by the cervical scraping method should
be used to take advantage of the greatly improved per-
formance predicted by the manual-photometer data for
that type of collection.

Economically, instrument prescreening is undoubt-
edly advantageous. It appears entirely feasible to de-
crease the screening time to one minute per smear by
increasing the scanning rate, counting all of the scanned
particles, and reducing the average number of cells re-
quired to classify a smear. At this rate, the over-all
screening cost for the premenopause smears would be
less than one-half the screening cost when using only
cytological technicians. The cost of prescreening the
postmenopause smears is also less than technician
screening, even though two-thirds of the smears must be
subsequently re-examined.

On the basis of the promising results of the prelimi-
nary test a final evaluation is scheduled which will use
at least 10,000 smears from a mass-screening clinic. If
the test proves successful, development will begin on
a high-speed completely automatic Cytoanalyzer for
clinical use. This instrument should make mass screen-
ing possible on a truly large scale, and could be the
means of finally bringing cervical cancer under control.
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A Magnetic Flowmeter for Recording
Cardiac Output®

HAMPTON W. SHIRERTY, AssoCIATE MEMBER, IRE, RICHARD B. SHACKELFORDf{,
ASSOCIATE MEMBER, IRE, AND KENNETH E. JOCHIM{

Summary—The cardiac output flow pulse (less coronary flow)
can be recorded with a magnetic flowmeter applied to the unopened
ascending aorta, provided: 1) the extremely large EKG potentials in
this region are rejected, 2) the flowmeter is phase-sensitive, and
3) the over-all instrument response is uniform from zero to 100 cps.
These requirements are fulfilled by the instrument described
through the use of the square-wave method recently introduced by
A. B. Denison, and by using a high switching frequency (480 cps),
an input high-pass filter, and a double-balanced demodulator. Two
output channels of suitable response provide for simultaneous re-
cording of instantaneous and mean flow. Each pickup sleeve is cali-
brated in vitro in terms of microvolts per flow rate. An electrical
series calibrator provides the operational calibration. Past methods
are reviewed and circuit details and design considerations are dis-
cussed.

INTRODUCTION
r I R11E ideal method for measuring and recording in-
J

stantaneous rate of blood flow, such as cardiac
output, is not yet at hand. Such a method, among
other things, would allow the determination to be made
on the unoperated, unanesthetized, intact animal. How-
ever, for use on the anesthetized, experimental animal
in which the ascending aorta or any other vessel may be
exposed, the magnetic flowmeter approaches the ideal
for the following reasons: 1) the vessel need not be
opened nor any foreign object inserted in the flowing
stream; 2) calibration is linear and independent of the
character of tlow, be it turbulent or streamline; 3) cali-
bration is independent of temperature, pressure, den-
sity, and viscosity; 4) response is essentially instantane-
ous; and 5) the instrument can be made to show direc-
tion of flow. It is the purpose of this paper to review the
developments in magnetic flowmeter design and to de-
scribe an instrument employing some of the newer
techniques.
The principle of operation of the induction or mag-
netic lowmeter is shown in Fig. 1, and is based on Fara-
day’s law of electromagnetic induction given by:

E = BLV10-8 volts, (H)
where

E is the potential in volts developed at the ends of a
conductor moving through a uniform field,

B is the magnetic flux density in gauss,

L is the length in centimeters of the conductor at
right angles to the field flux lines,

Vis the velocity in centimeters per second of the
conductor moving at right angles to the field.

* Original manuscript received by the IRE, June 8, 1959. Sup-
ported by a grant from the Natl. Heart Inst. USPHS.
t Dept. of Physiology, University of Kansas, LLawrence, Kans.
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Fig. 1—Principle of the magnetic flowmeter. B, the magnetic flux

density; L, the diameter of the moving stream; V, the mean
cross-sectional flow velocity; and E, the flow-induced potential.

In the case where the moving conductor is a liquid
such as mercury, salt water, or blood flowing in a pipe,
L becomes the internal diameter of the pipe at right
angles to the flux lines and V the mean cross-sectional
velocity of flow. If the flux density and the pipe diame-
ter are held constant, the potential developed at the
surface of the flowing stream is then a simple linear
function of the volume rate of flow. 1n order to measure
this potential in nonconducting pipes, electrodes must
be placed on the inner surface of the pipe wall. For flow
through pipes with conducting walls, such as blood
vessels, the flow-induced potential can be picked off by
simply placing electrodes on the outer surface.

REVIEW OF DEVELOPMENTS

The first attempt to measure liquid flow by electro-
magnetic induction was made by Faraday in 1832!
He attempted, unsuccessfully, to determine the poten-
tial developed between two electrodes placed in the
River Thames due to its flow through the earth’'s mag-
netic field. Lack of success was probably caused by
spurious potentials resulting from electrode polarization.
In 1920, however, Young and others clearly recorded
potentials due to the ebb and flow of tides through the
use of both towed and fixed electrodes.? Ten years later,
the distribution of velocities in a copper sulphate solu-
tion flowing through a magnetic field was studied with
exploring electrodes by Williams.? The first suggestion

' T. Martin, “Faraday’s Diary,” G. Bell and Son, London, Eng.,
vol. 1, pp. 409-411; 1932.

2 F. B. Young, H. Gerrard, and W. Jevons, “On electrical dis-
turbances due to tides and waves,” Phil. Mag., vol. 40, pp. 149-159;
July, 1920.

3 E. J. Williams, “The induction of electromotive forces in a mov-
ing liquid by a magnetic field, and its application to an investigation
of the flow of liquids,” Proc. Phys. Soc. (London), vol. 42, pp. 166—
478: August, 1930,
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that the flow of blood might be determined by the mag-
netic method was made by Fabre in 1932.4

The electromagnetic flowmeter became a practical,
quantitative instrument for the measurement of blood
flow through the independent developments of Kolin®=?
and Wetterer®? in 1936 and 1937. Their findings and
theoretical analyses were later confirmed by Einhorn'?
and Thiirlemann.! Since its introduction, this instru-
ment has received increasing attention by both physiol-
ogists and industrial users.'?~'€

The development of the magnetic flowmeter by
various workers since its introduction has led to various
attempts to eliminate background potentials that bear
no relationship to rate of flow. Unfortunately, such
background potentials are usually quite variable and
many times the amplitude of the flow-induced potential.
All of the early flowmeters were of the dc type,s=9-1t.17-2
that is, the magnetic field was induced by either a per-
manent magnet or an electromagnet excited by direct
current. The flow-induced potential, being dc and only
in the range of a few tens of microvolts at best, requires
the use of nonpolarizable electrodes and a high degree
of amplification. Even the best nonpolarizable electrodes
develop variable potentials of the same order of mag-
nitude as the flow signal. The problem was further com-

4 P, Fabre, “Utilisation des forces électromotrices d’induction
pour I'enregistrement des variations de vitesse des loquides con-
ducteurs: un nouvel hémodromographie sans palette dans le sang,”
C. R. Acad. Sci., vol. 194, pp. 1097-1098; March 21, 1932,

s A. Kolin, “An electromagnetic flowmeter. Principles of the
method and its application to blood flow measurements,” Proc. Soc.
Exper. Biol. Med., vol. 35, pp. 53-56; October, 1936.

6 A. Kolin, “An electromagnetic recording flowmeter,” Amer. J.
Physiol., vol, 119, pp. 355-356; June, 1937.

7L, N. Katz and A. Kolin, “The flow of blood in the carolid
artery of the dog under various circumstances as determined with
the electromagnetic flowmeter,” Amer. J. Physiol., vol. 122, pp. 788—
804; June, 1938.

8 E. Wetterer, “Eine neue Methode zur Registrierung der Blut-
stromungsgeschwindigkeit am unerdffneten Gefass,” Z. Biol., vol.
98, pp. 26-36; January, 1937.

9 E. Wetterer, “Der Induktionstachograph,” Z. Biol., vol. 99,
pp. 158-162; March, 1938.

10 [1, D, Einhorn, “Electromagnetic induction in water,” Trans.
Roy. Soc. S. Africa, vol. 28, pp. 143-160; June, 1941

1 B, Thiirlemann, “Methode zur elektrischen Geschwindigkeils-
messung von Flissigkeiten,” [lelv. Phys. Acta, vol. 14, pp. 373~
419; October, 1941,

12 A, Kolin, “An alternating field induction flowmeter of high
sensitivity,” Rev. Sci. Instr., vol. 16, pp. 109-116; May, 1945.

13 G. Remenieras, “Sur la possibilité de transformer directement
en énergid électroque une partie de 'énergie d’une viene fluide,”
Soc. Hydrotech. France; November, 1947,

1AV, G. James, “An induction flowmeter design suitable for radio-
active liquids,” Rev. Sci. Instr., vol. 22, pp. 989-1002; December, 1951.

5 | S. Arnold, “An electromagnetic flowmeter for transient flow
studies,” Rev. Sci. Instr., vol. 22, pp. 43-47; January, 1951.

16 \V. G. James, “An ac induction flowmeter.” Instruments, vol.
25, pp. 473-478; April, 1952,

17 K. E. Jochim, “Some improvements on the electromagnetic
flowmeter,” Amer. J. Physiol., vol. 126, pp. 547-548; July, 1939.

18 [, N. Katz and K. E. Jochim, “Electromagnetic flowmeter,” in
“Medical Physics,” O. Glasser, Ed., Yearbook Publishers. Chicago,
I, pp. 377-379; 1944,

¥ K. E. Jochim, “Electromagnetic flowmeter,” in “Methods in
Medical Research,” V. R. Potter, Ed., Yearbook Publishers, Chi-
cago, L., vol. 1, pp. 108-115; 1948.

2 K. . Jochim, “Circulatory system: methods, electromagnetic
flowmeter,” in “Medical Physics,” O. Glasser, Ed., Yearbook Pub-
lishers, Chicago, 111, vol. 2, pp. 225-228; 1950.

2 T, G. Richards and T. 1. Williams, “Velocity changes in the
carotid and femoral arteries of dogs during the cardiac cycle,” J.
Physiol., vol. 120, pp. 257-266; May, 1953.
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plicated by the necessity of using high-gain d¢ ampli-
fiers with their notoriously high drift rate. To some ex-
tent, this latter complication has been reduced by the
use of mechanical choppers to convert the dc signal to
ac, which can then be amplified by drift-free, capaci-
tance-coupled amplifiers,5718 or through the use of di-
rect-coupled amplifiers of improved design.!*2*2 The
electrodes still remain a problem, however, due to their
variable potential and to their bulk. As the method was
extended to a greater variety of blood-flow measure-
ments, it became increasingly important to reduce the
size of the electrode assembly.

Soon after Kolin's original publication, he suggested
that, by use of an alternating magnetic field, the flow
signal would also be alternating and thus eliminate the
need for bulky nonpolarizable electrodes and direct-
current amplification.” Practical and theoretical con-
siderations of such carrier-operated flowmeters were
later described by IKolin,2-% and in considerable detail
by Llinhorn,' James,'*'* and Kolin.* The use of the alter-
nating magnetic field, however, introduced a new prob-
lem. The potential induced in the pickup electrode
circuit consists of two components: that due to flow and
that due to the alternating field (the so-called “trans-
former” component); it is given by Kolin® as:

V = [(ull, sin wl)dr — (.1 cos wf) [10=* volts,

where

I" is the instantancous voltage induced in the pickup
electrode circuit,

wll, sin wt is the instantaneous magnetic flux density,

d is the diameter of the flowing stream in cm,

2 is the mean cross-sectional velocity of flow in cm/
sec,

(uIl, sin wt)dv is the instantaneous flow component,

Ao cos wt is the instantaneous transformer component.

From this it can be seen that the flow component is in
phase with the magnetic field, while the transtormer
component is in quadraturc. James' further stressed,
in his expressions shown below, that for a given set of
conditions the magnitude of the flow component is pro-
portional to the strength of the magnetic field, but the
magnitude of the transformer component is, in addition,
directly proportional to the rate of change or the fre-
quency of the magnetic field:

2 A, Kolin, “An a.c. induction flowmeter for measurement of
blood flow in intact blood vessels,”™ Proc. Soc. Exper. Biol. Med., vol.
46, pp. 235-239; February, 1941.

# A, Kolin, J. L. Weissberg, and L. Gerber, “Electromagnetic
measurement of blood flow and sphygmomanometry in the intact
animal,” Proc. Soc. Exper. Biol. Med., vol. 47, pp. 324-329; June,
1041,

2% A, Kolin, “Electromagnetic velometry. I. A method for the
determination of fluid velocity distribution in space and time,” J.
Appl. Phys., vol. 15, pp. 150-164; February, 1944.

% A, Kolin, “An alternating field induction flowmeter of high
sensitivity,” Rev. Sci. Instr., vol. 16, pp. 109-116; May, 1945.

% A, Kolin, “lmproved apparatus and technique for electromag-
netic determination of blood flow,” Rev. Sci. Instr., vol. 23, pp. 235~
242: May, 1952.
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e, = K’'B sin wt
& = 2xKBf cos wi,

where

e, is the flow component,
K’ is a proportionality constant,
B is the amplitude of the magnetic flux density,
e is the transformer component,
K is another proportionality constant,
S is the frequency of the applied field.

It can be seen that .1o in Kolin's equation above is
equivalent to 2r KBf/10~%in James' terminology. Thus,
by using an alternating magnetic field and capacitance-
coupled amplifiers, the wandering, unpredictable elec-
trode potentials and drift of the dc method are replaced
by the transformer component. This has the advantage,
at least in theory, of being perfectly stable and therefore
capable of cancellation.

The several methods of elimination of the transtormer
component prior to amplification and demodulation are
shown schematically in Fig. 2. They are based either

Fig. 2—Several methods used to eliminate the transformer compo-
nent when an alternating magnetic field is used. (a), bucking volt-
age derived from the magnet-current source; (b) bucking voltage
derived from the magnetic field; (c), split lead method; (d), lead
orientation to enclose zero flux; and (e), two fields of opposite
phase and two pickup electrode pairs connected, opposing for
transformer component but aiding for flow signal.

on the addition to the input signal of a potential of
exactly the same amplitude but opposite phase to the
transformer component, or on the use of noninductive
lead orientation. \When this is done, the potential ap-
pearing at the amplifier input is due only to flow and is
zero when the flow is zero. While careful orientation of
the leads from the electrodes to form a noninductive
loop, shown in Fig. 2(d), was the original method sug-
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gested by Kolin,” for some time he favored the addition
of the proper cancellation voltage derived from the mag-
net current source, as shown in Fig. 2(a).2~% [ndeed,
he designed a special variable-phase transformer for
just this purpose.? The difficulty encountered in this
method is due to waveform distortion brought about by
nonlinearity in the magnet-core material, making com-
plete cancellation impossible. In order to overcome this
problem, many have preferred to derive the cancella-
tion voltage from the magnet field itself by a pickup
coil as shown in Fig. 2(b).7-28-30 The voltage induced in
the auxiliary coil is then adjusted in amplitude by a
voltage divider and added in series with the pickup elec-
trodes to effect cancellation. By careful adjustment of
the orientation of the pickup leads, they can be made
noninductive with respect to the magnetic field. The
method for doing this electrically, devised by Einhorn!®
and later by Denison,?-3 is shown in Fig. 2(c). I Tere one
electrode lead is split and carried away from the magnet
on either side of the core and rejoined through a poten-
tiometer. By adjusting the arm of the potentiometer,
the lead that would form a noninductive loop, that is,
enclose zero net flux, can be simulated. Iig. 2(d) shows
the same scheme carried out by careful orientation of
the inner lead, so that the loop formed by the two leads
and the pipe diameter lies in a plane parallel to the
magnetic flux lines and therefore encloses zero net
flux. 141835 A rather involved method of cancellation was
used by Arnold,'® shown in Fig. 2(e), in which two mag-
netic fields of opposite phase and two pairs of clectrodes
were placed along the axis of flow. The electrodes were
then connected series-aiding for the flow-induced signal,
which results in their being series-opposing for the
transformer component.

Until recently, the use of phase discrimination to re-
duce or eliminate the transformer component has re-
ceived little consideration. Indeed, the use of phase-

27 A, Kolin, “A variable phase transformer and its use as an a.c
interference eliminator,” Rev. Sci. Instr., vol. 12, p. 555; November
1941.

2 J. W. Clark and J. E. Randall, “An electromagnetic blood flow
meter,” Rev. Sci. Instr., vol. 20, pp. 951-954; December, 1949,

# A. W, Richardson, J. E. Randall, and H. M. Hines, “A newly
developed electromagnetic flow meter,” J. Lab. Clin. Med., vol. 34,
pp. 1706-1713; December, 1949,

3 A. W. Richardson, A. B. Denison, and H. D. Green, “A newly
modified electromagnetic blood flowmeter capable of high fidelity
flow registration,” Circulation, vol. 5, pp. 430-436; March, 1952.

% A. B. Denison, M. P. Spencer, and H. D. Green, “A square-
wave electromagnetic flowmeter for application to intact blood ves-
sels,” Circ. Res., vol. 3, pp. 39-46; January, 1955.

2 A. B. Denison and M. P. Spencer, “Factors involved in intact
vessel electromagnetic flow recording,” Federation Proc., vol. 15, p.
46; March, 1956.

# A. B. Denison and M. P. Spencer, “Square-wave electromag-
netic flowmeter design,” Rev. Sci. Instr., vol. 27, pp. 707-711; Sep-
tember, 1956.

3 N. P. Spencer, A. B. Denison, and C. A. Barefoot, “Continuous
measurement of cardiac output in conscious dogs by means of an
indwelling magnet and the square-wave magnetic flowmeter,” Fed-
eration Proc., vol. 17, p. 154; March, 1958.

% E. Abbott, N. Assali, G. Herrold, and A. Kolin, “The Present
State of Development of the Electromagnetic Blood Flow Meter,”
?;essented at Biophys. Soc. Meeting, Cambridge, Mass.; February,
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sensitive demodulation techniques to preserve the phase
information as to direction of flow has been largely
ignored. Most instruments employed simple half- or
full-wave rectifiers which cannot discriminate between
forward and reverse flow (a 180° phase difference in the
carrier), or between the flow signal and the transiormer
component (a 90° phase difference). Kolin used a form
of phase-discriminating demodulation in his method of
recording from the screen of an oscilloscope. The sweep
of the oscilloscope was synchronized with the magnet-
current source (usually the 60-cycle line), allowing the
presentation of one stationary cycle of flow-modulated
carrier. A slotted mask was placed over the screen and
its horizontal position adjusted so that only a short seg-
ment of the sine-wave peak could be seen. At zero flow,
this segment fell at the middle of the screen, for forward
flow it was deflected upward, and for reverse flow it was
deflected downward from the center and was so recorded
on moving film. The transformer component, being 90°
out of phase with the flow component, caused no de-
flection of this segment.?2-26.3 James suggested the use
of phase discrimination to eliminate the transformer
component and to preserve the flow direction informa-
tion, but did not employ it in the instrument he de-
scribed. '8 Some simply recorded the undemodulated
carrier and observed the carrier phase to determine flow
direction.'®1 Others used the transformer component
as a bias, so that the flow signal increased the rectified
voltage on forward flow and decreased it on reverse
HO“'.S"’:W

This latter method can introduce a high degree of
nonlinearity, since the rectified output is the vector
sum of the transformer and flow components rather than
the algebraic sum, due to the 90° phase difference be-
tween the two components.

Practical difficulties in the elimination of the trans-
forimer component, either by cancellation in the input
circuit or by phase discrimination at the demodulator,
led Denison and Spencer to a unique approach to the
problem. They pointed out that, although the trans-
former component could be eliminated quite simply in
principle, stray fields from the magnet induced poten-
tials that are not stable as to either amplitude or phase
into the surrounding tissues and then into the input
circuit. Such instability is brought about mainly by
changes in the position of the magnet assembly with re-
spect to the tissue, and is particularly severe when flow
determinations are made in the regions of the heart and
lungs. They further reasoned that, since it is the chang-
ing ficld that induces these troublesome potentials, they
could be eliminated by using a steady field that is
rapidly switched from one polarity to the other period-

% A. Kolin, “A method for adjustment of the zero setting of an
electromagnetic Aowmeter without interruption of flow.” Rev. Sci.
Instr., vol. 24, pp. 178-179; February, 1953.

31 F. Olmsted, “Coutinuous registration of phasic cardiac output
in the active dog: the chronically implanted electromagnetic flow-
meter,” Abstracts of the 11th Annual Conf. on Electrical Techniques

in Medicine and Biology, Minneapolis, Minn., pp. 24-25; November,
1958.
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ically, 1.e., a square rather than a sinusoidally-varying
field. The transformer component then becomes a very
brief switching transient which can be eliminated simply
by gating off the amplifier momentarily during the
switching phase. With the switching transient thus re-
moved, the remaining signal is a rectangular wave of
amplitude proportional to flow rate and phase according
to direction. This method is illustrated in Fig. 3. It can
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Fig. 3—The Denison and Spencer square-wave method.

be seen that this method is a form of phase discrimina-
tion with respect to elimination of the transformer com-
ponent, but differs from the sine-wave case in that the
gating phase does not have to be maintained with ab-
solute precision. In practice, the gate-off phase is made
longer than the period of the switching transient. The
relative positions of the gate-off phase and switching
transient are not critical, providing that switching
transient is contained entirely within the gate-off phase.
In the sine-wave case, however, the phase of the de-
modulator carrier must be maintained precisely, and
any deviation of the transformer component phase from
the demodulator carrier phase will cause an output volt-
age proportional to the sine function of the deviation.
The frequency of the exciting magnetic ficld, i.e., the
carrier frequency, sets the upper limit on the net fre-
quency response of the flowmeter. In principle, the
carrier frequency must be twice the highest frequency
component of the flow signal to be recorded, and in
practice, a bit higher. It is generally agreed that to re-
cord undistorted pressure and flow waveforms in the
cardiovascular system, particularly in vessels near the
heart, a uniform frequency response and linear phase
response from zero to 100 cps is desirable. This would
then require the use of carriers of at least 200 cps for
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flowmeters capable of following the most rapid changes
in flow rate. All of the earlier carrier instruments em-
ployed carriers at the power-line frequencies of 50 or 60
cps because of the obvious simplicity in obtaining large
magnet currents.?-!9-2-26.28-30 J3y1e5 pointed out the ad-
vantage of using a very low carrier frequency to reduce
the relative amplitude of the transformer component.
His instrument utilized a carrier of 11.7 cps but, of
course, had a quite limited frequency response.!4-16
Denison used a 30-cycle switching rate in his original
square-wave flow meter.?' To study quite rapid tran-
sients, such as the water-hammer effect in rigid hydraulic
systems, Arnold utilized a carrier of 5000 cps. This al-
lowed the observation of flow transients as brief as 1-
msec duration.'s \Vhile the use of a carrier frequency
greater than 60 cycles for blood flowmeters had been
suggested,?*" it was not until Denison's 240-cycle
square-wave flowmeter®® that the use of fast carriers
had been described. Recently a group from Kolin's lab-
oratory described an instrument using a carrier of from
400 to 1000 cps.®

In order to utilize the magnetic flowmeter on con-
scious animals, several workers have recently concen-
trated on reducing the size of the magnet assembly to
allow its surgical implantation about the artery for re-
cording after recovery from the surgery. The first in-
planted flowmeter method was tried by placing the
electrode sleeve only about the vessel and bringing the
leads out through a small incision. The magnetic field
was provided by a large electromagnet with a gap suffi-
cient to enclose that portion of the animal containing
the sleeve.? \Vhile Kolin later showed some methods to
correct for the variable orientation of the vessel and
electrodes within the field, this technique has not per-
sisted.?3 A very small magnet and electrode assembly
implanted about the carotid artery of a conscious active
dog, using a 60-cycle carrier and later a 400-cycle carrier,
has been demonstrated by Kolin's group.®:# Cardiac
output recording from conscious dogs has been carried
out by Spencer and Denison using their square-wave
instrument and a miniature magnet assembly implanted
on the ascending aorta.* A similar technique using a
400-cycle sine-wave carrier has also been employed by
Olimstead .??

The magnetic lowmeter has been used to record the
flow of blood to several vascular areas, most often in the
dog. The two vessels most frequently studied are the
femoral?=%.28=3! and the carotid®=7.2:35.38 arteries, Wet-
terer's original instrument was used on the ascending
aorta of the rabbit.®.® Recording from the ascending
aorta of the dog was mentioned above.3*% Kolin meas-
ured the flow in the descending thoracic aorta of the dog
by his sleeve-implantation method.?* Spencer and Deni-
son also studied descending aorta flow with the square-

3 G. Herrold, A. Kolin, N. S. Assali, and'R. Jersey, “Miniature
electromagnetic flowmeter for chronic implantation,” Abstracts of
the Natl. Biophys. Conf., Columbus, Ohio, p. 34; March, 1957.
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wave method?®® as well as the flow in renal and mesen-
teric arteries.® This is by no means a complete list of all
the regions studied by various workers, but only a sum-
mary of those mentioned by people active in the de-
velopment of the instrument.

DEsiGN CONSIDERATIONS FOR A CARDIAC
OvTPUT FLOWMETER

With the exception of the fraction supplyving the heart
musculature by way of the coronary vessels, cardiac
output may be determined by recording the rate of flow
through the ascending aorta. In the dog, this vessel is
from 8 to 20 mm in diameter and can be dissected free
for a length of 25 to 30 mm. This provides enough free-
dom to apply an electrode sleeve and poles of an excit-
ing magnet about the vessel.

A special problem in applying the magnetic method
to flow recording from this vessel is the very large car-
diac action potential (EKG) existing at the flow pickup
electrodes. This potential is of the order of 5 mv peak-
to-peak, while that due to typical rates of flow through
a magnetic field of 200 to 500 gauss is only in the range
of 50 to 500 uv. Attempts to reduce this source of inter-
ference by either guard electrodes or differential ampli-
fiers have not met with success.

The solution to the EKG problem presents itself
through the use of a carrier-operated system. The
spectrum occupied by the EKG, which is quite rich in
harmonics, lies between zero and 100 cps. On the other
hand, the signal produced by pulsatile blood flow
through an alternating field of, say 480 cps, consists of
a suppressed 480-cycle carrier plus the upper and lower
sidebands. To obtain an over-all net frequency response
for the flow signal from zero to 100 cycles, the net
pass band of the amplifier through the demodulator
need only be from 380 to 580 cps. All frequencies out-
side this passband can be rejected by filters in the am-
plifier or through the use of signal-balanced demodula-
tion followed by a low-pass filter. Thus, by selecting the
carrier frequency, spectral regions containing large
noise voltages can be avoided.

As the carrier frequency is raised, the problem of elim-
ination of the transformer component from the flow sig-
nal becomes increasingly difficult, since its magnitude
is proportional to the rate of change of the magnetic
field. Of the several methods that have been proposed,
the square-wave method introduced by Denison and
Spencer offers the greatest promise. The important
principle of this method is that the flow signal be sam-
pled during a period when the magnetic field is con-
stant; the waveform of the current used to energize the
magnet must have a flat top, but need not have a short
rise time. In general, it would seem that the ideal wave-
form would be a triangular wave with the peaks clipped

¥ M. P. Spencer and A. B, Denison, “The aortic flow pulse as re-
lated to differential pressure,” Circ. Res., vol. 4, pp. 476-184; July,
1956.
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off quite flat for a brief period. For a given frequency,
the triangular wave has the minimum rate of change
and therefore will induce the minimum transformer
component. The flow signal sampling period need only
be very brief and positioned somewhere near the center
of the flat portion of the magnetic field waveform. If the
width of the flat portion is made somewhat greater
than the period of signal sample, a tolerance is obtained
to some drift in the sample phase with no appearance of
transformer component in the output.

A uniform magnetic flux density over the entire
cross-sectional area of the flowing stream is necessary in
order that the calibration of the flowmeter be inde-
pendent of the nature of the flow profile; a magnet with
long pole faces is thus required. Due to fringing of the
field at the edges of the pole faces, the faces must be
somewhat longer than the diameter of the largest vessel
to be studied. This requires a rather large, bulky mag-
net assembly when using the conventional horseshoe
magnet structure. Since our purposes would be served
by making recordings from the anesthetized, open-chest
preparation, no attempt was made to reduce the magnet
size for implantation.

Circult DESCRIPTION
Block Diagram

The block diagram of the cardiac output flowmeter is
shown in Fig. 4 along with the signal modification dia-
gram, The 480-cycle carrier frequency is locked to a
multiple of the power-line frequency by deriving the
master synchronizing pulses from the 16th harmonic of
the power frequency. The master pulse generator sup-
plies this pulse as a trigger to the magnet-current gen-
erator, and, after an appropriate delay, to the amplifier
gate-pulse generator and to the demodulator carrier
generator. The magnet-current waveform has a very
flat top, but no attempt is made to obtain a particularly
fast rise, since this would only serve to increase the
amplitude of the switching transient. The pickup elec-
trodes are held in contact with the surface of the aorta
by a plastic sleeve sclected to constrict the vessel
slightly in order to maintain a constant diameter and to
hold the electrodes in firm electrical contact. The sleeve
is held rigidly between the poles of the magnet. The
signal from the pickup electrodes passes through a series
calibrator to the amplifier input where the switching
spike is partially balanced out by the split-lead method.
The amplifier raises the signal level from a few tens or
hundreds of microvolts up to a few volts where it is
then sampled by the gate. The gate is open for only a
small fraction of each half cycle and adjusted to occur
late in the half cycle when the magnet field is most
steady. The square wave character of the gated flow
signal is then restored by a pulse stretcher. Demodula-
tion is carried out by a carrier- and signal-balanced ring
demodulator, and all higher order products are removed
by a low-pass filter. The output dc amplifiers have only
a small voltage gain and are used primarily as imped-
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Fig. 4—The cardiac output flowmeter.

ance transformers to provide current outputs of plus
and minus 20 ma into low-resistance galvanometers.
One output channel is used for recording instantaneous
flow and the second for recording mean flow. The mean-
flow signal is derived by passing the flow signal through
an additional resistance-capacitance filter of 3.3-seconds
time constant.

Magnet Assembly

The magnet assembly, shown in Fig. 5, consists of
two parts: the magnet itself, and a removable sleeve.
The sleeve, machined from acrylic plastic, is used to
support the silver electrodes against the surface of the
aorta and to fix its diameter. Several sleeves are made to
cover a range of vessel diameters. On one side of the
sleeve there is a removable insert to allow placement of
the sleeve about the aorta. The insert is then replaced
and the magnet applied by sliding it down from above,
thus holding the insert firmly in place. The electrodes
terminate in a pair of lugs on the sleeve which in turn
slip under knurled nuts on the magnet; these serve both
to hold the sleeve in the magnet and to connect the elec-
trodes to the input cable. The lead from one of the lug
terminals on the magnet is split and carried to the cable
terminals on either side of the magnet core. The other
terminal is brought out by a single lead. The input cable
consists of three small coaxial cables from the terminals
on the side of the magnet to the calibrator. The magnet
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Fig. 5—NMagnet and slecve assembly. S, the sleeve with removable
insert, I, and silver electrodes, E; C, laminated magnet core;
W, windings enclosed in an electrostatic shield; 1, terminal of
one electrode; 2 and 3, terminals via split lead of the other elec-
trode; 20 to 23, magnet winding terminals.

core is made up from transformer laminations and has a
cross section of 6 by 15 mm. The faces of the poles are 6
by 25 mm and the gap 20 mm wide. The magnet is ex-
cited by a pair of windings of 250 turns of number 22
Formvar wire which are clectrostatically shielded by
copper foil. The magnet is cast in epoxide plastic to pro-
vide electrical insulation, prevent corrosion, and to aid
in preserving dimensional stability. Each of the sleeves
is calibrated in terms of microvolts per flow rate in liters
per minute at one ampere magnet current. Sleeve cali-
bration is done by inserting beef arteries in the sleeves
and perfusing at a known flow rate. Typical curves,
which are quite linear, are shown in Fig. 6.

Input Circuit

The input circuit is shown in Fig. 7. The signal from
the magnet assembly is carried through a series cali-
brator to the amplifier. The calibrator provides a 480-
cycle square wave of 20, 50, 100, 200, or 500 v, peak-to-
peak, in the same phase as the flow signal. This calibra-
tion voltage is applied across a very low value of resist-
ance (2 to 50 ohms) inserted in the single electrode lead.
This method of calibration, long used in electrocardiog-
raphy, takes into account any loading of the signal
source by the input impedance of the amplifier, since
the calibration signal appears in series with the source
impedance of the flow signal. A double-balanced ring
modulator is used to generate the calibration voltage.
By operating the modulator at a carrier level of at least
ten volts peak, the output amplitude is determined pri-
marily by the 1.34-volt mercury cell and the attenua-
tion produced by the isolation transformer and the re-
sistance dividing network, and only to a small extent
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by the magnitude of the carrier and the diode character-
istics. Isolation from ground is quite essential, and is
provided by the shielded isolation transformer. The
calibrator output level is adjusted by switching in the
proper series resistance in the signal lead. Either phase
of the calibration can be selected by the momentary,
center-off, double-pole, double-throw switch.

The Amplifier

The amplifier consists of four push-pull triode stages
plus an output cathode follower, and is shown in Fig. 8.
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The switching transient balancing is done with a 100-
ohm multiturn potentiometer in the split lead from the
magnet assembly. This adjustment is necessary pri-
narily to reduce the otherwise extremely large spikes
which would swamp later circuits. A switch allows a
choice of either low-impedance transformer input or
high-impedance capacitance input. The low-impedance
input has proved convenient for improving the signal-
to-noise ratio where additional gain is needed in record-
ing from smaller vessels. The high-impedance input is
used for larger flows that provide signals well out of the
noise. To aid stability and reduce hum and noise to a
minimum, the input stage is shock mounted, and ampli-
fier heaters are supplied from a regulated dc source. All
de supply voltages in the entire instrument are pro-
vided by electronically regulated power supplies. The
coupling time constants of each stage are quite long in
order to minimize phase-shift distortion of the signal
square wave. The first two stages are operated at maxi-
mum gain, while the gain of the third stage is continu-
ously adjustable over a two-to-one range by a potentiom-
cter between the cathodes. A step attenuator between
the third and fourth stages allows the over-all gain to be
adjusted by a factor of 1, 2, 4, 8, or 16. Cathode degen-
cration in the third and fourth stages is used to assure
adequate dynamic range and linearity to handle the
higher signal level. Between the second and third stages
provision is made for inserting a 500-ohm high-pass
filter. The flter, shown in Fig. 9, consists of two half
m-scctions and two k-sections designed for a cutoft fre-
quency of 75 cycles and an infinite rejection frequency
of 60 ¢ps. Plate-to-line and line-to-grid transformers are
used for proper impedance matching to and from the
filter. Use of the filter makes it possible to reduce un-
usually large interfering potentials originating from
cardiac action currents or induced from the power lines.
In order to operate the amplifier at a point somewhat
remote from the balance of the circuitry, a low-imped-
ance output is provided by a cathode follower stage. In
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Fig. 9—500-ohm high-pass filier.

models that incorporate the amplifier with the rest of
the circuits, this stage is omitted. Since the input signals
are rather small and high gain is used, care is necessary
in component placement and lead dress. The avoidance
of any stray coupling of carrier current into the amplifier
is of particular importance.

Gate and Demodulator

Iig. 10 shows the circuit details of the gate and de-
modulator. V6 through V10 carry signals, while V11
through V15 are concerned with providing the proper
switching waveforms. The gate tube, V6, is normally
held at cutoff by a high positive hias on the cathodes
from V11. The gate pulse from the synchronizing pulse
generator chassis is shaped by the Schmitt trigger, V12,
and coupled to V6 by way of the dual cathode follower,
V11. The gate pulse removes the high cathode bias, open-
ing the gate and allowing the signal to appear at the
cathodes of the stretcher diodes, V7. The gate pulse is
adjusted in phase to occur toward the end of cach half-
period of the magnet cycle when the field is most steady.
The stretcher diode conducts only during the gate-open
phase and allows the signal to charge the 0.0025-pf
capacitors. The discharging time constant of these
capacitors during the gate-closed period is made sufh-
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ciently long to stretch the gated signal out to an ap-
proximately square wave. V8 serves simply as an ampli-
fier to provide the proper signal level for the demodu-
lator input. A phase reversal switch in the plate circuit
i1s a convenience in allowing selection of the proper di-
rection of output deflection.

The demodulator is a signal- and carrier-balanced
ring modulator similar to that used in the calibrator. A
plate-to-line transformer is used to provide the proper
impedance transformation from V8. The maximum sig-
nal level across the secondary is 10 volts, peak-to-peak.
In order to provide linear operation for this signal level,
a carrier of 150 volts, peak-to-peak, is used. The carrier
for the demodulator is provided by a bistable multi-
vibrator, V15, coupled through the cathode follower,
V14, and the one-to-one isolation transformer. The de-
modulator carrier is synchronized with the gate phase
by pulses from the synchronizing pulse generator
coupled through the disconnect diodes, V13. In order to
avoid a 180° phase ambiguity in the demodulator carrier,
a 480-cps square wave from the magnet current gen-
erator is added to the 960-cps demodulator carrier
trigger pulses in one of the disconnect diodes. This addi-
tion eliminates alternate trigger pulses to one half of the
multivibrator. Therefore, if it should start in the wrong
phase, the next synchronizing pulse is absent and causes
it to wait another half cycle, whereupon it resumes
operation in the proper phase.
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The demodulator output consists of the flow signal,
now a dc voltage of amplitude and polarity according
to flow, harmonics of the carrier, and sidebands of the
960-cps gate produced by low-frequency interference
such as EKG and hum. The demodulator is signal-
balanced, and therefore will not pass any lower frequen-
cies that manage to get through the gate directly. In
order to remove all the undesired modulation products
and interference, a low-pass filter, shown in Fig. 11, is
used. The filter consists of two m-sections and a k-sec-
tion designed for a cutoff frequency of 192 cps and in-
finite rejection frequencies of 240 and 480 cps. The im-
pedance is 2000 ohms. The filter provides a minimum of
60-db attenuation for all frequencies above 400 cps, and
yet allows absolutely uniform response to flow signals
from zero to 100 cps, and is down only 1 db at 150 cps.
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Fig. 11—2000-ohm low-pass filter. This filter curve also
represents the net response of the flowmeter.

Output Stages

The output direct-coupled amplifiers are shown in
Fig. 12. To provide the proper impedance match from
the demodulator to the low-pass filter, a cathode fol-
lower, V16, is used. The output of the filter is divided
and connected through isolation resistors to two similar
direct-coupled amplifiers. One amplifier is used to pro-
vide instantaneous flow output, shown as “A,” while the
other provides mean flow, and is shown as “B.” The
amplifiers consist of two stages of voltage gain, V17 and
V18, followed by the output cathode followers, V19 and
V20. Only a small amount of over-all gain is needed,
and in order to stabilize gain and provide good linearity,
a large amount of voltage feedback is employed. The
net gain is determined by the feedback resistors from
V17 to V19 and V18 to V20 cathodes. The gain of the
mean flow amplifier is made somewhat greater than the
instantaneous flow amplifier by using less feedback. The
output impedance of the amplifiers is very low due to
the large amount of feedback, but is limited to 100 ohms
at the output terminals by series resistors. This is done
in order to avoid overdamping the particular galvanom-
eters used for recording.

The mean-flow signal is derived from the flow signal
by passing it through an RC filter with a 3.3-second
time constant. The choice of time constant is a com-
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In the typical cardiac output waveform, the beginning
of diastole consists of a sharp negative-going spike.
Therefore, by simply differentiating this negative-going
portion of the flow signal, a pulse is available for trigger-
ing a monostable multivibrator. V21 and V22 are an am-
plifier and clipper of the flow waveform. This signal is
then differentiated and applied as a trigger through a
disconnect triode to the delay multivibrator, V23 and
V24. The trailing edge of the delay multivibrator output
triggers a second monostable multivibrator, and the
length of the zero-flow sample is set by the second or
duration multivibrator. A cathode follower, V26, pro-
vides the relay pulse at the proper current level. Con-
tinuous monitoring of the time of the zero-flow sample
is done by applying the signal on the grid of V26 to the
Z or intensity axis of the oscilloscope used to monitor
the flow waveform. When recording under conditions of
widely varying pulse rate, it is necessary to “ride” the
delay control to maintain the sampling during the zero-
flow phase.

220
A
2.0t S\ 920K
130K
-1%0

AZ score out

Fig. 13—Base line sampler for mean-flow channel. 18, from output de amplifiers; 19, 1o sampling relay.

promise between the degree of smoothing or “integrat-
ing” desired and the desired speed of response to changes
in the mean flow. Since the mean flow is only about one-
fifth the magnitude of the peak flow, higher gain is used,
as mentioned above. Due to slight shifts in the base line
brought about by respiratory movements, in conjunc-
tion with the lact that the magnetic field is not per-
fectly steady during the gate phase because of a small
remaining tilt in the current waveform, it was found de-
sirable in some cases to continuously record the zero-
flow level. The opportunity 1o do this presents itself in
the ascending aorta, since during most of the latter part
of diastole the net flow is zero. The base line recording is
done by momentarily disconnecting the capacitor of
the “integrating” RC network during an appropriate
period late in diastole when the flow is zero. The result-
ing record is i dashed line representing mean flow, be-
neath which is a dotted line representing zero flow. The
“rero-taker” circuit is shown in Fig. 13. It is essentially
a device for operating the “integrating” capacitor dis-
connect relay at an appropriitte time in the cardiac cycle.

Throughout the signal channel, careful attention was
paid to signal level to assure linear operation. In order
to avoid the possibility of operating the flowmeter in
the region of nonlinearity, the bias voltages in the dc
amplifier were adjusted so that complete limiting oc-
curs above a certain signal level and is readily apparent
as a sharp clipping of the flow signal waveform. Up o
the clipping level, the over-all gain is perfectly constant.
This has the additional advantage of preventing acci-
dental burnout of expensive galvanometers when large
voltages are introduced in the input due to manipula-
tion in the course of an experiment.

Master Synchronizing Pulse Generator
4

To prevent any low-frequency beats, the flowmeter
carrier is synchronized with the power line frequency
by deriving the master synchronizing pulses from the
16th harmonic of the line frequency. Referring to I¥ig.
14, it is seen that generation of the higher order harmon-
ics is done by a pair of full-wave rectifiers fed at 90°
phase difference. A two-stage amplifier, V29, tuned to
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960 cps with the aid of reasonably high-Q toroidal in-
ductors, provides a clean sine wave. Attempts at utiliz-
ing a locked oscillator were unsuccessful, since consider-
able frequency modulation was always present. The
960-cps sine wave is clipped by V30 and the resulting
square wave differentiated. Half of V31 is diode-con-
nected and used to select only the positive-going sharp
spike. This master synchronizing pulse, amplified by
one half of V32 and passed through the other half con-
nected as a cathode follower, is cabled to the magnet
current generator chassis to trigger its multivibrator.
The gate pulse is positioned by the delay monostable
multivibrator V33 and V34. This is triggered by the
master pulse through a disconnect diode, half of V33.
The amount of delay, that is, the position of the gate-
opening pulse in the magnet half cycle, is set by the
length of the quasi-stable phase of the multivibrator
output waveform. The trailing edge of this waveform is
differentiated and used to trigger a second monostable
multivibrator, V35, which generates the gate pulse
waveform. The length of time that the flow signal is
sampled, i.e., the gate width, is determined by the
width of the waveform. In order to cable the gate pulse
to the amplifier chassis without distortion, a cathode
follower, V36, is used to reduce the output impedance.
Since the demodulator carrier must be in phase with
the gate, the same delayed trigger pulse that operates
the gate waveform multivibrator is used to trigger the
demodulator carrier multivibrator, V15. To insure that
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only the trailing edge is used, and to provide the proper
impedance level for cabling, V37 is used as a diode clip-
per and cathode follower.

The Magnet Current Generator

The magnet current generator is shown in Fig. 15.
A 480-cps square wave is generated by a bistable multi-
vibrator, V39, triggered by the 960-cps master syn-
chronizing pulses via a pair of disconnect diodes, V38.
The diodes, V40 and V41, acting as shunt limiters, deter-
mine the magnitude of the square-wave voltage applied
to the driver amplifier, V42. Four dual triodes, V43 to
V46, connected in push-pull parallel, serve as a class B
power amplifier to provide the current output of up to 1
ampere peak., The magnet is directly coupled in the
plate circuit of the output stage. Current feedback, in
the form of cathode degeneration, is employed in the
output stage to aid in achieving a flat-topped current
waveform. The magnitude of the output current is ad-
justed by setting the clipping level of the shunt limiters,
V40 and V41, This is done by adjusting the bias on the
control tube, V48. Since the magnitude of the flow sig-
nal for a given rate of flow is directly proportional to the
strength of the magnetic field, it is important that the
magnet current be maintained constant at its set level.
To accomplish this, the average magnet current is sam-
pled in its ground return and applied to the grid of con-
trol tube, V48. Any change in the magnet current will
then produce a correction by way of the feedbuck loop
formed. An ammeter in the cathode circuit serves to
monitor the average magnet current. V47 is used as a
cathode follower to supply the magnet square wave at
low impedance to the amplifier chassis for phase con-
trol of the demodulator carrier.

Performance

The usable sensitivity of the lowmeter is determined
by the instrument noise rather than its gain, for gal-
vanometers of almost any sensitivity may be connected
to the output terminals. The noise generated by the
input tube, V1, is by far the greatest noise source, and
amounts to approximately 15 uv peak-to-peak at a band-
width of 180 cps. Referring to the calibration graph,
this noise is equivalent to a flow of 400 ml/minute for a
12.5-mm sleeve and 340 ml/minute for a 9.5-mm sleeve.
The input transformer, when used, provides an addi-
tional gain of 5 ahead of the noise generated by the in-
put tube and therefore reduces the equivalent input
noise to about 3 uv or 70 to 80 ml/minute. The systolic
peak flow in the ascending aorta of a 12-kg dog is ap-
proximately 10 l/minute, and therefore the peak-to-
peak noise amounts to about 4 per cent of peak flow
when capacitance input is used or less than 1 per cent
when the transformer input is used. The input tube
noise is very nearly random and therefore proportional
to the square-root of bandwidth of the system. The 3.3-
second time constant in the mean-flow output channel
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Fig. 15—Magnet current generator. 25, trigger pulse input; 13 demodulator carrier phase-locking pulse ontput.

reduces the bandwidth by about 3600 times, thercby
reducing the equivalent noise in this channel to approxi-
mately 6 to 8 ml/minute.

The maximum transconductance of the flowmeter cir-
cuit described is 2000 mhos or 2-ma output current
per microvolt peak-to-peak flow signal, capacitor input.
The transformer input provides an additional gain of 5
times,

The net frequency response is determined by the low-
pass filter in the demodulator output and is shown in
Fig. 11. This shows the response to be substantially flat
to 150 cps.

In order to take advantage of this fast respounse, gal-
vanometers of high natural frequency (500 cps) are
used to record the flow signal.

A typical record of instantaneous cardiac output and
simultancous carotid arterial pressure of a 12-kg dog
under nembutal anesthesia is shown in Fig. 16. This
record was made on a llathaway S-14 E oscillograph
using 500-cps galvanometers. The timing lines are
spaced at one-tenth-second intervals. It should be
noted that despite the very large EKG signal existing
at the electrode site, there is virtually no trace of it
present in the flow record. The brief downward deflec-
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Fig. 16—Instantaneous flow in the ascending aorta and pressure
in the carotid artery of a 12-kg dog.

tion from the zero-flow line shows the rather high-
velocity back flow at the time of closure of the aortic
valve. The balance of the diastolic period shows no flow.
The area under the curve represents the stroke volume.
The pressure tracing was made with the aid of a Tech-
nitrol capacitance manometer.
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The Use of an Analog Computer for Analysis of
Control Mechanisms in the Circulation®
HOMER R. WARNERY{, ASSOCIATE MEMBER, IRE

Summary—Two approaches are presented to the study of regu-
lation in the circulatory system. One consists of programming on an
analog computer equations to represent part of the system and then,
using suitable transducer, substituting the computer for the bio-
logical component. An example is presented in which a part of the
mechanism which regulates arterial pressure (the carotid sinus) is
simulated. The other approach involves simultaneous solution of
equations derived to represent each system component. Simulation
of a transient disturbance in blood distribution (Valsalva maneuver)
is presented to illustrate the use of this approach in predicting the
role of each component in determining over-all system behavior.

INTRODUCTION

HE human heart and circulation are a complex
Tclosed-loop system consisting of distensible reser-

voirs, variable flow pumps and branched trans-
mission lines. Not only is the performance of each com-
ponent determined by the behavior of its immediately
adjacent component, but through the medium of the
nervous system, the characteristics of each component
may vary as a function of events taking place in remote
areas of the circulatory system and even outside the
system itself. Because of these complexities, it is no
wonder that to date a satisfactory apalysis of the circu-
lation as a self-regulated system has not been under-
taken. The purpose of this paper is to present two ap-
proaches to this problem, each of which involves the use
of an analog computer.

Part |

One approach consists of using the analog computer
to simulate part of a control mechanism. In the experi-
ment presented here, the organ being simulated by the
computer is the carotid sinus, a small organ made up of
stretch-sensitive nerve endings in the wall of a large
artery in the neck. The variable controlled by this organ
is arterial pressure.

From work done by others!? using an isolated carotid
sinus preparation it is known that the frequency with
which action potentials move along the carotid sinus
nerve from the carotid sinus toward the brain is directly
related to the pressure in the carotid artery (as long as
the pressure excecds a certain minimum value) and is
also a direct function of the rate of change of arterial

* Original manuscript received by the IRE, June 8, 1959. Sup-
ported by Grant 11-3607 U. S. Public Health Services.

f Cardiovascular Lab. of the Latterday Saints Hospital, Salt
Lake City, Utah.

' D. W. Bronk and L. K. Ferguson, “Impulses in cardiac sym-
pathetic nerves,” Proc. Soc. Exper. Biol. Med., vol. 30, pp. 339-341;
December, 1932,

1 H. W. Ead, J. H. Green, and E. Neil, “A comparison of the
effects of pulsatile and non-pulsatile blood flow through the carotid
sinus on the reflexogenic activity of the sinus baroceptors in the cat,”
J. Physiol., vol. 118, pp. 509-519; December 30, 1952.

pressure. In the present study the transfer function used
to represent the carotid sinus is

n

p— Po
where 7 is the frequency of impulses on the carotid
sinus nerve, p is the pressurc in the carotid artery, po
is the minimum static pressure capable of eliciting im-
pulses on the carotid sinus nerve, § is the lLaplace
operator, and k; and kg are constants.

The operation of the system may be explained by re-
ferring to Fig. 1. A risc in arterial pressure results in a
rise in e;, the input voltage to the computer. The output
voltage , eq, will also rise according to the transfer func-
tion shown and result in an increased rate of stimulation
of the carotid sinus nerve. The increased {requency of
impulses on the carotid sinus nerve produces relaxation
of the smooth muscles of small arteries and results ina
fall of arterial pressure back toward the control level. By
adjusting a bias voltage in the computer, the arterial
pressure can be adjusted and maintained over quite a
wide range.

= k]-“ + ""lv (1)
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Fig. 1—Diagram of experimen tal arrangement employed to simulate
part of the blood pressure regulating system. The rate of stimula-
tion of the carotid sinus nerve is proportional to the output
voltage from the computer ¢o.

Experiments were carried out to evaluate the dynamic
behavior of this system. The artificial system, when at-
tached in parallel with the dog’s own regulating mech-
anism, acts as an amplifier of carotid sinus function.
Variations in pressure were induced by producing varia-
tion in flow. The variations in flow were achieved by
stimulating a vagus nerve. The time-course of variation
in the frequency of vagus nerve stimulation results in a
pattern of heart rate and pressure variation of the same
frequency but opposite phase. This can be seen in Fig. 2.
Although the extremes of variations in amplitude of the
forcing function (rate of stimulation of vagus nerve)
remained constant, the resulting amplitude of the varia-
tion in pressure was frequency dependent. In the control
records, the largest variations in pressure occurred when
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Fig. 2—The effect of amplification of carotid sinus function. Varia-
tions in carotid artery pressure are produced by variations in the
rate of stimulus of the vagus nerve shown at the bottom of each
tracing. Note that although the amplitude of the variations in
stimulus frequency of the right vagus nerve remains constant,
the amplitude of the pressure variations which result is dependent
upon the period of these oscillations. Note that in the bottom set
of recordings where carotid sinus function is being amplified by
the clectrical regulator, the oscillations are even larger.

the pressure was varied with a period of 30 seconds.
That this phenomenon is the result of the activity of the
dog’s pressure regulating system is evident from the
fact that amplification of carotid sinus function (em-
ploying the clectrical regulator in parallel with the dog's
own system) increases the amplitude of the pressure ex-
cursions with the forcing function unchanged from the
control period. (See Fig. 3.)

The explanation for this phenomenon lies in the fact
that the response of the arterial smooth muscle to nerve
stimulation is very sluggish, having a time constant of
approximately 10 seconds.® When the period of the pres-
sure variation is 20 to 30 seconds, the phase lag between
input and output of the pressure controlling system is
180°, and amplification rather than attenuation occurs.

4 H. R. Warner, “The frequency-dependent nature of blood pres-
sure regulation by the carotid sinus studied with an electric analog,”
Circ. Res., vol. 6, pp. 35-40; January, 1958,
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Fig. 3-—Excursions in systolic and diastolic (maximum and minimum

with each heart cycle) pressure measured from recording shown
in Fig. 2 and plotted against the period of the variations in forcing
function (stimulus frequency of the left vagus nerve).

Examination of (1) shows that the carotid sinus does
have a mechanism for anticipating changes in pressure
in that it is sensitive to the rate of change of pressure.
This might in part compensate for the lag at the level of
the artery smooth muscle were it not for the nature of
the arterial pressure wave. Notice in Fig. 2 that with
each heart cycle, large excursions in pressure occur. The
rate of change of pressure with each heart beat is so
rapid that it completely masks the slope of any varia-
tions in mean pressure. For this reason the “lead” in
the carotid sinus mechanism is ineffective as a device
for anticipating changes in mcan pressure. That this is
true is shown by the fact that &, of (1) could be varied
from zero to large values without detectable affect on
the dynamic response of the pressure regulating system.

ParT Il

The analog computer may be used in another way to
study the regulation of the circulation. Through the
simultaneous solution of a set of differential equations
derived from current knowledge to represent each of the
system’s components, behavior of the system as an in-
tact unit may be predicted. Verification of such predic-
tions must then be made by comparing predicted with
observed system behavior.

Fig. 4 is a block diagram of the circulation. The sys-
tem is lumped as follows: the left atrium and pulmonary
veins are treated as a single reservoir, the left ventricle
is described as a system with two states, systole (con-
traction and emptying) and diastole (relaxation and
fitling), and the arterial bed is treated as a transmission
line. The system is symmetrical, the equations of the
two sides differing only in their coefficients. The analysis
will involve the variables, volume, flow, pressure and
time.

Fig. 5 shows the equations used to represent each of
these circulatory components and a diagram of the way
in which each of these equations is represented on the
computer. Another set of equations identical to these ex-
cept for their coefficients is used to represent the right
side of the circulation. The first equation expresses the
volume of the pulmonary vein-left atrial system as the
sum of the initial volume and the integral of inflow
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Fig. 4—This is a block diagram of the components into which the
circulation is lumped for purposes of the present analysis.
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Fig. 5—Equations used to represent the systemic half of the circula-
tion using the variables volume (), flow (f), pressure () and time.

Laplace operator notation (s) is used where convenient. The

relays which determine the systolic or diastolic state are controlled
from a magnetic tape recording of left ventricular pressure, thus
synchronizing the computer operation with the biological system.

minus outflow. Laplace operator notation “s” is used
where more convenient. This summation and integration
is carried out in the computer by feeding the voltages
representing flow 1 and minus flow 2 into an integrating
amplifier. The output voltage then represents v,. Initial
condition voltage on the amplifier is set to correspond
to the initial volume. Eq. (2), in Fig. 5, expresses the
relationship between pressure and volume in this com-
ponent. The function is plotted for the desired values of
the coefficients “a” and “n” and set up on a multiple-
diode function generator.

Eq. (3) (Fig. 5) represents the flow into the left ventri-
cle during diastole as a function of the pressure gradient
across the valve and a time lag (1) which depends on
the inertia of this element. The pressure-volume curve
for the ventricle is similar to that for the atrium but
with different coefficients. The left ventricle during
diastole will have a volume which is the integral of its
inflow plus its volume at the end of the preceding sys-
tole. This is shown in (5) in Fig. 5. The volume of the left
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ventricle during systole is given by (6) in Fig. 5. For the
derivation of this, refer to Fig. 6. During systole, the
ventricle can be likened to a capacitor which has been
charged up during diastole to a certain volume. The rate
of discharge of this capacitor will depend upon three
characteristics of the myocardium: 1) the static volume
—pressure relationship represented here as Ca; 2) the
coefficient of frictional forces (Rs), which limit the rate
of emptying; and 3) an inertia coefficient (Ls), which
limits the rate at which a given rate of emptying can be
achieved. In addition, the rate of ventricular emptying
will depend upon certain factors on the other side of the
aortic valve; namely, the distensibility (C3), and volume
(gs) of the aorta, the inertia of the column of blood in
the aorta (L3), and the frictional resistance to flow in
the arteries (R3). Eq. (6), in Fig. §, is an explicit expres-
sion for left ventricular volume (#2) during systole based
on this electrical analogy.

Flow into the aorta (Fy) is zero during diastole and
is given by the derivative of (6) in Fig. 5 during systole.
The volume of the aorta (V3) at any time is the integral
of the difference between inflow and outflow of the
arterial bed. Flow out of the arterial bed into the vein
(Iy) is related to the aorta volume by a constant and a
lag factor with a time constant of T4 A similar set of
equations, but with different coefficients, is used to
represent the right side of the circulation. In the com-
puter the systolic and diastolic states are determined by
two alterative positions of a set of relays. These relays
are synchronized with systole and diastole of the experi-
mental animal being studied. From a recording on mag-
netic tape of the subject’s ventricular pressure pulse a
signal is derived which allows the computer to trigger
the relays at the proper time.

Fig. 7 shows examples of the type of systematic analy-
sis that can be performed with this technic. Here the
effect on the predicted time course of left ventricular
volume and aortic inflow of changing certain equation
coefficients is shown. Each record shows a control
tracing together with the function obtained after in-
creasing one of the system’s parameters by a factor of
two. A decrease in stroke volume may result from in-
creasing either the frictional coefficient (R.) or the ca-
pacitance (Cs) of the ventricle. Ignoring inertia of the
ventricle (Ls) produces an unrealistic initial spike on the
aortic inflow curve. Increasing peripheral resistance
(R3) decreases stroke volume, while increasing arterial
capacitance increases stroke volume. Increasing dias-
tolic capacity of the ventricle (1/as) increases both
stroke volume and end systolic residual volume. Each
of the system’s parameters may be systematically
studied in this manner. It seems likely that the rapid
progress being made in the development of transducers
should soon make it possible to test the accuracy ol
these predictions in experimental animals.

IR Warner, “A study of the mechanism of pressure wav:
distortion by arterial walls using an electrical analog,” Circ. Res.
vol. 5, pp. 79-84; January, 1957.
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-Electrical analog used to derive the equatrions describing the
performance of the left ventricle and the arterial bed.
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Fig. 7—The effect on the predicted time course of left ventricular
volume and aortic inflow of changing certain equation coefficients,
IZach record shows superimposed a control tracing and the wave-
form obtained when the system parameter designated is doubled.

Using the equations here presented, a prediction may
be made of the response of the whole circulatory system
to a transient disturbance. Since the system is a closed
loop, such a prediction involves solving all the equations
of the system simultaneously. One such solution is
shown in Fig. 8. The physiologic situation being simu-
lated is called a Valsalva maneuver and is performed by
the subject attempting a forced expiration against a
closed glottis. Such a maneuver increases intrathoracic
pressure and thus prevents blood from returning to the
heart. Because all the blood which leaves the lungs is not
replaced, a redistribution of blood between the pul-
monary veins and systemic veins occurs. Thus, to simu-
late the state of affairs at the end of a Valsalva maneuver
the initial voltage on the pulmonary vein—left atrial
integrator is made lower than its equilibrium value and
the voltage on the right atrial-systemic vein integrator
higher than its equilibrium value. Upon starting the
problem, the predicted response of the system to release
of the Valsalva can be observed.

The solution shown on the left in Fig. 8 was obtained
with constant coefficients in all of the equations. This
predicted time course of aortic volume is similar to the
time course of aortic pressure obtained in an animal de-
prived of reflex activity by prior administration of
blocking drugs. The response shown in the tracing on
the right was obtained by allowing peripheral resistance
(R3) to vary as a function of aortic volume and a time
lag such as was demonstrated in the first part of this
paper for the carotid sinus mechanism. An overshoot is
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Fig. & Time course of aortic volume predicted from simultaneous
solution of all sixteen equations when Ri is constant (left) and
when R;is allowed to vary as a function of arterial volume (right).
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Fig. 9—Block diagram of system currently being employed to eval-
uitte the transfer function of biological systems in the author’s
laboratory.

now evident such as is seen in the arterial pressure curve
of a normal subject with an intact reflex system follow-
ing release of a Valsalva maneuver.

This set of equations predicts a rapid return to equi-
librium for the circulatory system following transient
disturbance of several types. This is true in the presence
of a wide variety of values for each of the system'’s pa-
rameters with one exception, the exception being the
case of very high flow in which some overshoot may be
observed even with constant coefficients.

The adequacy of the equations presented is currently
being evaluated using the system shown in block dia-
gram in Fig. 9. Up to seven variables may be recorded
from the biological system during an experiment. These
are recorded on multi-channel magnetic tape using fre-
quency modulation. The tape recorder has two trans-
ports. Data are originally recorded using a reel-to-reel
transport and then segments are copied onto a tape loop
for analysis along with additional programming data.
Thus, transient phenomena recorded on the tape may
be reproduced over and over again for analysis. Some
variables reproduced from the tape are displayed on a
multichannel oscilloscope for comparison with values
for the corresponding variables being predicted by the
computer. The computer coefficients are varied until the
best possible fit between predicted and recorded wave-
forms is obtained. If a solution is not found which ac-
curately predicts the experimental observation, a new
equation must be sought. On the other hand, when an
equation is found whose solution conforms to the experi-
mental data, the generality of this equation must be
judged by its ability to predict system behavior under
other experimental conditions.
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Some Engineering Aspects of Modern

Cardiac Research®

D. BAKERT, sTUDENT MEMBER, IRE, R. M. ELLIS],
D. L. FRANKLINTY, anp R. F. RUSHMER¥

Summary—Classical investigation into the function and control
of the heart has been conducted on anesthetized open-chested dogs.
Unfortunately, both the anesthetics and the exposure of the heart
affect cardiac function. Hence, more realistic information would be
obtained if the heart could be studied in intact conscious animals. A
system has been developed to make possible continuous analysis of
the action of the heart in the healthy unanesthetized dog during its
spontaneous activities. This system involves the continuous measure-
ment of the pressure within the chambers of the heart, the size of
these chambers, and the flow of blood out of the heart. Heart rate,
stroke volume, average blood flow, effective cardiac power and work,
and other information are continuously derived from the directly-
measured parameters by means of analog computers. Several new
instruments were developed to solve the problems unique to meas-
urement in an intact animal. The dimensions of the heart chamber
are obtained by measuring the transit time of pulsed sound passing
across the chamber. Blood flow is measured by comparing the up-
stream and downstream transit times of bursts of sound passing
through the moving blood. An isothermal flow meter utilizing a tiny
thermistor on the tip of a catheter provides an alternate measure of
flow. A miniature, differential transformer type of pressure trans-
ducer was developed for measuring pressure within a heart chamber.
The system provides a means by which hypotheses regarding
cardiovascular function and control may be rapidly and accurately
evaluated.

INTRODUCTION
&NALYSIS of the heart asa pump poses problems

not generally encountered in engineering prac-
tice. Since the heart is normally inaccessible,
direct measurement of crucial variables is extremely
difficult. Measurements made while the heart is exposed
may not reveal its normal function. Exposure of the
heart greatly alters its environment, so that its activity
is distorted. In addition, the anesthetics necessary to the
surgical operation greatly depress, or eliminate, the con-
trols normally exerted by the nervous system. Neverthe-
less, the classic concepts of cardiac function and con-
trol have been derived primarily from studies con-
ducted on exposed or isolated hearts of experimental
animals. It is obvious that more realistic information
can be obtained if the size and function of the heart are
measured in intact animals.
The standard method of studying the size and shape
of an internal organ is by means of X rays. Although
the combination of X-ray techniques with still or motion

* Original manuscript received by the IRE, July 16, 1959. This
work was supported by grants fromn the National Institutes of Health
and the American 1leart Association.

t Dept of Physiology and Biophysics, University of Washington
School of Medicine, Seattle, Wash.

{ Seattle Development Laboratory, Minneapolis-Honeywell Reg-
ulator Co., Seattle, \Wash.

picture photography has provided evidence of errors
in cardiologic theory and is valuable in the diagnosis of
heart diseases, application of these methods to the
study of the normal changes in the heart and its four
chambers is limited. Among the limitations is the need
for many serial exposures which must be individually
measured. Also, since the subject must remain squarely
between the X-ray tube and the photographic film or
flourescent screen, responses to common activities such
as running cannot be studied.

For all these reasons, a completely new set of elec-
trical and electronic techniques was developed. These
permit continuous measurement of the basic parameters
of cardiac function in intact conscious dogs while they
are eating, sleeping, and exercising; startle reactions
and other emotional responses can also be recorded.
The use of analog computers eliminates much tedious
analysis for derived functions; storage of basic experi-
mental data on tape makes it possible to perform these
analyses at leisure.

The requirements for the gauges were unique and
very stringent. For example, the transducers to be in-
stalled within the chest must be sterilized and” must
produce only minimal interference with the function of
either the heart or the lungs. The wires must extend
through the body wall and sustain repetitive flexion
by each heart beat and breathing movement without
breakage. To assure complete recovery of the animal
before measurements are made, the gauges must func-
tion for considerable periods while continuously bathed
in fluids which are as corrosive as sea water. The in-
struments must not cause blood clots or be inactivated
by formation of scar tissue. It was deemed necessary
that the output of the gauges be recorded continuously
by direct-writing instruments so that the changes in
heart function could be accurately related to specific
actions such as running on a treadmill and external
events such as the slamming of a door.

The function of a pump can best be described in
terms of changes in three basic parameters: dimensions,
pressure, and flow. Specially designed gauges which
meet the general criteria listed above have been success-
fully used to measure each of these variables in the en-
closed heart. The derived functions obtained by means
of the analog computers have included heart rate in
beats per minute, instantaneous rate of change of di-
mensions, a function of “power” developed by the con-
tracting muscle, a function of “work” performed per
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stroke, and accumulated “work” per unit time.! One
device, an ultrasonic flowmeter, registers instantaneous
volume flow per unit time. Its output is integrated to
determine volume flow per stroke and accumulated
volume flow per unit time.?

MEASUREMENT oOF HEART DIMENSIONS

The principal dimensions to be measured are the di-
ameter, the length, and the circumference. The gauges
used successfully for these measurements have included
variable-inductance diameter and length gauges, vari-
able-resistance circumference and length gauges, and
mutual-inductance and sonar diameter gauges.

Variable Inductance Gauge

This linear displacement transducer may be used to
record the distance between two points when the space
between them is unobstructed.® The gauge consists of a
long thin coil of copper wire wound on a nylon cylinder
into which a magnetic stainless-steel core can be slid.
The end of the coil is fastened to the inner side of one
wall of a heart chamber and the end of the core is fas-
tened to the opposite wall. The inductance of the coil
is varied by the position of the core and is therefore a
measure of the distance between the two points of at-
tachment,

A precalibrated gauge of this type is reliable and
stable. It may be balanced in the bridge circuit of a
carrier-wave strain-gauge amplifier, and the signal ap-
plied to a direct-writing recorder. Coil transducers with
a diameter of 2 mm and a working range of 1.5 cm to 3
cm have been used very successfully to record the inside
dianieter and length of the left ventricle in dogs’ hearts.
A typical application is shown in Fig. 1(a). Although
gauges of this type have the disadvantage of requiring a
difficult surgical operation for placement, several have
functioned satisfactorily for as long as 26 days after
surgical installation.

Variable Resistance Gauge

A small-bore rubber tube filled with mercury can
serve as a simple and effective dimensional gauge?-
when electrodes are attached to its ends. As the tube is
elongated, the mercury column has greater length and
a smaller cross-section area. The electrical resistance of
the mercury column is a function of the length of the
gauge. Measurement of the resistance change is ac-
complished by connecting the gauge as one arm of a

' R, F. Rushmer and T. C. West, “Role of autonomic hormones on
left ventricular performance continuously analyzed by electronic
computers,” Circ. Res., vol. 5, pp. 240-246; May, 1957.

2 D, L. Franklin and R. M. Ellis, “A pulsed ultrasonic flowmeter,”
Federation Proc., vol. 17, p. 48; March, 1958.

3 R. F. Rushmer, R. M. Ellis, and A. A. Nash, “Continuous meas-
urements of left ventricular dimensions in intact, unanesthetized
dogs,” Circ. Res., vol. 2, pp. 14-21; January, 1954.

1R, F. Rushmer, “l.ength-circumference relations in the left
veutricle,” Circ. Res., vol. 3, pp. 639-644; November, 1955.

8 R, F. Rushmer, “Pressure-circumference relations of the left
ventricle,” Amer. J. Physiol., vol. 186, pp. 115-121; July, 1956.
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Fig. 1—Diagrams of various techniques used to provide instanta-
neous and continuous records of heart dimensions and representa-
tive tracings. (a) Changes in diameter vary inductance of coil;
electrical change is recorded by means of Sanborn carrierwave
amplifier. (b) Mercury-filled rubber tubes change their electrica)
resistance when stretched. When such a tube is attached to heart
wall, circumference or length can be measured. (c) Transit time
of sound bursts traveling between barium titanate crystals is a
measure of distance. (d) Amount of coupling between two ad-
jacent coils is a measure of distance between them.

bridge circuit excited by either alternating or direct
currents. This gauge has been employed in many ap-
plications, a few of which are illustrated in Fig. 1(b).

The variable resistance gauge provides useful infor-
mation concerning changes in dimensions, but lacks the
long-term stability required in typical chronic prepara-
tions. The length and circumference of the heart and the
circumference of the aorta®? and other vessels have been
successfully recorded over periods of one to two weeks.

§ R. F. Rushmer, “Pressure-circumference relations in the aorta,”
Asmer. J. Physiol., vol. 183, pp. 545-549; November, 1955.

7 A. P. Greer, H. lrisawa, and R. F. Rushmer, “Applications of
electrokymography based on a comparison with records from di-
mensional gauges in situ,” Amer. Heart J., vol. 57, pp. 430-437;
Mrch, 1959,
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Mutual Inductance Gauge

A device utilizing the effect of mutual inductance is
presently being applied to the study of the pressure-
volume relationships in the large veins leading to the
heart.® The technique previously described by Perry
and Hawthorne? is quite simple and extremely effective
[Fig. 1(d)]. It consists of placing two copper coils on
the opposite sides of a large blood vessel. One coil is
driven at frequencies up to 600 kc; the other, a pick-up
coil, has an output proportional to the distance between
the coils. The output from the pick-up coil is detected
and filtered for additional amplification and presenta-
tion on a Sanborn recorder. Through careful shaping of
the coils, the output can be rendered quite linear over a
small range of diameters (e.g., 0.01 cm and 3 ¢m). The
mutual-inductance gauge has been used on blood vessels
of moderate size (e.g., the coronary arteries). Its con-
struction and compact size give it attributes well suited
to measurements in intact animals, provided the angular
rotation can be controlled.

Sonocardiometer

The principles of sonar and pulse timing circuitry
provide a means of measuring the dimensions of internal
organs in the intact animal. The first application of
pulsed sonar at this laboratory was for measurement of
the diameter of the left ventricle of the dog’s heart.'®
Preliminary investigations revealed that the velocity
of sound in tissue is approximately 1500 mps. The dis-
tance to be measured was expected to vary between 25
mm and 70 mm. This range corresponds to transit
times varying from 16 usec to 45 usec, which can be
measured easily.

Transducers made of barium titanate crystals with a
resonant frequency of 3 mc (in the thickness mode) were
chosen to obtain good resolution. The crystals were
mounted on opposite ventricular walls to serve as trans-
mitter and receiver respectively [Fig. 1(c) and Fig. 2].

The transmitter crystal was excited through minia-
ture coaxial cables from the transmitter located in a
relay rack. When short bursts of 3 mc sound are passed
between the two crystals the transit time is a measure
of the distance between them. The repetition rate of
these sonic bursts is variable from 1000 to 2500 pps.
A bistable multivibrator can be used to generate a
pulse whose width is proportional to the transit time of
these bursts. This is accomplished by triggering the
multivibrator at a time slightly delayed from the in-
stant of transmission, and then having it turn off at the

8 H. Irisawa, A. P. Greer, and R. F. Rushmer, “Changes in the
dimensions of the venae cavae,” Amer. J. Physiol., vol. 96, pp. 741-
744; April, 1959.

?S. L. C. Perry and E. W. Hawthorne, “A new method for meas-
urement of instantaneous dimensional changes of left ventricle, kid-
neys and other organs in animals,” Federation Proc., vol. 17, p. 123;
March, 1958.

10 R. F. Rushmer, D. L. Franklin, and R. M. Ellis, “Left ven-
tricular dimensions recorded by sonocardiometry,” Circ. Res., vol. 4,
pp. 684-688; November, 1956.
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Fig. 2—Sonocardiometer. Top, block diagram of instrument to
measure travel time of 3 mc bursts of sound passing between two
crystals attached to the heart. A short time after the transmitter
fires, a bistable circuit is triggered. This transit time conversion
pulse is terminated by the received signal. The width of the re-
sulting pulse is proportional to travel time and when integrated
forms a voltage which can be calibrated in units of distance.
Bottom, waveforms obtained.

instant the signal is received. The bistable pulse can be
integrated and filtered to provide a dc output voltage
which can be calibrated in terms of a linear dimension.
Since the repetition rate of the transmitted pulses is over
1000 pps, the frequency response of the sonocardiometer
is in excess of 50 cps. This response characteristic makes
it possible to measure very rapid changes in dimensions.
The application of the sonocardiometer is by no means
restricted to dimensional measurements of the heart.
Two of these instruments have been successfully used
to register simultaneously the dimensions of the spleen
and liver.! In this instance the circuits were synchro-
nized aswould be required whenever the sonocardiometer
is used with other pulse equipment. In general, this
instrument can measure the distance between the trans-
ducers in many different biological structures. The pres-
ent effort to improve this instrument is to extend its
usable operating range for measurements down to 2 mm
so that small blood vessels can be studied.

MEASUREMENT OF PRESSURE

Standard commercial pressure transducers are suffi-
ciently sensitive to record the pressurc developed within
the chambers of the heart. [fowever, these gauges can-

W, G. Guntheroth, “Function of liver and spleen as venous
reservoirs,” Federation Proc., vol. 17, p. 63; March, 1958,
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pressure in the left ventricle of the dog heart. (¢) Schematic diag

not be installed within the chest cage because they are
too large, too heavy, and will not withstand the cor-
rosive action of body fluids. To eliminate these objec-
tions, a miniature differential-transformer pressure
transducer was specifically designed for mounting at or
near the heart in dogs to be studied some time later.
This instrument was designed by \Wayne E. Quinton,
Supervisor of the Medical Instrument Shop of the
Health Sciences Division, University of \Washington,
Seattle. A pressure difference across the diaphragm dis-
places the iron core within the differential transformer
to produce an electrical unbalance {Fig. 3(a), 3(c)]. The
resulting output is amplified and demodulated by a
Sanborn strain-gauge amplifier and presented continu-
ously on recording paper.

The average sensitivity of these gauges is 0.0384 volt,
per mm llg, per volt applied to the input coils. The sensi-
tivity has been checked over a period of several months
and found to be very stable. The zero drift has been
measured at less than 0.2 mm Ilg/°C. The frequency
response exceeds 50 cps.

Because of its small size (3 inch by } inch), the gauge
can be readily mounted adjacent to the heart, with con-
necting tubing extending into its pumping chambers
[Fig. 3(b)]. Such gauges performed satisfactorily for
days or weeks after being installed within the bodies of
experimental animals.

ram of transformer. (i1) Waveform of left ventricle pressure.

MEASUREMENT OF FLow

Continuous measurements of the instantaneous flow
into and out of the heart are essential for a complete
understanding of its function. By relating blood flow to
other continuously recorded parameters, one can derive
many otherwise hidden relationships. A wide variety of
techniques are available for recording blood flow into or
out of the heart in anesthetized animals. In general
these methods correspond to those employed in measur-
ing flow of fluids through pipes and inciude orifice
meters, rotameters, and bubble and bristle flow meters.
In each case, the sensing element is in contact with the
blood and therefore is not suitable for measurements
over days or weeks because blood clots change the cali-
bration. For studies of blood flow in intact animals, flow
meters must be applied to the outside of blood vessels,
must have long-term stability of base line and calibra-
tion, and must be sensitive to levels of flow between
zero and several liters per minute.

The electromagnetic flow meter promises to be a very
useful instrument for these purposes.'?*®* However, our

12 A. B, Denison, Jr., M. P. Spencer, and H. D. Green, “A square-
wave electromagnetic flowmeter for application to intact blood ves-
sels,” Circ. Res., vol. 3, pp. 39-47; January, 1955.

13 A, Kolin, “An ac induction flowmeter for measurement of blood
flow in intact blood vessels,” Proc. Soc. Exper. Biol. Med., vol. 46, pp.
235-239; February, 1941,
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attention was directed to the development of pulsed
ultrasonic flow meters, which were promptly employed
for studies in intact animals during various kinds of
activity.?" An isothermal flow meter has also been de-
veloped and used successfully.!®'® The effect of nuclear
magnetic resonance has also been used in measuring
blood flow.!?

Sonic Flow Meter

Experience gained from the development and applica-
tion of the sonocardiometer suggested the possibility
of building a flow meter utilizing similar techniques. If
bursts of 3-mc sonic waves pass diagonally through a
stream of flowing blood, the transit time between two
points is longer when the waves pass upstream, and
shorter when the waves pass downstream. The differ-
ence in transit time upstream and downstream is pro-
portional to the mean velocity of blood flow. If the
diameter of the segment of vessel between the crystals is
held constant, the volume flow per unit time is propor-
tional to the mean velocity. With this technique a flow
section was constructed with piezo-electric crystals
mounted as shown in Fig. 4.

Under these conditions the transit time of ultrasonic
vibrations upstream between the two crystals can be
expressed by:

d

c —

cos 0.

tu =

Conversely the transit time downstream can be ex-
pressed by:

W = cos 8,

c+ VvV
d=distance between crystal faces,

c¢=velocity of sound in still medium,
‘@ =angle between crystal and flow axis.

These equations can be arranged to show the differ-
ence in transit axis time:
2dV

0—'0C080.
¢t —

At = ld — tu =

Since the stream velocity is less than one thousandth
of the velocity of sound in a still medium, the term V2
can be considered negligible. Since the angle ¢ and the
distance between crystals are held constant,

2d
Al = —cos 0V = KV.
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" D. L. Franklin, R. M. Ellis, and R. F. Rushmer, “Aortic blood
flow in dogs during treadmill exercise,” J. Appl. Physiol. (in press).

15'S. Mellander and R. IF. Rushmer, “Venous blood flow recorded
with an isothermal flowmeter,” Acta Physiol. Scand. (in press).

!¢ S. Mellander, “Venous blood flow recorded with an isothermal
flowmeter,” Federation Proc., vol. 17, p. 394; March, 1958.

'"P. Buchman, “Nuclear Magnetic Resonance Blood Flow-
Meter,” M.S. thesis, University of Washington, Seattle; 1959,
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Fig. 4—(a) Flow section for ultrasonic flow meter has barium titanate
crystals mounted to pass 3-mc sound bursts diagonally through
a blood vessel. Blood flow is not restricted when the section is
mounted around a vessel. (b) Flow meter output voltage is a
linear function of flow.

Although the velocity of sound ¢ in the medium has
been found to remain unchanged during the period of
the experiment, this potential variable can be monitored
at will by using an oscilloscope.

The time of travel of a short burst of sound from one
crystal to the other is measured by using a ramp voltage.
During the transit time of the sound a capacitor is
charged at a constant rate (ramp function). The arrival
of the ultrasonic waves at the receiver crystal triggers
the discharge of this capacitor. The maximum voltage
attained is a measure of the transit time. To measure
the difference in transit time a series of sonic bursts are
switched alternately upstream and downstream by me-
chanical choppers.

At zero flow the transit times upstream and down-
stream are equal. The envelope of the ramp voltages up-
stream and downstream is a 400-cycle square wave with
an amplitude which is proportional to the difference in
transit time. This square wave is amplified, synchro-
nously detected, and filtered to provide a dc voltage
which can be calibrated in terms of flow.,

The primary circuit blocks and the significant wave-
forms for one series of transmitted pulses either up-
stream or downstream are shown in the diagrams of
Figs. 5 and 6.

The synchronizing circuits generate a series of pulses
(6-10) which trigger the transmitter, shown on line 1 in
Fig. 6(a). The transmitter responds to each trigger pulse
by exciting the transmitter crystal with 0.2-usec 80-
volt pulse. These pulses are coupled through choppers
to the transmitting crystal on the flow section. The re-
ceiver input appears on line 3 of Fig. 6(a). At the instant
the transmitter fires, an electrical coupling occurs at

the receiver input. A few microseconds later, according
\
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Fig. 5—Operational block diagram of a pulsed ultrasonic flow meter
used to measure blood flow in intact unanesthetized dogs. When
groups of 3-mc sound bursts are alternately sent upstream and
downstream, difference in travel time is a measure of flow
velocity. Device uses standard pulse techniques.
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6(b). The choppers, Fig. 5, switch the pulse trains into
their proper channels, the upstream pulse trains to the
upstream peak detectors, and so on. The difference in
voltage levels appearing at the output of the upstream
and downstream peak detectors is a measure of the
difference in transit time. The chopper preceding the
output circuits alternately picks these voltages off in
synchrony with the upstream and downstream pulse
trains. The result is the square wave shown in Fig. 6(b),
line 2. The output circuits synchronously detect and
filter this wave to provide a voltage output which is
proportional to flow.

Synchronism of several flow meters is easily achieved
due to the pulse nature of the circuitry. This character-
istic makes possible the instantaneous measurement of
flow at several points. The sonocardiometer has been
successfully synchronized with the flow meter on many
occasions to secure simultaneous dimension and flow
measurements.

WAVEFORMS OF PULSE TRAIN FOR UP 8 DOWNSTREAM

28v
X\ ¥/
Stratched Bootstrop Output
13501 =900 13s0f =900 1350 | psec.
Peak Detector Output AT (b)
Flow Quiput 1 Vedt Otos0V
FLOW WAVEFORM
€0 ¢c /ec.

Fig. 6—(a) Wavelorms for the ultrasonic flow meter illustrating timing of transmissions in either upstream or downstream direction. Groups of
6-10 pulses are sent alternate directions at a rate of 800 groups per second. Amplitude of linear voltage rise (bootstrap output) is pro-
portional to travel time of transmitted 3 mc sound burst. (b) Difference in amplitude of stretched sawtooths is proportional to difference
i transit time between upstream travel and downstream travel. A voltage representing this difference is a measure of flow velocity. (c)

Waveform of aortic flow is measured with this device.

to the transit time, the sonic vibrations traveling
through the blood arrive at the receiving crystal. The
small electrical signals appearing at the receiver input
are amplified and limited. This limited output appears
on line 4 in Fig. 6(a). I'rom the synchronizing circuits
comes another output, a delayed trigger, as indicated
in line 2 of Fig. 6(a). It controls a bistable multivibrator
which gates the linear ramp function generator (boot-
strap circuit), line 5 in IFig. 6(a). The receiver output
pulse corresponding to the received signal is differen-
tiated and used to close the gate, interrupting the ramp
function. The amplitude attained by the ramp function
is then a measure of the transit time. Measurement of
the peak amplitude is facilitated by stretching the
bootstrap sawtooths by a ringing circuit [line 5, Fig.
6(a) . An upstream and downstream pulse train to il-
lustrate the difference in peak amplitude, corresponding
to a difference in transit time, appears in line 1 of Iig.

Isothermal Flow Meter

\When a heated thermistor bead is placed in a flowing
stream, the rate at which heat is carried away by the
stream is a measure of the mean flow velocity. A flow
meter based on this principle has been developed in this
laboratory.!3'% A thermistor bead is attached to a long
wire-like probe called a catheter. The thermistor can
easily be placed in a blood vessel by threading the
catheter down the vessel from some convenient entry
point.

The thermistor bead is connected into one arm of a
balanced dc bridge circuit so that cooling of the ther-
mistor by increased flow will cause unbalance of the
bridge. A change of balance is thus a measure of the
temperature of the thermistor. This effect is utilized to
provide an error signal to a circuit whose purpose is to
heat or allow cooling of the thermistor so that balance
of the bridge is maintained. The output of this circuit
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Fig. 7—The analog computer arrangement nceded to compute the effective power of the heart wall. Power is defined as the rate of change
of ventricle diameter multiplied by the ventricle pressure. Each block consists of an operational amplifier with the proper feedback to

perform a given function,

is an ac voltage which is capacitively coupled to the
thermistor. If the power fed to the thermistor is con-
tinuously monitored, a signal which is proportional to
flow is developed.

NUCLEAR MAGNETIC RESONANCE FLow METER

Nuclear magnetic resonance has been used experi-
mentally to measure blood flow. P. Buchman,!” devised
a technique to accomplish this while working on a
master's thesis in electrical engineering. When protons,
whose spin axis has been properly aligned, are passed
through a varying magnetic field, the amount of energy
required to resonate and flip them over is a measure of
the number passing per unit time. The energy absorbed
is a measure of the volume flow.

The development of this meter was undertaken as a
feasibility study. Initial evaluation indicates that it can
be used in certain blood flow measurements.

DATA PROCESSING AND STORAGE
Analog Compuiations

Analog computers are a powerful tool in the deriva-
tion of new concepts of the heart as a pump. Data repre-
senting the fundamental parameters of dimensions,
pressure and flow have been reduced to provide such
information as heart rate, pressure-volume loops, and
functions of power, work, and accumulated flow.!:18

18 R. F. Rushmer, O. Smith, and D. Franklin, “Mechanisms of

cardiac control in exercise,” Circ. Res., vol. 7, pp. 602-627; July,
1959,

The computation of rate, power, and work is shown
systematically in Fig. 7. The integrating, differentiating,
and multiplying circuits are built up around standard
amplifier units. An indication of the effective power gen-
erated by the heart walls is derived by multiplying the
left ventricular pressure by the rate of change of the left
ventricular diameter or circumference. If the diameter
or circumference can be considered continuously pro-
portional to the volume we then have an uncalibrated
record of the power output of the heart. Work is then
the integral of power. These functions are recorded as
continuous information along with the primary param-
eters. The output of blood per stroke and accumu-
lated flow per unit time (i.e., two seconds) can be de-
rived from the instantaneous flow information by inte-
gration.

Tape Recorder

An extremely valuable tool used in conjunction with
the computer is a four-channel FM tape recorder. Be-
sides providing storage for valuable data, the tape re-
corder permits the investigator to concentrate on re-
cording the basic parameters.

Then, at a later date, all the derived functions can
be computed from the tape. This method of operation
reduces the instrumentation required for a particular
experiment and permits more extensive data reduction
and analysis.
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Rate Meter

The measurement of heart rate at frequencies as low
as 40 beats per minute posed a problem. llere, again,
the problem was one of providing a dc output voltage
proportional to the variable measured.

The repetition rate of the heart is equal to the re-
ciprocal of the period between beats. The sharp rising
pressure pulses, occurring with each heart beat, trigger
a circuit for measuring the period. This trigger controls
a ramp function (bootstrap circuit) which is allowed to
rise during the interval between pressure pulses. The
ramp generator is reset and immediately restarted at
the leading edge of each pressure pulse. The peak volt-
age, which the ramp function attained, is proportional
to the length of the period. This peak voltage is then
stored in a capacitor, Fig. 8. A phantastron divider
circuit develops the reciprocal of this voltage. The out-
put of this circuit is then calibrated in terms of heart
rate. Tests have shown that the instrument is linear
from 30 ppm to 250 ppm. It responds to changes in cycle
length which occur from one beat to the next. This
feature is important because of the random cycle length
of the heart beats. The rate meter can be used to ana-
lyze taped data, either at the time of an experiment
or later.

A SysTEM CONCEPT

Information from a complicated experiment can be
obtained by several technicians hovering over a few
independent instruments. However, this method of op-
eration can never enjoy the flexibility and potential of a
well-planned, fully integrated system. This has been the
engineering philosophy in our laboratory. Our ultimate
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Fig. 8—Top, block diagram of meter to register heart rate by
measuring the period between beats. During interval between
beats a hnear voltage rise is generated by charging a capacitor
at a constant value (bootstrap sweep). Rate is computed by
taking the reciprocal of the peak voltage attained at end of each
linear rise. The reciprocal computer is a circuit whose output
pulse width is proportional to the reciprocal of period. When
these pulses are integrated, a function of rate is formed. Bottom,
waveforms obtained.

goal has been to develop a centralized instrumentation
system which is highly compatible with the physio-
logical environment, and which can be operated by
medical investigators with minimal engineering back-
ground.
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Stability, Oscillations, and Noise in the Human
Pupil Servomechanism®
LAWRENCE STARK, M.D.}

Summary—The pupil reflex to light has been considered as a
servomechanism, a self-regulated error-actuated control device.
This cybernetic approach, requiring the experimenter to make quan-
titative measurements in animals with a fully intact central nervous
system, was made possible using a pupillometer designed for awake,
cooperative human subjects. This instrument provided an elec-
tronically controlled light stimulus as well as continuous records of
both pupil area and light intensity. Sinusoidal changes in light in-
tensity, small enough for linearization assumptions, were injected in
an open loop fashion to determine the transfer function for pupil
system behavior. The pupil servo is quite stable and has a low gain
with an attenuation slope of 18 db per octave beyond 1.5 cps. One
line of investigation using pharmacological agents has suggested
the triple lag to be contributed by the physical law representing the
viscosity of the iris neuromuscular system. Another experiment used
artificially increased gain to produce instability oscillations whose
frequency was predictable from the low gain transfer function. Still
another investigation has shown the pupil system to contain much
noise. This noise is not a result of instability, nor generated by the
smooth muscle of the iris, nor by other elements of the pupil servo-
loop, but is injected into the loop from another part of the brain.
Further studies in progress are defining nonlinearities in the pupil
and retinal system in order to set up an accurate analog model of
the pupil system in the form of a program for a digital computer.
The general manner in which pupil behavior is shaped for various op-
erating ranges and frequencies throws light on the power of an adap-
tive servomechanism to maximize its utility to the organism. The
value of the cybernetic approach is demonstrated by both the clari-
fication which these concepts, derived from control and communica-
tions engineering, have introduced into the understanding of pupil
behavior as well as by the precision of the experimental data ob-
tained using measurement techniques adapted for physiological
purposes.

INTRODUCTION

HE PUPIL of the eye acts as a regulator of light
Timpinging upon the retina. The transfer function
and noise characteristics of this stable type zero
servomechanism (Fig. 1) will be presented in this paper.
The normal behavior of the pupil system can be modi-
fied by changing the experimental conditions. Then such
interesting phenomena as instability and oscillations can
be demonstrated.
The pupil was chosen for study from a host of possible
examples of biological servosystems for several rea-
sons.!? First, its motor mechanism, the iris, lies exposed

* Original manuscript received by the 1RE, July 23, 1959. Aided
by grants from the Natl. Science Foundation and the Natl. Inst. of
Neurological Diseases and Blindness. In addition to colleagues and
students who are co-authors of papers referenced here, the author
wishes to thank Profs. G. H. Glaser and P. N. Schultheiss for their
advice and encouragement.

t Asst. I’rof. of Neurology, Yale University School of Medicine,
New Haven, Conn.

'\WW. S. McCulloch, “Cerebral Mechanisms in Behavior—The
Hixon Symposium,” John Wiley and Sons, Inc., New York, N. Y.;
1951, See “Why the mind is in the head,” pp. 42-57.

* N. Weiner, “Cybernetics,” John Wiley and Sons, New York,
N. Y., 149 pp.; 1948
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Fig. 1—A simple servosystem. This shows forward and feedback
paths in the servoloop and different components therein. Symbols
are explained in diagram and text. Dashed lines indicate where
loop might be opened and a disturbance be introduced, and re-
sponse around the loop measured.

behind the transparent cornea for possible measure-
ment without prior dissection. This had previously been
exploited for scientific and clinical researches by using
high-speed motion picture cameras. Further, by em-
ploying invisible infrared photographic techniques,
measurements can be made without disturbing the
system, because its sensitivity is limited (by definition)
to the visible spectrum. Second, the system can be dis-
turbed or driven by changes in intensity of visible light,
a form of energy fairly easy to control, and painless in
its administration to the subject. The first two advan-
tages lead to still a third: the possibility of performing
experiments on awake, unanesthetized animals whose
nervous system is fully intact and functional. In fact,
all of the experiments to be discussed below have been
performed on human subjects. Lastly, the system re-
sponds with a movement having only one degree of free-
dom, a change in pupil area, which simplifies the system
equation analysis.

The pupil is so widely observed an organ that most
persons are already acquainted with certain basic facts
of its anatomy and physiology. The pupil is the hole in
the center of the iris muscle which enables light to enter
the eye and impinge upon the retina, the sensitive layer
of the back of the eye. The retina is comprised of pri-
mary sense cells containing photosensitive pigments
which trap photons and subsequently stimulate nerve
cells. The retina is part of the central nervous system
and possesses a complex multineural integrative (i.e.,
information transforming) apparatus. The optic nerve
leads mainly to the visual cortex of the cerebral hemi-
spheres via a relaying station, the lateral geniculate body.
However, some fibers, called the pupillomotor fibers, go
directly to the brain stem and relay in the pretectal
area and thence to the Edinger-Westphal nucleus. This
nucleus contains the nerve cells, part of the parasym-
pathetic system, whose fibers (after an external relay
in the ciliary ganglion) control the powerful sphincter
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muscle of theiris. Fiber tracts also go to the sympathetic
system in the spinal cord. lere, nerve cells send fibers
back to the orbit, after relaying in the superior cervical
ganglion. The dilator of the pupil is controlled by these
sympathetic fibers and is responsible for the wide dila-
tation of the pupils after the administration of adrenalin.

Lxcitation of the Edinger-Westphal nucleus produces
constriction of the pupil and it is also probable that in-
hibition, i.e., decrease in the operating level, of this
nucleus is also the most important mechanism for di-
lating the pupil.

Any further relevant and necessary details of neuro-
anatomy will be discussed in the main body of the paper.
The reader is assumed to possess a knowledge of linear
servomechanism as presented in a college text such as
Schultheiss and Bower.®

ExririMENTAL METHODS

In order to obtain careful, quantitative data from the
human pupil system under a  variety of experimental
conditions we felt it would be impossible to use the older
infrared photographic techniques,’® and developed a
simpler modification of this technique. In Fig. 2 the

essential nature of the experimental arrangement of,

our pupillometer is shown.
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Fig. 2—Lxperimental arrangement. Optical portions of visible light
stimulus path are not shown. Modulator cousisted of polaroid
filters in rotary oscillation with respect to each other. A fixation
point was provided, as well as a biteboard.

The pupil area was measured continuously by re-
tlecting infrared light from the iris onto a photocell.
The pupil is ordinarily black because most of the light
passing through the pupil into the eye is absorbed by
pigment layers behind the retina, Thus, when the pupil
is large (and the iris small) less light is reflected from
the front of the eye onto the photocell. When the pupil
is small (and the iris large) more infrared light is re-

3 P.\W. Schultheiss and J. L. Bower, “An Introduction to the
Design of Servomechanisms,” John Wiley and Sons, Inc., New York,
N. Y., 500 pp.; 1958.

1 Q. L.. Lowenstcin, “Pupillary reflex shapes and topical clinical
diagnosis,” Neurology, vol. 5, pp. 631-644; 1955.

5 S. A. Talbot. “Pupillography and Pupillary Transient,” Ph.D.
dissertation, Dept. of Physics, Harvard University, Cambridge,
Mass.; January, 1938.
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flected onto the photocell. In this manner we obtained a
convenient and continuous measurement of the system
response. At first an attempt was made to use specular
reflection from the iris in order to improve linearity of
the response, but retinal specular reflection was also ob-
tained and this was not negligible. Therefore the use of
scattered light reflection from the iris onto the infrared
sensitive photocell was an important part of the ex-
perimental instrument design. Another way of increas-
ing the signatl-to- noise ratio was by the use of a relatively
small area of infrared illumination of the iris. This was
arranged to be only slightly larger in diameter than the
largest diameter of the pupil. The use of & narrow spec-
tral band of infrared light shaped to the infrared spec-
tral sensitivity of the photocell also aided in this ex-
perimental approach. The elimination of the long wave-
length infrared meant that most of the heat and dis-
comfort to the subject was removed. The output of the
photocell, a vacuum-type no. 917, was fed directly into
the high impedance input of the recording amplifier.
There was a small capacitance across it in order to re-
move high-frequency noise, and the tube and leads were
shielded. The photocell housing could be shifted for
studying the right or left eye. The infrared sensitive
photocell was shielded with an infrared Wratten fiter
to eliminate the effects of stray visible light. Whenever
beam splitters were placed in the path of the infrared
light these were made dichroic to minimize attenuation
of infrared light. The infrared light source was a 35-mm
slide projector with a built-in fan for cooling, aund it was
supplied from a constant voltage transformer to obtain
stability of light intensity. -

In order to translate the photocell currents into pupil
area measurement it was necessary to calibrate the
instrument. Such a calibration is shown in Fig. 3. This
was obtained by taking flash photographs of the pupil
and at the same time noting the amount of photocell
current. The flash of light naturally produced a pupillary
response in the subject but the photographic measure-
ments were over and completed before the pupil had
a chance to respond. There has been found a fairly pro-
portional relationship between pupil area and photocell
current, but in the figure one can see that there is a
diversion from linearity. However, this is small and
not significant within the range of most of the experi-
ments, and was not corrected for. The calibration
camera was a permanent part of the apparatus and was
a single lens reflex camera with a built-in viewfinder.
A dichroic beam splitter was placed so that most of the
visible light reflecting from the iris was transmitted to
the camera while interfering relatively little with the
measuring infrared light. The electronic photoflash
light was heavily filtered to permit only bltue light to
illuminate the iris, a practice which markedly reduced
intensity and discomfort for the subject, as well as the
effect on the infrared measuring photocell. An event
marker automatically indicated on the recording graph
the instant the photograph was taken, The camera view-
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Fig. 3—Response calibration. Response photocell current is shown in
arbitrary units. Pupil area was determined from diameter meas-
urements, from enlarged photographs. Each point is average of
two or three flash photographs taken at same light intensity.

finder had excellent split-image focusing so that the
subject could be uaccurately determined to be in the
focal plane of the camera. Further details concerning
the positioning of the subject’s head and eyes will be
given in a later portion of this section. Each individual
that was studied in these series of experiments was
separately calibrated because of the differences in
infrared reflectivity of various subjects’ irises. It was
noted that subjects with brown eyes generally gave
more infrared retlection at a stated pupil diameter than
subjects with blue eyes.

The stimulus light had to be controlled in a quantita-
tive manner. Originally, rotating polaroid films were
used to obtain sinusoidal intensity changes. However,
since the original work was reported, an electronically
controlled light source has been developed to provide
a flexible stimulus system in which light intensity can
be varied sinusoidally or in a stepwise fashion, the dc
level may be adjusted, and other experimental arrange-
ments which will be discussed later are made possible.
The central features of the stimulating light system are
shown in Figs. 4 and 5. Current passing through a glow
modulator lamp (Sylvania 1131C) changes the light
intensity. In order to linearize the power amplifier
and glow modulator lamp a vacuum photocell (no.
929 with a wide linear range) was inserted into the
system to sample a portion of the visible light stimulus.
The output of this monitoring photocell was fed back
into the first stage of the high-gain amplifier. Thus, the
high-gain amplifier and the power amplifier, controlling
current through the glow modulator, were made to
follow the output of the monitoring photocell. Other
aspects of this circuit included a filter to reduce high-
frequency response and keep the amplifier stable and
the use of limiters to protect the glow modulator tube.
Various inputs were used to drive the light source. They
included a low-frequency sinusoidal oscillator, step
generator, and dc level changes.
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It was also possible, since the measuring system
provided a voltage proportional to the pupil area, to
feed back this pupil area voltage to control light inten-
sity. For example, if the pupil became larger we could
use the pupil area signal to decrease the light intensity.
In this way we could oppose the effect of the pupil sys-
tem and so open the loop. Again, the polarity of the
signal representing the pupil area could be changed and
then fed back to the light control amplifier. In this way
a higher gain system could be obtained. For example,
if the pupil area became smaller the light intensity
would be turned down. In this way the pupil area
change would have a much greater effect than it would
have from consideration of the optical geometry. It was
possible to control quantitatively the amount of pupil
area feedback to the light control system. Increasing
the gain, as shown later, makes the entire system unsti-
ble and oscillations of the pupil system are obtained.

The optical arrangement of the stimulus light was
most important. Several arrangements of the stimulat-
ing light are shown in Fig. 6. Under normal closed-loop
operating conditions light was diffuse so that changes in
the pupil area could affect the amount of retinal flux.
Provision was made, however, for careful focusing of
the stimulus light so that the entire light beam entered
the pupil in the form of an image of a small disk whose
diameter was smaller than the smallest diameter of the
pupil. Changes in pupil size could then have no effect
on flux on the retina. This arrangement of stimulus
light, shown in Fig. 6(b), produced the open-loop operat-
ing condition by removing the influence of system re-
sponse over<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>