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Superconductivity

J. Volger

Although it was discovered half a century ago, the phenomenon of superconductivity had,
until recently, still not yielded up many of its secrets. In the last few years the situation
has changed. Although by no means all the experimental data have been adequately ex-
plained, we now have a reasonably good understanding of the nature of superconductivity
and of the strange properties of superconductors of the second kind, discovered a few years
ago. These properties are in many respects the opposite of those that for decades have
been considered characteristic of a superconductor. Some members of this group, the
“hard” superconductors, which remain superconducting in strong magnetic fields and when
carrying high currents, have in a short time attracted considerable interest from the de-
signers of magnet coils. An article about coils which have been made in Philips Research
Laboratories for producing very high magnetic fields will shortly appear in this journal.
In the article below a brief survey of present knowledge of the phenomenon of super-

conductivity is given.

Introduction

The discovery of superconductivity

The phenomenon of superconductivity, which in
recent years has attracted a great deal of attention
through the publication of new "experimental or
theoretical discoveries or promising technical appli-
cations, was first observed in 1911 by Kamerlingh
Onnes and his research assistant Holst ( fig. 1). At the
Leyden Physics Laboratory, where Kamerlingh Onnes
had in 1908 been the first to succeed in liquefying
helium, and which was later named after him, a series
of investigations was at that time being performed on
the electrical conductivities of metals in the newly
attained temperature range. The electrical resistance of
metals exhibits a positive temperature coefficient, and
it was considered probable that the resistance of a
metal would drop to a very low level if the temperature
were reduced to very close to absolute zero. However,
in the course of some measurements with a mercury
wire, it was then found that at a certain temperature
(about 4 °K) the resistance, which was already very
low, suddenly became too low to measure [1], This
discovery was followed by many similar ones over the

-years, and it is now known that about half the metals

and metallic elements in the periodic system can be-
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come superconducting below a certain “transition”
temperature T, while the same is also true for many
hundreds of compounds and alloys.

Extensive research has made it clear that super-
conductivity should not be regarded as a property (the
decrease of the resistivity to zero), but rather as a state.
We now, therefore, speak of the superconducting
phase 2. The superconducting phase exhibits a large
number of striking features whose interrelation has
become much clearer over the past few years, and
which are also of technical interest.

The availability of low temperatures

The ease with which low temperatures can be reached
today (here we mean temperatures near that of liquid
helium, about 4 °X), compared with the trials and trib-
ulations of the pioneering years, is a factor of con-
siderable significance in research into and application

“of superconductors.

Viewed more broadly, man’s ability to achieve low
temperatures is really of very recent date. The discovery

1] H. Kamerlingh Onnes, Comm. Phys. Lab. Univ. Leiden 12,
Nos. 122b and 124c, 1911. A survey of the initial period of
research into superconductivity will be found in C. J.
Gorter, Rev. mod. Phys. 36, 3, 1964 and K. Mendelssohn,
ibid. p. 7. .

2] For the “conventional” considerations on superconductivity
see F. London, Superfluids, Dover Publ., New York 1961,
and D. Shoenberg, Superconductivity, Cambridge Univ.
Press, Cambridge 1952. A survey of the recent developments
is also given in E. A. Lynton, Superconductivity, Methuen,
London 1964. :
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and mastery of fire dates back thousands of years. The
production of cold, on the other hand, was not success-
ful until the last century, as can be seen clearly in fig. 2.
The points in this figure represent the principal suc-
cesses achieved through the years. The liquefaction
of helium marked an important stage along this road.
Further cooling would now only be possible by means
other than the liquefaction of gases. It is indeed worthy
of note that, for about thirty years, research at ex-
tremely low temperatures was possible at only three
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An important factor in all this is the availability of helium it-
self. Its concentration in the atmosphere is very low (5> 1076).
Nevertheless, it is possible to obtain helium from air since it is
one of the by-products of the large air-rectification installations
now in use for the production of oxygen, argon, etc. The gas can
also be obtained in small quantities by heating certain radioactive
minerals. The most economical method of obtaining it is from
sources of natural gas containing helium. Here, the helium is
the end product of radioactive conversions, which has been re-
tained under domed impermeable layers of rock and happens
to have become mixed with natural gas trapped in the same geo-
logical structure. As far as is known, the natural gas fields in the

Fig. I. H. Kamerlingh Onnes (right) and G. Holst, who wus research assistant 1o Prof.
Kamerlingh Onnes at the time of the discovery of superconductivity in [911. Dr. Holst
(later Prof. Holst) was to become the founder of the Philips Research Laboratories and
their director till 1946.

laboratories in the world, the Kamerlingh Onnes Labo-
ratory at Leyden and laboratories in Toronto and Ber-
lin. Now, however, there are many hundreds of research
and development centres where helium can be lique-
fied and used as a coolant for all kinds of investigation.
Among these centres are many large industrial labora-
tories; this comes about chiefly because of the keen
interest at such laboratories in solid-state research, for
which low temperatures are now essential. In addition
there is more interest than ever before in the technical
problem of liquefaction itself. We should mention
here the spectacular success of Collins, who has con-
siderably improved the expansion machine forming
part of the Kapitza-type helium liquefier. The helium
liquefier developed by Collins is in commercial pro-
duction and has been on the market now for ncarly
twenty years. This has contributed considerably to-
wards the post-war increase in cryogenic research
and engineering. The development of a helium lique-
fier based on the Stirling cycle has also recently been
successful [3] and this machine ofters considerable pro-
mise.

T — ==
103K, |
Thilorier Faradoy |
[usnoima /% Caitetet et al. |
. 343
102 sold CO; Uy pictet 1877
O and ether  iq.CaHe. o8
> CzHs. g0 g Z*.:ar 1883
reezing - solrd Nz
i mixtures 2’3_ 5 =
. 1
fs qu ewar 189!
70|
lig. He @8 Kamertingh Onnes 1908
7 boiting He under[ g IR0 mes a2"
reduced pressure R Keesom 1926
Gd sulphate B Graugue and
Mc Dougatl 1933
07
de Haas,
etichygemaon K-cr atlum{ ® Wiersma and
) Kramers 1934
10
Cs-Ti alum g de Haas c.5.1935
K-Cr alumaGorter c.s.
1849
1073}
1074 3 L J
1800 1850 1900 1950

Fig. 2. A diagram which shows how recent is man’s penetration
of the field of low and very low temperatures. The dots are in
effect the milestones in the history of cryogenic research.
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south of the United States of America are the richest in helium.
Many sources there contain a small percentage of helium, and
some contain as much as 7 to 9 mol%,. The helium is separated
off by cryogenic methods. At present, annual production is
estimated at 5 1010 litres at n.t.p. To obtain 1 litre of liquid he-
lium about 800 litres of gas at n.t.p. are needed. The known world
reserves should be some 5 X 1012 litres of gas at n.t.p. The con-
sumption of helium in cryogenic research and technology is
relatively low and amounts only to a small percentage of total
production. More than half the world’s production is used for
welding and as a compressing gas for the liquid fuel in space craft.

Superconductivity and electrical technology

Industrial interest in a physical phenomenon lies in a
“quality” or “outstanding feature” of that phenom-
enon. And in fact, the absence of electrical resistance
unlocks a wealth of new possibilities. Although the
highest transition temperature so far found is still as low
as 20.05°K, the possibility of using underground
cooled superconducting cables for electricity supply,
in certain densely populated areas such as London, is
already being seriously examined to see what advan-
tages it might offer. There is also interest in the use
of superconducting elements for logic circuits (“cryo-
trons™). Some very interesting possible uses include
superconducting magnet coils which can be used to
give very high magnetic fields, sometimes with flux
densities greater than 10 Wb/m2 (100 000 gauss) over
volumes large enough to be of interest in technical
applications 4], One wonders how many other even
more impressive changes in electrical technology are to
be expected if superconducting materials with a transi-
tion temperature of 50 or 100 °K are ever produced.
Even though insulation losses are no problem today —
modern insulating materials permit the escape of less
than 1 W per m? at a temperature difference of 300 °K
— the existence of such materials with higher transi-
tion temperature would appreciably reduce the techni-
cal difficulties and expense of cold production, both of
which go up as the temperature goes down. Thus in
practice the production of 1kWh of cold at 77 °K
requires 10kWh of electric energy, butat4°K 1000kWh
are required.

Nevertheless, it is to be expected that, even if super-
conductors with transition temperatures well above
20 °K are never found, superconductivity will still
find its applications in technology.

The superconducting state

Comparison with the normal state

The theoretical treatment of conduction in a normal
metal is fairly simple. The electrons can be regarded
as independent particles which travel through the
crystal in all directions at random velocities. If there is
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no electric field, the average velocity is zero. If there is a
field, however, the electrons move with a certain
average velocity, the drift velocity, in a certain direc-
tion. The velocity distribution of the electrons is thus
not symmetrical about zero.

In this situation the conduction electrons transfer at
collisions more energy on average to the crygtal lattice
than they receive, and heat is developéd. Between
collisions, the energy which has been/given up is re-
covered from the electric field. T;,is/ is an irreversible
process, so that the current qui;;kly drops to zero once
the field has been switched off “The velocity distribution
then once more becomes symmetrical about zero.

If we are to apply qyz(htum'mechanics, we must con-
sider the “cloud” of conducting electrons as a gas
whose particles obey the rules of the Fermi-Dirac
statistics: in accordance with Pauli’s exclusion princi-
ple the various quantum states which we know from
wave mechanics may only be occupied by one electron.
This means that, at absolute zero (T = 0), and zero
electric field, all levels with energy lower than a certain
value Ey (the Fermi energy) are occupied and all
higher levels are unoccupied. At a higher temperature
the boundary between both regions is not so sharp.
Roughly speaking this tikes an energy interval of
magnitude kT distributed about the_ value Ex (k is
Boltzmann’s constant). In this scheme, the flow of
current means that some electrons  hdve begun to
occupy higher, previously unoccupied, energy levels
by taking up energy from the field. The loss of energy
on collision corresponds to falling back to a lower
energy level. In the normal state, the flow of current is
possible only through the excitation of separate elec-
trons.

In a superconductor the situation is quite different.
According to Bardeen, Cooper and Schrieffer [5], exten-
sive ordering has been established in the material.
Electrons with an equal but opposite electromagnetic
momentum (see below), particularly those whose ener-
gy values lie in a narrow interval around Ew, have
entered into a strong interaction in pairs, through the
intermediary of the lattice vibrations. The details of
this interaction, which can extend over a relatively
large distance, will not be further dealt with here but we
should point out that, in the ground state of the elec-

31 G. J. Haarhuis, Proc. 12th Int. Refrigeration Congress,
Madrid 1967, p. 894.

41 The work done in this field at Philips Research Laboratories
will be discussed in an article by A. L. Luiten which will
shortly appear in this journal. :

A general survey, with particular reference to large mag-
nets, will be found in C. Laverick, Superconducting magnet
technology, Adv. Electronics and Electron Phys. 23, 1967.

5] A summary of the theory of Bardeen, Cooper and Schrieffer
together with an extensive bibliography:is to be found in
J. Bardeen and J. R. Schrieffer, Progress in low temperature

physics 3, 170-287, 1961.
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tron pairs, the total electrorﬁagnetic momentum of the
two electrons is exactly zero. (This should not however
be taken to imply that their total mechanical- mo-
mentum or the velocity of their common centre of
gravity is also zero.) Moreover, the total energy of the
electrons forming such a pair is slightly lower than it
was before the interaction took place. Before going
into the question of how such an ordering leads to
superconductivity, let us have a quick look at the
appearance of the band diagram in both cases, paying
particular attention to the density of states.

The two graphs of fig. 3 show the curve of the
energy E against the momentum p of an electron on
the right, and the curve of the density of states N
against E on the left, all the curves referring to energy
values near to Ep. The reference point chosen for the
energy is Ey. For a normal metal (fig. 3a), N gradually
rises with E; the relation between E and p can for
example be parabolic. At T =0, there are no E
values greater than Er and no p values greater than py.
At T > 0, some electrons have a greater energy and,
correspondingly, some levels with lower energies than
Ey are unoccupied.

For a metal which is in the superconducting state
(fig. 3b), there is a gap — a forbidden zone — of width
24 in the spectrum of the possible energy values of the
electrons around Efy. Just above and below this gap,
the density of states is much greater than in the nor-
mal state. The electrons which in the normal state popu-
lated the region between Ex — 4 and Er + 4 can
take up a position in these edge regions. The quantity
24 could be said to be the “binding energy” of the
pairs which is liberated when they are formed. At T=0,
A has its maximum value which we call 4o, and the
highest energy level which is occupied is Ex — do. The
value of 4y is a characteristic of the material. At tem-
peratures above absolute zero but below T, there is a
certain thermal excitation and as a result of this the
“bond” is broken for a number of pairs. The “loose”
electrons formed have a higher energy than Eyx + 4
and thus lie in the energy band above the gap; they
may justifiably be regarded as “normal” electrons in
a “sea” of “superconducting” electrons.

If the temperature is increased, the percentage of
“normal” electrons increases while 4 decreases.
Finally, 4 = 0; this happens when T has reached the
transition temperature T¢. An external magnetic field
also has a similar effect, since 4 can be made to fall to
zero by increasing the magnetic field above the critical
value H. This value becomes smaller as the tempera-
ture increases.

We should also like to point out here that there are
limits to the current in a superconductor, even at
T = 0O and at zero external magnetic field. This may be
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Fig. 3. a) The relationship between the energy £ and the momen-
tum p of the free electrons in a metal in the normal state is shown
on the right. The abscissa axis is drawn at the level of the Fermi
energy Er. The curve of the density of states N against E, around
E = Ey, is shown on the left.

b) The same for a metal in the superconducting state. N(E) = 0
in a zone of width 24 around E = Ey.

explained as follows: if the drift velocity of an electron
— which increases with the current — exceeds a certain
value (24/pr), the energy per electron becomes greater
than E¥ + 4 and transitions to states of individual
electrons with an energy Er + 4 are possible. In other
words, electrons forming a pair can then separate and
once more become “normal”. At a higher temperature
or if there is a magnetic field, this situation occurs at a
lower velocity, i.e. at a lower current.

Why, now, is the electrical resistance of a metal to
which fig. 3b applies zero ? Although it is very difficult
to answer this question properly in words, i.e. without
bringing in the quantum-mechanical treatment of the
problem, we can at least say the following. The tran-
sition from the situation of fig. 3a to that of fig. 3b
(the transition of the electrons from the free to the
paired state) must be regarded as a “condensation” of
the electron gas. Excitation of individual electrons is
not now required for a current to flow: a current must
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be regarded as a state of the condensate as a whole.
This state exhibits perfect persistence because transi-
tion to an energetically lower state is impossible either
because there is no such state or because the probabili-
ties of transition are infinitely small; both cases will
be discussed later. The transfer of energy to the lattice
is therefore impossible and there is no development of
heat and no resistance.

In the quantum-mechanical treatment of the super-
conducting state, the condensate of electrons corre-
sponding to the above is described by one single wave
function (r); here, r is the co-ordinate of position.
Since u(r) is a complex function, it can also be written
in the form u(r) = |p(r)| exp je(r), i.e. as the product
of amplitude and phase factors. The amplitude factor
is in general independent of r and can be related to the
concentration of the superconducting electrons.

The way of looking at the transition from the normal
to the superconducting state as a condensation, and
therefore as a phase transition, corresponds to the fact
that it occurs at a sharply defined temperature, just as
in the well-known phase transitions vapour — liquid
and liquid — solid.

The temperature T¢ and the width 24, of the gap at
absolute zero are proportional to each other. Bardeen,
Cooper and Schrieffer, extending the theory of
Frohlich, have calculated that T and 4o depend on the
vibration spectrum of the lattice — particularly on the
Debye temperature @p—, on the density of states N
of the electrons in the normal state close to Ey and on
an interaction parameter V, according to the relation:

—1

240 = 3.52kTe ~3.52k0Pp e .
0 Cle D XPN(EF)V

M

In many cases the experimental results could be
described by a relation of this form.

An interesting implication of equation (1) is the
“isotope effect”. In this effect, the transition tempera-
ture of isotopes of the same element depends upon the
mass M of the nucleus. Since @p is inversely propor-
tional to /M, the same must apply for the transition
temperature. This effect had in fact already been found
experimentally in 1950 [€],

In metals which have a slightly more complex band
structure in the normal state (e.g. the s and the d band
overlapping), the situation can be different from that
shown in fig. 3b. Recently, cases have been found in
which the drop in the density of states around £ = Ep
is far less marked than the figure shows, and also the
isotope effect is not found in all metals. Furthermore,
it seems that the interaction between the electrons need
not necessarily take place through the lattice vibrations.
Thus the question as to what direction to take in look-
ing for a superconducting material, i.e. the question of
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the key to the “electron engineering” of superconcfuc-
tors, has still not been answered satisfactorily.

Two kinds of current

To assist the understanding of what follows, we
should point out here that we have to distinguish be-
tween two kinds of current in superconductors, the
Meissner currents and the transport currents. In the
first case, the total charge transport through every
cross-section of the superconducting body is equal to
zero, just as it is for an eddy current in an ordinary
conductor; a Meissner current flows in the presence
of a magnetic field. With the transport current, there is
in fact a net charge transport through a cross-section, as
in a normal conductor connected to a voltage source.
We shall first of all discuss the connection between cur-
rent and magnetic field.

Londor’s first equation

We shall now show that London’s first equation,
which describes the connection between current and
magnetic field for a superconductor, may be directly
derived from the basic property of a pair of electrons,
the property that its electromagnetic (or generalized)
momentum P is zero [7]:

P=2mv-+2eA=0. N )

Here m and e are the mass and the charge of an elec-
tron, v the velocity of the centre of gravity of the pair
and A the vector potential. The occurrence of the
term eA is a result of the presence of the magnetic
field H whose relationship to the vector potential is
given by:

H=curl A, B €))

which, if A is to be uniquely determined, requires that:
divA=0. .. .......... ®
If we now reduce (2) to

v = —eA/m,

@

we see that the local value of v is proportional to that
of the vector potential. From this we can derive the
following. First of all, the normal component of v at
the surface of a superconductor will be zero, and the
same must therefore apply to the normal component
of the vector potential, in agreement with the require-
ment div A = 0. Furthermore, using (2), we can derive
an expression for the current density j in a super-
conductor by substituting the expression found for v

[6) E. Maxwell, Phys. Rev. 78, 477, 1950; C. A. Reynolds,
B. Serin, W. H. Wright and L. B. Nesbitt, Phys. Rev. 78,
487, 1950.

71 For London’s own calculations, see his book 21,
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in the relation j
electrons):

nev (1 is the concentration of the

j = nev necAlm, ... )]

which can be reduced by (3) to:

curl j = —ne*H/m. SRR . (6

This is London’s first equation for a superconductor
and takes the place of Ohm’s law. (London’s second
equation relates to non-stationary states and does not
need to be taken into account in this article.)

Just as (5) is a direct consequence of P = 0, so can
(6) be regarded as a direct consequence of the equation:

curl P =0. . . . . (7)

This is the most general expression for London’s first
equation.

The current flowing in a superconductor in the pres-
ence of a magnetic field should be regarded as an
aspect of the ground state of the condensate, which is
determined by the condition P = 0. The application
of the magnetic field only causes a slight shift in the
energy value appropriate to the ground state, in exact-
ly the same way as, say, the energy value of the elec-
trons in the shells of an atom is shifted slightly when
a field is applied.

We shall not deal with the quantum-mechanical
treatment of this, but we should like to point out that
the condition P = 0 implies that the wave function
w(r) describing the condensate has no spatial variation:
wave mechanics show that the gradient of ¢ is, in fact,
proportional to the momentum P and is therefore zero
i P — 0. The “wave” represented by the wave func-
tion is here one of constant amplitude (see above)
and an infinitely long wavelength.

The Meissner cffect; the penetration depth

The current just mentioned, which tlows in a super-
conductor when a magnetic field is applied, has a very
marked spatial variation, and the same is true of the
magnetic field inside the superconductor. This will be
seen directly it London’s equation (6) is combined with
the Maxwell equation:

curl H — j, B : y . (8)

which also applies in a superconductor. It is then
found that:

V2H H/2, . . )
where

A = (m/ne2)1/2, (10)

The parameter A has the dimension of length. It is a
“characteristic length”, which will always appear in the
solution to (9) whatever the boundary conditions, and
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is generally referred to as the penerration depth. If the
values applying in a normal metal are substituted for
m and n in (10), we lind for 4 a length of the order of
only 100 nanometres (1000 A).

The nature of the value 2 and the meaning of the
name “penetration depth” become clear if we look at
the simple situation sketched in fig. 4. Here, a super-
conductor and a non-superconductor are separated
by a plane but otherwise extend to infinity. In the non-
superconductor there is a magnetic field of strength H,
parallel to the plane of separation. If we now examine
the way in which the strength H of the magnetic field in
the superconductor varies as a function of the distance
x from the plane of separation, we find:

H(x) = Hgexp (—x/4). (1

The magnetic field strength has thus already dropped
to about a third of Hg at the depth x = 4. (A solution
of (9) like that of (11) but with a positive exponent
can also be found, but this has no physical significance
here.)

Fig. 4. The penetration depth 4 characterizes the distance that a
magnetic field can penetrate into a superconducting body. The
strength H of this tield has the value Hg outside the body.

In u more complicated case, e.g. that of a cylinder of
circular cross-section, the solution is also more com-
plicated, but it is always found that H decreases as the
depth inside the superconductor increases. The magnet-
ic field inside a superconductor is reduced with respect
to the external field by the action of a current. The
spatial distribution of this “screening” or Meissner
current satisfies an equation which, like (9), follows
from (6) and (8) and has the same form as equation (9):

\VA (12)
Thus the Meissner current has the same depth of pen-
ctration as the magnetic field. The interior of a super-
conductor is field-free because the external field is
exactly compensated by the magnetic field of the screen-
ing current.

i/72.
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The state of field exclusion also sets in spontaneous-
ly in a metal which is cooled in a magnetic field to
below the transmission temperature. This very im-
portant feature was first established by Meissner and
Ochsenfeld in 1933. It demonstrates that a supercon-
ductor differs fundamentally from a conductor of zero
resistance and has pointed the way to the understand-
ing of the superconducting state as a phase.

The transport current through a superconductor; the
persistent current

The currents discussed above were reaction currents
— or magnetization currents — brought about by the
external field. It was tacitly assumed that we were
dealing with a singly-connected body, i.e. one in
which each path through its interior from a point P
to a point Q can be transferred continuously by means
of infinitely small changes into any other path between
P and Q. If such a body is cut by a plane, the integral
of these currents across the cut surface is equal to zero.

In order to prepare for situations which can occur in
a multiply-connected body, let us now discuss the
case of a superconducting rod with its ends connected
to a battery by copper wires. A transport current can
thus be passed through this rod, and the integral of the
current across a cross-section is now not equal to zero.
The forces which form the electron pairs remain
effective, but the value of the generalized momentum
is, in this case, no longer equal to zero:

P =2mv + 2eA #0, (13)

as we shall explain in 2 moment.

A superconductor through which a transport
current is flowing does not remain in the ground state.
In this case the superconducting condensate enters a
state of collective excitation without there being any
question of excitation by decoupling of the pairs.

Here, too, the starting point for the treatment of the
electrodynamic behaviour is London’s equation of the
form curl P = 0. It follows from this equation that
even though the field is now due to the flow of injected
current, the current and field distribution are still
determined by (9) and (12), and that, in particular, the
concept of penetration depth retains its significance.
Like the Meissner current, the transport current flows
in a thin skin at the surface of a superconducting rod.
There is neither current nor field within it but the vector
potential A now has a value different from zero. The
integral from which A can be calculated by means of
Maxwell’s theory:

A = [(i/r) dz. (14)

(where j is the current density in the volume element
dr at a distance r from the point where A is required),
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now gives a value different from zero. This explains
why P cannot be zero.

A special case of the collective excitation of the su-
perconducting condensate noted above is the persistent
current in a superconducting ring, i.e. a current which
is induced in the ring and continues to flow unattenuat-
ed as long as the ring remains superconducting. Here
again, the basis for an electrodynamic approach is one
of the equations curl P = 0 or curl j = —ne2H/m, but,
at a given external magnetic field, there are now several
solutions for the currents in the superconductor, and
not just one, as was the case for a singly-connected
superconducting body.

As with the flow of a transport current in a super-
conducting rod connected to a current source, the flow
of a persistent current in a ring must be regarded as a
situation in which P s£0. In the wave-mechanical
approach given above, this means that the collective
wave function will in this case have a spatial wave-like
variation: if P is not zero, g varies uniformly with the
co-ordinates and v does have the character of a period-
ic function. We shall now see that this has rather re-
markable consequences for the magnetic flux enclosed
by the ring.

Flux quantization

A ring, like any other doubly-connected body, is
characterized for superconductivity by the central
region (the “hole”) in which y = 0. The superconduct-
ing body has been pierced by either a hole, or a tube of
normal material. In the latter case, the normal material
need not be chemically different from the supercone
ductor, a magnetic field in the central region could hav-
been applied to remove the superconductivity. With
this topological structure it is possible that P = 0
without there being any external current source, but
the related spatial dependence of @ now poses a prob-
lem connected with the uniqueness of . If we assume
that p extends over macroscopic distances, the ring
must be a whole number of wavelengths along its
circumference, just as it is for the path of an electron
in an atom. As in atomic physics (Bohr, Sommerfeld),
this is the case if the “phase integral” $Pd/is a whole
multiple of 4, Planck’s constant:

$Pdl = nh. (15)

Here, d/is an element of the integration contour and »
is an integer. It can be shown directly from (15) and
(3) (see below) that the magnetic flux @ passing
through the surface of a cross-section is therefore the
n-times multiple of a flux quantum @y, equal to A/f2e:

@D = nhf2e = nDy. 16)

The flux quantum Dy is about 2 X 10-7 gausscm?. This
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is also true for the flux enclosed in a normal patch
or cylinder within a superconducting object.

~ The persistent current in a doubly-connected body,
which’ we have come to recognize as the form in
which the excitation of the superconducting collective
appears, is a quantum state which apparently makes
the transition to the ground state only with great diffi-
culty. No cases are known of transitions under inter-
action with an electromagnetic radiation field, i.e.with
a single photon, like those which occur in atomic sys-
tems. Such a photon would in fact have to possess tre-
mendous energy in a real superconducting system:
with a persistent current of 100 A, a quantum jump
AP = Dy corresponds to an energy jump of about
1 MeV. The extremely remote probability of such a
transition is undoubtedly partly connected with the
enormous disparity between the dimensions of the
ring and the wavelength of the radiation (about
10-8 nm, or 10-2 A).

Flux quantization is not a purely theoretical concept,
but has also been demonstrated experimentally 8,
However, it is still, of course, an open question whether
the relation (15) for the phase integral also applies if
the integration contour is very long, as, for instance,
in a short-circuited coil consisting of a superconducting
wire a few miles long.

Later we shall discuss how flux can disappear from
a superconducting ring; as far as we know, this is al-
ways a process of escape at the surface of the super-
conductor, in which in point of fact separate flux
quanta are involved and where energy is converted into
magnetic field energy elsewhere or into vibrational
energy of the lattice.

Experimental determination of the width of the forbidden zone

The change in the energy spectrum that the material undergoes
on cooling to below T, as discussed above, may be found experi-
mentally in various ways. We should like to discuss two of them
here. ~

A fairly direct method is the study of the absorption of a high-
frequency electromagnetic field directed against a supercon-
ducting plate: for example in a microwave resonant cavity (9.
As the metal cools the normal resistance drops and so therefore
does the depth of penetration of the electromagnetic field [10)
and the absorption, but electromagnetic energy will always be

dissipated as long as the electrical component of the electromag-
netic fi€ld can intefact with normal electrons. Even in the super-
conducting state this is still possible, because the alternating
field still meets electrons that are normal — i.e. electrons un-
paired because of thermal excitation — in the thin surface layer
into which it penetrates. In the extreme case, however, of in-
finitely low temperature, this absorption would finally have to
decrease to zero unless the energy /v of the wave packets of the
alternating field is itself high enough to decouple a pair of elec-
trons and .bring them across the forbidden zone to an excited
state. This effect gives us the chance of accurate spectroscopic
determination of the energy gap. The method is therefore quite
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comparable to the one used in semiconductor research, although
there we find the fundamental absorption at wavelengths which
are a few orders of magnitude smaller. Fig. 5 gives the result of
the classical experiments of Biondi and Garfunkel: the surface
impedance (as a measure of the absorption) of a small plate of
aluminium is plotted here in relative co-ordinates as a function
of the value of iv of the energy quanta of the microwave field (in
units of kT¢) with the temperature as a parameter. It can clearly
be seen, patticularly at a relatively low temperature (T <« T¢),
that absorption sets in as soon as the quantum energy is higher
than about 3.5 kT¢. A different value is found for some materials.

—N

2 3
— AV /KT

Fig. 5. The width 24 of the forbidden zone in the energy spec-
trum of the “superconducting” electrons can be determined
by finding out how the absorption of microwaves in the surface
layer of the superconductor depends on the quantum energy of
the incident radiation. The surface impedance z (a measure of the
absorption) is plotted against the quantum energy in units of
kTe. At very low temperatures absorption suddenly sets in at
kT, = 3.5.

A particularly elegant method of spectroscopy — this is the
second method that we shall discuss here— is that due to Giaever
in which a tunnel diode is used [11), Two metals are separated by
a very thin non-metallic layer (a few nm thick). Electrons can
pass through this skin from one metal to the other by a tunnelling
process, that is to say, they do not need to make use of the
high, thermally inaccessible conduction band of the intermediate
material (usually an oxide); on the contrary, during the tran-
sition, they are located in the forbidden zone of the energy-level
diagram of that material. Now, with this kind of contact the
same thing happens as with a true contact: the Fermi levels of
both plates reach exactly the same value after the exchange of a
few electrons. If, however, one of the metals is a superconductor,
the electrons on opposite sides are not “on speaking terms”,
that is to say, electrons that would be prepared to cross cannot
find an available energy level on the other side (fig. 6), again
particularly in the extreme case of infinitely low temperatures.
A relative displacement of the level diagrams can be brought
about by applying an electric voltage ¥, and this is possible be-
cause of the comparatively good insulation of the non-metallic
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layer. A crossover of charge is then possible if ¥ = A/e. The ener-
gy gap may therefore be read off immediately from the I-V
characteristic of this Giaever diode as the double-threshold
voltage. Experiments of this type also show that, in most cases,
the energy gap is about 3.5 kTe.

—_—
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V=a/e

Fig. 6. Characteristic (¢) and energy band diagrams (b, ¢) of a
Giaever tunnel diode for determining 4. A superconducting
plate (on the left) and a normal plate of the same metal are
separated by a layer of oxide so thin that the electrons can cross
from one plate to the other by means of the tunnel effect. If the
applied voltage V is lower than /l/e, no current can flow because
there are no energy levels (b) at the required height in the su-
perconductor; if ¥ = 4/e such levels are present (c).

Magnetization; superconductors of the second kind

Disruption of the superconducting ordering by a mag-
netic field '

Up till now we have not dealt with the question of
what exactly happens when the strength of an external
magnetic field in which a superconductor is located is
allowed to increase until it exceeds the value H, at
which superconductivity ceases. Neither have we en-
quired into the exact situation in the surface layer of
the superconductor into which the field has penetrated.

If a magnetic field penetrates a superconductor,
even if only to the penetration depth, this signifies an
attack on the superconducting state. If the field is too
high, the transition to the normal state takes place but,
even where the superconducting state is retained, there
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is already an effect, in the form of a local reduction in

the concentration ns of the superconducting electrons,
i.e. areductionin the width 24 of the gap in the energy
diagram. As we mentioned earlier, an increase in tem-
perature also does this and it is known that both effects
act on the penetration depth A. There is therefore an
interaction between #ns and H (or 4), which means that
London’s equation does not hold in the regions
penetrated by the magnetic field. A solution in this
region can be found from the equations due to Landau
and Ginzburg [12], We shall not deal in detail with these
equations but simply point out that they are two equa-

" tions which can be used to find ns and the vector po-

tential A as functions of the position co-ordinates, pro-
vided that the boundary conditions are not too compli-
cated. (Strictly speaking, the equations do not contain
ns, but a complex order parameter which can be iden-
tified with the wave function y mentioned earlier.) The
coefficients which appear in the equations are charac-
teristic of the material. The fact that there are now two
equations leads directly to the possibility of more than
one characteristic penetration distance. And in fact,
besides the penetration depth A for the magnetic field
and the current (already given by London’s theory), we
now also find a characteristic penetration depth for the
disturbance in the configurations, i.e. for the variation
in |y|. This characteristic penetration depth is called
the coherence length and is indicated by &. The term
coherence length is perhaps a little confusing as “co-
herence” does not relate here to the maintenance .of
the phase coherence of the wave function, which as we
have seen is maintained over a considerable distance,
but to the “stiffness” of the wave function, in the sense
that |y| cannot vary to any great extent within the
distance &£. Like 4, £ is generally small: we find values
for & of the order of 10 to 1000 nm.

It will appear presently that it is of fundamental
importance for the behaviour of a superconducting
body in a magnetic field whether the penetration depth
A or the coherence length & is the greater. More precise-
Iy, the important question is whether A/ is greater or
smaller than 1/}/2. This can easily be shown to be
reasonable from considerations of the surface energy.
We shall therefore begin by discussing the main prin-

8] R. Doll and M. Nibauer, Phys. Rev. Letters 7, 51, 1961;

B: S. Deaver, Jr. and W. M. Fairbank, Phys. Rev. Letters
. 1,43, 1961. .

91 M. A. Biondi and M. P. Garfunkel, Phys. Rev. 116, 853 and
862, 1959.

(100 See H. B. G. Casimir and J. Ubbink, The skin effect I,
Philips tech. Rev. 28, 271-283, 1967 (No. 9), particularly
equation (10). .

[11) 1. Giaever, Phys. Rev. Letters 5, 147, 1960.

12) V. L. Ginzburg and L. D. Landau, Zh. eksper. teor. Fiz.
20, 1064, 1950. Important contributions have been made to
the elaboration of this theory by L. P. Gorkov and A. A.
Abrikosov. For complete bibliography see Lynton’s book (2],
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ciples of the thermodynamic treatment of the phase
transition superconducting <= normal.

Thermodynamics of the phase transition superconduct-
ing <= normal ’

In the thermodynamic treatment of the phase tran-
sition superconducting == normal (23] use is made of
the Gibbs’ free energy G. Let us suppose that this has
the value Gs(H) in the superconducting phase with
the value Gp(H) in the normal phase. Now there is
always some freedom of choice in the expression for
the thermodynamic quantities when a magnetic field
is present, as it is a question of taste whether all or
only a part of the field energy is to be assigned to the
material in which the field exists. The choice that we
shall make is such that for an isothermal change:

dG = —M dH. a7
Here M is the magnetization of the body in the external
field H, assumed to remain undisturbed. If the field is
gradually increased in strength, the field intensity H. at
which the phase transition takes place must satisfy:

Gs(Hg) = Gs(0) — }}chH = Gu(He). (18)
0

We now assume that the superconducting body is
perfectly diamagnetic, i.e. B is zero (according to
Maxwell’s theory, B actually has the significance of the
average microscopic magnetic field intensity). The
macroscopic magnetization M due to the screening
current is then equal to —H, since B=H 4 M. If,
further, we assume that the magnetic susceptibility of
the material in the normal state can be neglected, we
can reduce (18) directly to:

Gn(0) — Gs(0) = }}cﬁ dH = 1He2. . (19)
o .

To summarize, in the absence of a magnetic field, the
free energy in the superconducting state is lower than
that in the normal state; the value of H¢ is determined
by the difference. '

The reduction of the free energy in the superconduct-
ing state with respect to that in the normal state can
also be derived from the change in the energy spectrum
of the electrons, in the following way. As we have
seen, in the superconducting state, the electrons in the
energy interval A just below the Fermi level Ex are
accommodated at lower levels where there is a suffi-
ciently high density of states available (fig. 35). If

N(Ey) is the density of states at the Fermi level of the

metal in the normal state, then we must have:

Gn(0) — Gs(0) = aN(Er)do2. (20)
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Here, a is a coefficient of the order of unity, which
depends on the precise form of the density of states in
the superconducting state. If we compare (19) with (20),
we see that H, is proportional to 4¢ and from (1) that
H. must therefore also be proportional to Te.

When dealing with a phase transition, it is necessary
to take into account the surface energy. In our case,
this means the supplementary energy which results
from the presence of a boundary between the super-
conducting and normal parts of the metal. Two contri-
butions can be distinguished. First, there is a correction
to the magnetic energy term fMdH as a result of the
fact that the magnetic field penetrates the supercon-
ducting material to a distance A. The field-free volume
is thus slightly smaller than the volume of the super-
conductor itself by an amount A4S in which S is the
area of the boundary surface and the free energy is
therefore smaller by an amount $ASH? than the value
taken into account above. This correction is therefore
negative.

The second correction, on the other hand, which is
a result of the disturbance of configuration at the sur-
face, is positive. This correction term varies monotoni-
cally with &, the coherence length, and is dominant if &
is sufficiently large. The surface energy is then positive
and the boundary surface will become as small as
possible or disappear entirely. If, on the other hand, &
is relatively small, the magnetic term in the surface
energy is dominant. When a magnetic field is applied,
the boundary surface between superconducting and
non-superconducting material then attempts to in-
creasein area. In a bodythatis already totally supercon-
ducting, this can only happen through the onset of dis-
persion: a state arises in which the superconductor
contains a large number of normal regions, whose total
volume is very small, but whose total area is very large,
and in which there is a magnetic field, as in the border-
ing penetration layers.

Two kinds of superconductors

The above thermodynamic considerations show that
the picture of a superconductor given in the previous
section is true only for materials where & is relatively
large. In materials with a small &, the Meissner effect
(i.e. almost perfect diamagnetism) does not occur.
According to the theory of Landau, Ginzburg and
Abrikosov, the first case is encountered when » = A/
is smaller than 1/)/2, and the other if  is larger than
1/ V2. We speak of superconductors of the first kind
(with Meissner effect) and superconductors of the
second kind. The elements lead, tin and mercury belong
to the first group and niobium, together with several
alloys, to the second.

The superconductors of the second kind are the
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ones which have received most attention in the last
few years and for the moment offer most promise for
technical applications. In alloys, & is usually small as
a result of the effect of the mean free path of the elec-
trons on the “stiffness” of the collective wave function
(or order parameter) y. Gorkov has derived:

%= xg + bp". 2

Here, ¢ is the x value of the perfect lattice, i.e. the
lattice of the appropriate material at 7 — 0 and with no
crystal imperfections, and 5 is a coefficient which de-
pends on the density of states of the electrons at the
Fermi level in the normal state. The quantity o” is
the residual resistance, i.e. the value that the resistivity
of the material would have in theory at 7= 0 if no
superconductivity occurred. The value of p” increases
with the number of irregularities in occupancy or other
lattice defects in the metal crystal, which reduce the
mean free path.

A superconductor of the second kind has a magneti-
zation curve like the one shown in fig. 7. Atsmall values
of the applied field there is still an eflective screening

=M

0 Het

— e M Hc2

Fig. 7. Magnetization curve of a superconductor of the second
kind. If the field H is increased, the magnetization M also in-
creases at first, but begins to drop at the value Hei. At H = Hos,
M has become equal to zero and the material reverts to the
normal state.

current, but when the field exceeds a characteristic

value Hei, flux begins to penetrate. As we noted, there

is then no longer any Meissner effect and we speak of the

mixed state. The flux invasion takes place in the form

of millions of very small flux “threads” or vortices.

These vortices are very interesting entities, their main

features being (see also fig. 8):

1) They can terminate only at a surface, or be closed
on themselves.

2) They carry persistent and circular currents flowing
over their entire length as current walls.

3) Inside them, and coupled to them, there is a mag-
netic field; current and magnetic field extend to a
distance A from the cylinder.

131 C. J. Gorter and H. B. G. Casimir, Physica 1, 306, 1934.
This treatment will also be found in the book by Shoen-
berg (2],
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4) The flux threads have a non-superconducting core,
a very thin cylinder of radius &.

5) Thevortexisinfact an excited state of the persistent
ring current type (P £ 0) that has already been
discussed, and carries only a single flux quantum
hf2e.

In the mixed state a part of the material — a very
large part just above Hey — is still in the superconduct-
ing state. Because of the flux penetration, this situation
can be retained to a much higher field intensity than
ever could be the case if the pure Meissner effect were
maintained. The completely normal state is finally
attained when the concentration of flux threads is so
great that the entire volume of the material is filled
by the normal cores. The value of H at which this
happens is indicated by Hee; this value increases with
decreasing &. In various niobium-containing supercon-
ductors, values between 100 000 and 200 000 gauss are
found for Hes.

We may also note that for superconductors of the
second kind, the area beneath the magnetization curve
(fig. 7) is equal to the condensution energy (cf. eq. 19).

Fig. 8. Current and field curve in a longitudinal cross-section of
a flux thread. The flux is trapped in a normal zone (of radius &)
which has a circular current flowing at the wall. The magnetic
field penetrates in the normal way into the surrounding material
to a distance A.

Induction effects

In the light of what has just been said, we should
now like to take another look at the behaviour of a
superconductingbody ina magneticfield, this time allow-
ing the body to be multiply-connected and the flux to
be displaced. We shall deal with various cases in this
section.
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Let us first take a ring or hollow cylinder of lead or
other superconducting material of the first kind. When
placed in a magnetic field, the ring will persist in the
initial state: as long as it remains completély super-
conducting, the enclosed flux will not change (e.g. it
will remain zero). In the interior of a cylinder which is
long enough, the field, too, will not change (e.g. it will
remain zero). Once the critical field strength is exceeded
the field will, of course, be able to penetrate everywhere
but now removal of the field will no longer result in the
initial state. A quantity of magnetic flux has now been
enclosed, and this can be supported by a persistent
current.

A variation on this theme is found in Buckingham’s
“persistatron”. A superconducting ring is asymmetri-
cally connected to two current wires (fig. 9). If a
current I, which is high enough to cause the ring to

revert to the normal state at some point, is made to

flow through the wires, the flux through the ring will
be maintained when the current I is switched off, and
supported by a persistent current in the ring.

Fig. 9. Buckingham “persistatron”. A current I strong enough
to remove superconductivity locally is passed through part of
a superconducting ring. The magnetic flux contained by the ring
during the flow of 7 is enclosed when [ is switched off.

In an apparently singly-connected body, too, flux can be
trapped in such a way that an irreversible magnetization curve is
produced. This will be the case if, for example, because of an un-
favourable shape, part of the body becomes superconducting
again when the magnetic field decreases and if that part is doubly
connected. Now, flux can no longer escape from the supercon-
ducting ring thus formed and, when the field is switched off,
there remains a normal central zone in which there is flux, thus
effectively making the body no longer singly-connected.

We shall now direct our attention towards the pro-
cess of flux creep. In the discussion of the magnetization
of a superconductor of the second kind, we have al-
ready referred to the penetration of flux threads deep
into the material. Without going in too great detail in-
to the question of how these are released from the
surface — they cannot arise sponfaneously within the
body — we shall now, in a very general manner, exam-
ine the significance of the transfer of flux across the
superconducting current path in terms of electromag-
‘netic induction. Let us therefore consider the situation
in fig. 10a. We assume that there is a ring R witha zone
P where the material is not superconducting, this zone
being of such a size that it does not cut right through
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the superconducting ring. We also assume that this
normal zone P encloses a flux @. This flux can be
shifted, together with the zone, with the aid of a mov-
able external auxiliary magnetic field (the “ displace-
ment field”). The flux @ can thus be moved across the
superconducting ring and, when the edge has been
passed, the flux is enclosed within the hole in the ring.
If the force which has taken the flux inwards is removed
(i.e. the auxiliary field switched off), the flux is main-
tained by a persistent current in R. We may now con-
sider the zone P with the moving flux @ as being the
source of a voltage ¥ which has brought about an in-
crease I in the persistent current in the ring of in-
ductance L: l

[Vt =LI= . (22)

If there is a regular quasi-continuous transfer of a
large number of such flux tubes, then

v =do/dt 23)

is the average flux creep per second. If flux begins to
move in the opposite direction, the current will
decrease.

A very interesting case is the one in which the flux
is set in motion under the influence of a current I al-
ready flowing in the superconductor, which “washes
around” the patch of flux (fig. 106). As acareful analysis
of the total magnetic energy of the system as a function
of a lateral shift of the zone has shown, such a current
exerts a lateral force Fq on the tube of flux. This force
is proportional to @ and the current density. The neg-
ative induced voltage connected with the movement of
the flux can be best interpreted in this case as resistance
in the circuit. The situation is fully comparable to that
in an ordinary type of d.c. dynamo; this can, of
course, be operated as a current generator or as a motor
according to the direction of energy flow, and when

a b

Fig. 10. @) Diagrammatic representation of a doubly-connected
body (R) in which there is a non-superconducting zone (P)
which does not disturb the doubly-connected nature of the super-
conducting region and encloses the flux @. If P is shifted from the
outer to the inner edge of R, the flux contained by R can be in-
creased by @.

b) If the location of P is not fixed and a current /r flows in R,
P will move across the direction of flow because the flow exerts
a lateral force Fq on the tube of flux. Fy is proportional to @ and
to the current density at that point.
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operated as a motor it appears in the circuit as a posi-
tive resistance.

The lateral force on a tube of flux is extremely im-
portant in all kinds of processes in superconductors. It
is sometimes referred to as a Magnus force, as the
eflect shows a certain similarity to the Magnus eflect
in aerodynamics, but the force exerted on the flux can
equally well be regarded as an electrodynamic force as
described by Ampeére or as an effect of the Lorentz force
on the electrons. It is this force that helps to bring
about the mixed state when a superconductor of the
second kind is magnetized. When, as soon as H has
become greater than Hey, vortices begin to split off
from the screening current (Meissner current) initially
excited at the surface of the body, this force ensures that
these vortices are evenly distributed through the
superconductor. This follows because with an uneven
distribution of the vortices the total current in the
interior is not zero everywhere, as may be seen from
fig. 11, and they will thus be subject to a restoring
force. If the vortices are evenly distributed, this total
current is zero and no change in the distribution can
oceur.

Fig. 1. What happens in a superconductor of the second kind as
the magnetic field H increases, il Hey H Hez (mixed state).
Vortices containing a certain flux split off from the screening
current at the surface. The free vortices attempt to distribute
themselves as evenly as possible over the available space and thus
initially move from the surface to the interior. The movement is
produced through the agency of a force which is the result of the
total current which flows locally where there is an uneven distri-
bution; at the broken line, for instance, the current flows in five
vortices to the left and only in three to the right.

Superconducting d.c, dvnamos

The induction effect discussed above gives the basis for the
design of superconducting dynamos ['41. These current generators
consist essentially of a fixed system of conductors — there are
therefore no brushes or commutators — in which both the Fara-
day induction and the periodic changes in the circuit are produced
by an alternating field having the character of a periodic dis-
placement or rotation field. The periodic changes in the circuit are
cliected by the field periodically bringing certain parts of the
superconductor into the normal state — in effect this is a kind of
commutator — thus producing a rectifying or unipolar effect.
One of the first designs of the superconducting dynamo, which
is very closely related to the conventional unipolar dynamo, has
already been discussed in this journal 1151, Fig. ]2 gives a quick
look at the family of superconducting dynamos, showing the
way in which the flux is displaced. If a certain flux @ is carried
round in the dynamo at a frequency f, the e.m.f. is:
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Fig. 2. Examples of the four most important types of design of
the superconducting dynamo for the generation of a persistent
current in a superconducting circuit.

a) With a rotating field provided by a rotating permanent magnet.
b) With a displacement field. ¢) and d) Variations of (b) with a
superconductor divided into two strips; in () the displacement
field is obtained by means ol coils.

V= of 23)

There are certain attractive features in superconducting dyna-
mos. They can, for instance, energize superconducting coils
where they form closed circuits with these coils, the whole being
kept in the bath of liquid helium. This means that no external
supply wires are needed and there is therefore no inherent leak-
age ol heat to the helium bath. As long as the dynamo is in opera-
tion, the current in the coil increases with time ¢:

I=ViL. .. vw . (29

Here, L is the inductance of the coil. Once the desired current
intensity has been attained, the dynamo is simply stopped, at
which it becomes a passive conducting element and the current
remains circulating on its own. A persistent current is far more
constant than that obtainable even with the best current stabili-
zers, and this is particularly attractive for precision work. A great
advantage is that it is easy to generate very high currents up to
thousands of amperes, with a relatively small dynamo. Small
variations in the current are obtained simply by rotating the
dynamo shaft a few turns 1151 The e.m.t. ¥ with simple dynamo
designs like that of fig. /3 is of the order of [-10 mV. When
superconducting cable of very high current-carrying capacity
(e.g. 1000 A) has to be used, this generally implics that the in-
ductance of the circuit will be reasonably small, and so the time
required to attain a high current will certainly be acceptable. A
disadvantage of these generators is that they are not entirely
loss-free. This is because the movement of the flux induces a

[H41 J. Volger and P. §. Admiraal, Physics Letters 2, 257, 1962.

51 ). Volger, A dynamo for generating a persistent current in a
superconducting circuit, Philips tech. Rev. 25, 16-19, 1963/64.
A survey of various possible designs will be found in J. van
Suchtelen, J. Volger and D. van Houwelingen, Cryogenics
5, 256, 1965.

161 An application where use is made of this property has recent-

ly been described in this journal: F. W. Smith, P. L. Booth
and E. L. Hentley, Masers for a radio astronomy interfer-
ometer, Philips tech. Rev. 27, 313-321, 1966.
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small (local) current in the normal zone, and this of course
develops heat. In dynamos for use in large installations, special
measures may have to be taken to get over this difficulty. How-
ever, the dissipation of perhaps a few watts which occurs in
dynamos for energizing laboratory-type superconducting coils
will never be prohibitive.

P

Fig. 13. A superconducting magnet coil (below) complete with
superconducting dynamo (above).

Response of a superconductor of the second kind to the
passage of a current

As discussed in one of the previous sections, a
current flowing in a superconductor exerts a lateral
force on a tube of flux passing through it, and the
same applies to the elementary flux threads in the
superconductor of the second kind when in the
mixed state. If there are no opposing forces, i.e. if the
flux threads are not fixed at some “anchor point”,
they will be set in motion. We then have the case of
the macroscopically observable voltage determined by
induction eflects, i.e. the case where the superconductor
exhibits a certain resistance. In agreement with the
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foregoing, we obtain for the voltage drop per unit
length:

B = uB. (25)

Here, 1 is the velocity of the transverse movement of
the flux threads and B the flux density they produce in
the specimen.

There are one or two very convincing experimental
indications of the reality of this flux movement in su-
perconductors. Let us note first the measurements of
the noise component of E in vanadium which were
made by Van Ooijen and Van Gurp 1171 at Philips
Research Laboratories. These workers found a cut-off
frequency in the noise spectrum which was equal to the
reciprocal value of the crossing time of the flux threads
calculated from (25) and the width of the measuring
plate. A spectrum of this type is characteristic of a shot-
noise effect, which would be expected here on account
of the discrete values of the moving flux. The magni-
tude of the tubes of flux can be derived from the inten-
sity of the noise signal. Calculation shows that this
magnitude must depend upon the value of the primary
current, but in the limit of an extremely high primary
current, the flux crosses in separate elementary quanta
without the formation of groups.

A second and very direct experimental proof has
been given by Giaever [181. He has examined the
movement of the flux by bringing two very thin metal
plates very close to each other. There was no metallic
contact, but the magnetic patterns of the mixed state
in both plates were coupled. If a current was then made
to flow in one of the plates, it was found that a voltage
was generated not only in this plate but also in the other
one. The only way in which this voltage could have
been excited was by the magnetic coupling between the
two plates. This proves that the voltages must be due
to the movement of the flux pattern.

The movement of flux has recently been made visible in ex-
periments with very thin lead foil at Philips Research Laborato-
ries L9, A state of dispersion can in fact also occur in super-
conductors of the first kind, to which lead belongs, and in this
case the dispersion is associated with the tact that the internal
field strength in a body is in general not uniform, because of de-
magnetization (201, This means that when the external field in-
creases, not all the parts of the body change to the superconduct-
ing state at the same time. When the body is partly in the normal
state and partly in the superconducting state — this situation is
known as the intermediate state — the normal regions carry a
flux which is much greater than one flux quantum. However,
in the movement of flux under the influence of a current these
regions are very similar to the llux threads ol the mixed state.
Their movement has been made visible with the aid of small
grains of niobium: when the bundles of flux move through the
lead foil, the niobium grains follow them. This has been ob-
served and recorded with the aid of a specially designed micro-
scope and a closed TV circuit (fig. /4).
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Fig. 14. Experimental arrangement for visual demonstration of the movement of magnetic flux in lead
in the intermediate state. Inside the helium cryostat, which can be seen in the middle of the picture,
there is a special microscope, focused onto a lead foil which has been coated with niobium powder and
which is placed in a variable magnetic field. (This lield is provided by a superconducting coil.) A tele-
vision camera is mounted above the cryostat, and part of the illuminating system of the microscope can
be seen just to the left of the operator’s hand. In the left background there is a television recorder, used
for recording the movement of the niobium grains. The dark patches on the TV screen are niobium grains
or small groups of niobium grains (magnified 10 000 diameters). The crazing in the lighter areas of the
pattern is due to a lacquer coating applied to the lead to prevent oxidation.

The resistance in the mixed state

The voltage drop in a specimen of a superconductor
of the second kind in the mixed state with a current
flowing in it is thus determined by the rate of flux
drift. The question of the factors determining this rate
has been examined in detail in the last two years. The
picture that we now have, which to some extent has
been derived from the work at Philips Research Lab-
oratories (211 is rather as follows. The flux threads are
affected by a driving force with a value Fy per unit
length, given by:

Fo—j®. .. .. ... (26

In the stationary state, the flux threads have a constant
velocity, i.e. there is a frictional force F, per unit

length which exactly compensates Fy. As we mentioned
above, the force Fy can be regarded as an electrodynam-
ic force as described by Ampére. This also applies to
the frictional force, at least where the braking is caused
by the eddy currents generated by and at the moving
flux threads. Looked at locally, dB/ds = O because of
the movement of the flux thread, and there is thus a ro-
tary clectric field generating small eddy currents. It is

(171 D. J. van Ooijen and G. J. van Gurp, Physics Letters 17,
230, 1965.

1181 1. Giaever, Phys. Rev. Letters 15, 825, 1965 and 16, 460, 1966.

U9 J. van Suchtelen and A. P. Severijns, not published.

(20 See for example the books by London and Lynton quoted
under (21,

211 For a survey of this with bibliography see the article by J.
Volger in Quantum Fluids, Proc. Sussex Univ. Symp.
1965, North Holland Publ. Co., Amsterdam 1966, pp.
128-135.
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these eddy currents, which also pass through the
normal core of every flux thread, which provide the
frictional force and in fact lead to energy dissipation
mentioned earlier. If a flux thread is held fixed (by
-whatever mechanism), then the current will pass com-
pletely outside its normal core but, if the flux thread is
moving, the current “corrected” by the eddy currents
will pass through the vortex core. This picture thus
immediately makes it clear that the normal or residual
resistance of the material determines the resistance be-
haviour in the mixed state. These ideas have been
examined theoretically by various authors, who have
successfully demonstrated a connection with Kim’s
empirical relation:

om = @B/Hce.

Here om is the resistivity in the mixed state and ¢
the resistivity in the normal state. The flux density B
is the average internal magnetic field intensity in the
specimen; B/Hcs is noth'ng more than the fraction of
the volume taken up by the normal cores of the
vortices.

@7

Yet another interesting consequenceof this theory is the exis-
tence of a Hall effect: the magnetic field in the vortex core initiates
a Hall effect there. Because of this, the local current loops men-
tioned, which cause the frictional force, are rotated slightly with
respect to their electric field through the influence of the magnetic
field. This rotation is in fact through an angle which must be of
the order of magnitude of the Hall angle that must apply in the
core region. We do not propose here to discuss the difficulties
which have to be tackled in an adequate treatment of this
problem. The idea of a rotation in the frictional force Fr with
respect to —u (cf. 25) through such an angle is however undoubt-
edly correct. It leads to a deviation in the flux drift with respect to
the ideal lateral movement and therefore to a transverse voltage
with all the symmetry properties of the Hall voltage, which can
simply be referred to as the Hall voltage of the superconductor
in the mixed state [21), This Hall voltage has been observed in
these laboratories in samples of NbTa etc., by Niessen and
Staas [22], Their observations, however, and those published later
by other authors, show that a good quantitative agreement be-
tween theory and experiment has by no means yet been achieved.
~ Since a normal flux vortex core represents a certain quantity
of entropy, it is to be expected that thermal effects will also be
connected with the flux movement. These have indeed been found
and superconductors of the second kind, in the mixed state,
also exhibit the whole family of thermo-galvanomagnetic effects
of the second order, i.e., the Nernst, Ettingshausen and Righi-
le Duc effects, besides the Hall effect.

[22] A. K. Niessen and F. A. Staas, Physics Letters 15, 26, 1965.
23] See for example: G. J. van Gurp and D. J. van Ooijen,
J. Physique 27, C3-51, 1966.
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“Hard” superconductors

The superconducting materials which for a few
years now have been attracting a great deal of attention
because of possible applications belong basically to
the group of superconductors of the second kind.
They differ however from the materials discussed
above in that the resistance remains zero right up to
very high values of the external magnetic field strength
or up to very high currents. This extremely favourable
property is a result of the fact that, in such materials,
the flux threads are held tightly in place and cannot,
therefore, move at all in the first instance. They can be
held fast by all kinds of structural faults, like disloca-
tions, crystal boundaries, precipitations of a second
phase, etc. [23]. As yet there is no proper quantitative
understanding of the mechanism by which the flux
threads are held in place.

Superconductors of the second kind belonging to
this group are aptly enough known as “hard” super-
conductors — most of them are indeed mechanically
hard due to the presence of many crystal imperfections
— or as superconductors of the third kind. Examples
of these are NbZr and other niobium alloys and the
intermetallic compound NbgSn, which is used for
making cables for superconducting magnet coils.
The properties of these materials will be discussed in
the article by A. L. Luiten on superconducting mag-
nets mentioned under [4], which will appear shortly in
this journal.

Summary. Superconductivity, discovered in 1911 by Kamerlingh
Onnes and Holst, remained for half a century a phenomenon
which was not satisfactorily explained and which could not be
used in any technical application. In the last ten years the situa-
tion has changed drastically in both respects. It is now possible
to construct superconducting magnet coils for fields of 100 kilo-
gauss or more; other technical applications are under considera-
tion. A theoretical understanding of superconductivity has been
obtained by treating it as a “condensation” of conduction
electrons into pairs (Bardeen, Cooper and Schrieffer). The con-
densate assumes a macroscopic quantum state which cannot
alter to an energetically lower state. There is therefore no de-
velopment of heat and no resistance. If the temperature or an
external magnetic field is increased, then there is an instant at
which the superconducting state disappears. The theory of Lan-
dau and Ginzburg has made clear why superconductors have to
be divided into two groups with regard to their behaviour in an
external magnetic field: one group in which the interior of the
superconductor remains field-free and another in which the
field can penetrate the superconductor in the form of billions of
flux threads if the field strength exceeds a certain value. Most
members of this group exhibit a certain resistance to the passage
of a current (superconductors of the second kind) while others
do not do so and are capable of carrying very heavy currents
(third kind). The superconducting materials of the third kind are
used in the construction of superconducting magnet coils.
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Low-pressure sodium lamps with indium oxide filter

The further development of sodium lamps in recent
years has led to a considerable increase in luminous
efficiency.

The higher efficiency has mainly been attained by
improving the heat insulation of the lamps by means of
heat reflecting filters.. Most of the electrical energy
which is supplied to a sodium lamp is wasted as un-
desired heat radiation from the discharge tube. These
energy losses can be reduced considerably by means
of a filter which has a high transmission for sodium
light and a high reflectivity for the heat radiation from
the discharge tube. The filter consists of a coating on
the inside of the glass envelope which encloses the dis-
charge tube.

Suitable filters have been developed in which heavily-
doped semiconducting tin oxide is used. These films
have been applied in commercial sodium lamps for
some years, giving luminous efficiencies up to 150
Im/W D218, The transmission of glass coated with
such a tin oxide film is 87-89% for sodium light

(A = 0.59 pm) and this figure is only slightly less than

that for uncoated glass (92%). As the heat radiation
of the sodium lamp is emitted almost completely in the
infra-red region at wavelengths > 3 pm the filter
should also reflect strongly at 2 > 3 pm. This condi-
tion is in fact fulfilled by the tin oxide films which
attain a saturation reflection of 809 at 4 ~ 8 pum.

The high infra-red reflection of the tin oxide filmsis
related to their electrical properties. As can be shown
from the dispersion theory of free charge carriers the
concentration of free carriers must be higher than
3x1020/cm3 to obtain high infra-red reflection for
wavelengths > 3 um. With the heavily-doped tin oxide
films carrier concentrations of 6x1020/cm3 can be
achieved. An additional requirement for high infra-red
reflection, which is also met by the tin oxide film, is a
large value for the product of the effective electron mass
and the mobility of the free carriers. The reflection
increases as this product attains higher values (see
reference [2), page 108). .

Semi-conducting indium oxide films have recently
been investigated 4] and these showed promise of even
better results for sodium lamps than those obtained
with tin oxide.

Indium oxide films can be prepared in a similar way
to tin oxide films. A mixture of InCls with an organic
solvent such as butyl acetate is sprayed from an atom-
izer on to the hot glass. If the temperature is high
enough, InCls is converted to InsOs which forms a
thin layer on the glass. Indium oxide films prepared

by the spray technique with no additional doping
agent have carrier concentrations of only about
1019/cm® which are of course not sufficient to provide
the desired high infra-red reflection. The carrier con-
centration can be increased considerably, however, by
doping with tin, and for this purpose SnCly is added
to the spray mixture. Fig. I shows the effect of different
tin doping on the resistance per square of the indium
oxide films. These films were prepared on polished
borosilicate glass plates. The resistance per square R
is reduced from 170 Q to very low values of 7 to 8 Q
if the spray mixture is doped with 2-3 atomic percent
of tin. The flat minimum in the resistance curve for tin
doping of about 2.3 atomic percent corresponds to a
concentration of free charge carriers N = 5x 1020/cm3
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Fig. 1. Resistance per square of indium oxide films as a
function of tin doping at room temperature. Spraying temper-
ature 500 °C; film thickness 0.32 pm.

and a mobility for the free carriers x4 = 50 cm?2/Vs.
The concentration achieved in indium oxide can be
seen to be nearly the same as for tin oxide (N =
6 1020/cm3) but the mobility is much higher than for
tin oxide (# = 20 cm?2/Vs).

These results led us to expect that the infra-red
reflection of these indium oxide films would be higher
than that of tin oxide provided that the effective mass
of the free electrons, which has not yet been deter-
mined, was not much lower than it is in tin oxide.

This expectation was confirmed by optical measure-
ments. Fig. 2 gives a graph of the spectral transmission
and reflection of such an indium oxide film. (The corre-

11 M. H. A. van de Weijer, Recent improvements in sodium
lamps, Philips tech. Rev. 23, 246-257, 1961/62.

2] R. Groth and E. Kauer, Thermal insulation of sodium lamps,
Philips tech. Rev. 26, 105-111, 1965.

3] H. J. J. van Boort, Electrotechniek 43, 509, 1965.

[4] R. Groth, Phys. Stat. sol. 14, 69, 1966.
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Fig. 2. Solid curves: spectral transmission T and reflection R of
an indium oxide film. Spraying temperature 500 °C; film thick-
ness 0.31 um; concentration of free charge carriers 5 X 1020 cm™3;
mobility of the free carriers 50 cm?2/Vs.

Dashed curves: the same quantities for a tin oxide film. Spray-
ing temperature 460 °C; film thickness 0.32 um; concentration
of free charge carriers 6 X 1020 cm—3; mobility of the free carriers
20 cm?2/Vs.

sponding curves for the tin oxide film mentioned
previously are given for comparison.) As the filters
hardly absorb at all in the visible region, the transmis-
sion in this region is only modified by the interference.
The film thickness of 0.31 um for the indium oxide film
has been chosen to obtain a maximum of transmission
for the wavelength of the sodium D lines. For this
wavelength the transmission of the glass coated with the
film is 91 %, which very nearly corresponds to the trans-
mission of uncoated glass (92 %). The infra-red reflec-
tion of the filter is higher than for tin oxide and reaches
90%. Films prepared on the inside of soft glass tubes
showed the same filter characteristics as films prepared
on polished borosilicate glass plates.

A consequence of the spraying technique used is that
only 10-15% of the indium metal in the spraying solu-
tion is actually used for the formation of the indium
oxide film on the glass envelope. Since indium is more
expensive than tin, it is necessary to reduce this loss of
indium. It has been found that much of the vapour
which contains the excess indium and leaves the spray-
ing oven on the opposite side to the spraying gun can
be dissolved in a spray deduster. After concentration
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of the solution in the spray deduster the indium metal
can be recovered by normal chemical procesées.

In commercial low-pressure sodium lamps of the.
SOX-type the sodium discharge is generated in a U-
tube. This discharge tube is sealed into a cylindrical
outer vacuum bulb. Coating this bulb with a tin oxide
layer on the inner wall gave a luminous efficiency of
150 Im/W at an input power of 200 W. When an InzO3
coating of adequate thickness is applied to this type of
lamp instead of a SnOg coating a luminous efficiency
of 175 Im/W is obtained at an input power of 180 W,
In Table I the efficiency of several SOX lamps which

. Table .I. Lamps from the SOX series.

= g

SOX with SnOz coating "*§0X with In2O3 coating

100 W 125 Im/W 90 W 144 Im/W
150 137 135 157
200 150 180 175

have InsOs coatings is shown alongside results for
comparable lamps with SnO; coatings. In general, the
IngO3 coating gives an improvement in luminous
efficiency of about 159 when compared with a SnOg
coating, the dimensions, current and lumen output of
the lamp remaining unchanged. This improvement
considerably enhances the superiority in luminous
efficiency of low-pressure sodium lamps over that of
other gas discharge lamps.

Itis a well-known fact that sodium lamp installations
are usually installed because of the need to keep down
the cost of electricity consumption. The further reduc-
tion of power consumption by 159 due to the improve-
ment in the thermal insulation will therefore be an
important factor in favour of the application of this
light source.

H. J. J. van Boort
R. Groth

Drs. H.J.J. van Boort is with the Development Laboratory at
Turnhout (Belgium) of the Philips Lighting Division; Dr. R. Groth
is with the Aachen laboratory of Philips Zentrallaboratorium

GmbH.
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The use of digital circuit blocks in industrial equipment

C. Slofstra

Digital equipment contains large munbers of certain basic rypes of circuit, such as couniers,
(= 1 - it b

decoders and shift registers. The article below describes how some of these widely used

circuits can he made up from the digital circuit blocks described earlier in this journal.

This requires a more detailed description of the actual basic circuits than the usual type

of treatinent, which presents these circuits as “‘bluck boxes” of specified function without

telling the reader what is inside them. As an example of the application of digital circuit

hlocks in industrial equipment, the article describes an equipment which measures the

length of sheets which are cut off in the manufacture of corrugated cardboard.

Digital circuit blocks — units containing complete
basic digital circuits — can readily be combined with
one another to build up complicated pieces of equip-
ment. The circuit blocks are commercially available in
series of units, which include bistable circuits and logic
circuits. The individual units have the form of small
blocks provided with connecting pins ( fig. /). The
advantages of such a serics were dealt with in a previous

sensitivity to electrical interference. The lower speed
and higher dissipation which this entails do not give
rise to difficulty in these applications.

In the present article we shall confine ourselves to the
industrial applications of circuit blocks and we shall
base our treatment on the range of blocks which Philips
have designed specially for these applications and which
is known as the 10-series. After a brief review of this

NESTLER

Fig. 1. One of the 10-series circuit blocks, containing two logic circuits. The circuits are
mounted on printed wiring boards which fit into a metal case.

article I1), which described the various types of circuit
blocks marketed by Philips. This article will henceforth
be referred to here as I. In the present article we shall
consider their applications.

Circuit blocks have to meet different requirements in
different fields of application. Circuit blocks for com-
puters, for example, should have high speed, small
volume and low dissipation. For applications in in-
dustrial equipment the chief requirement is one of in-

Ir. C. Slofstra is with the Philips Electronic Components and
Materials Division (Elcoma), Eindhoven.

series, we shall describe a number of widely used cir-
cuits, such as logic circuits, counters and shift registers,
which can be made by combining various circuit blocks.
We shall then conclude with a description of a complete
piece of equipment containing such circuits.

Brief review of the 10-series

1) Logic units. The basic feature of the logic circuits
which can be built up from these units is a choice be-

[T E. J. van Barneveld, Digital circuit blocks, Philips tech. Rev.
28, 44-56, 1967 (No. 2).
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tween two alternatives, represented by low and high
voltage levels at the output. This choice of the high or
the low level is determined by the presence or absence of
a particular combination of input voltages. The GI cir-
cuit blocks (type numbers 2.GI 10, 2.GI 1l and
2.GI 12) contain two logic circuits, each consisting of
an AND circuit for positive logic (see below) followed
by an inverting amplifier (GI stands for gate inverter).
The numbers 10, 11 and 12 indicate different numbers
of inputs. The GA circuit blocks (GA 10 and GA 11)
contain an AND circuit for positive logic, followed by
a non-inverting amplifier (GA for gate amplifier). This
amplifier can take a far heavier load than the inverting
amplifier in the GI blocks.

VOLUME 29

7) Indicator tube driver. This circuit block, the ID 10,
contains, in addition to a decoder (from the binary
8-4-2-1 code to the decimal code) ten transistors for
illuminating the correct digit of the indicator tube.

~ The series also includes various input and output cir-
cuits and a number of power supply units. To simplify
the assembly of equipment, standardized assembly
components are available, such as printed wiring
boards, connectors and racks.

Any circuit block should be represented in a drawing
by a rectangle containing the type number (see fig. 2c).
The inputs and outputs are denoted by their letter code,
together with numbers corresponding to the pins. These
symbols are available in the form of stickers, so that
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Fig. 2. a) The logic circuit of the GI blocks. G inputs. Q output.

b) The circuit of block 2.GI 10. EG points where the number of inputs can be expanded by
the addition of diodes (e.g. the diode between C and D). For normal operation points 5 and
6 and points /5 and 16 are short-circuited externally.

¢) Symbol used for these circuit blocks. The numbers of the outputs correspond to the pin

numbers.

2) Bistable units. Circuit blocks FF 10, FF 11 and
FF 12 (FF for flip-flop) each contain a bistable circuit;
types FF 11 and FF 12 are also provided with trigger
gates at the inputs of the bistable circuit.

3) Trigger gates. The three types in this series are
2.TG 13, 2TG 14 and 4. TG 15. The first two each
have two trigger gates and the last one four.

4) Delay devices. These include the monostable cir-
cuit (or one-shot multivibrator) OS 10, the timer unit
TU 10, and the pulse driver PD 10. They differ in out-
put power and in the time delay obtainable. The input
of all these delay circuits is a trigger gate.

5) Pulse shapers. The PS 10 block was developed for
restandardizing the edges of pulses in time and ampli-
tude. This circuit block contains a Schmitt trigger fol-
lowed by an inverting amplifier.

6) Power amplifiers. These include the RD 10 (relay
driver) and the PA 10 (power amplifier). The first can
operate small relays and pilot lamps, the second
handles higher powers.

circuit diagrams can be formed quickly and simply
which are clear both to the designer and the wireman.

Application of logic units

The logic circuit used in the GI blocks is shown in
fig. 2a. When both inputs G are at the higher potential
(level H) the output Q is at the low potential (level L).
In the GI blocks two of these circuits are combined
(fig. 2b), the left-hand one with two inputs and the
right-hand circuit with one. One of the two circuits can
be given an additional input by connecting a separate
diode, included in the circuit block, to one of the
points EG.

Table I is the truth table relating to the circuit of
fig. 2a, and gives the output level for all possible com-
binations of input levels. In the mathematical treatment
of logical operations with the aid of Boolean algebra,
the two states of a system are denoted by “0” and “1”.
These states can be related in two ways to the voltage
levels of the circuit. In what is termed positive logic,
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Table 1. Truth table for the circuit in fig. 2a.

General Positive logic Negative logic
inputs output inputs output inputs output
H H L 5&1’1 “1” “011 ‘GO” “0” “l”
H L H ‘Sl” “01’ “1” ‘GO” “1 ” “0”
L H H “0’7 “1 ”» “1 ” “1” “0’7 ‘iO,’
L L H “0” “0” “1” ‘Sl ” “:‘1” “07’

state “1” is taken as the high level H; reference to
table I shows that the circuit in fig. 2a then represents
what is called a NAND function. In negative logic
state “1” is taken as the low level L, and the circuit
represents a NOR function. These terms NAND and
NOR are contractions of NOT and AND and of NOT
and OR. Here we should just briefly mention the sign-
ificance of these functions. The AND function Z=A.B
is “1” if A and B are “1” and “0” in all other cases; the
WNOT function Z = A gives an inversion (interchange
of “0” and “1”), the NAND function Z = 4.B is
therefore “0” if A and B are “1”, and “1” in the other
cases. If we take Z as the state at the circuit output
and A and B as the states at the inputs, then we see
that this function is represented by the central part of
table I. The OR function Z= A + B is “1” if 4 or
B, or both, are “1”; the NOR function in these cases
is therefore “0”, and is “1” if 4 and B are “0”. This is
to be seen in the right hand part of table I.

As a general rule, when changing from one kind of
logic to the other an AND circuit will become an OR
circuit, and vice-versa. In order therefore to be able to
describe a circuit as an AND, OR, NOR or NAND
circuit, it is necessary to decide beforehand on the logic
to be applied. Following normal practice, we shall
adopt positive logic in the 10-series; the GI. circuit is
then the realization of a NAND.

Fig. 3 shows how the three logic functions AND,
OR and NOT can be realized with NAND circuits. The
symbol used in this figure for the NAND circuit was
previously introduced in article I; the small circle at the
output indicates that the circuit is inverting. Fig. 3 is
easily verified from the truth table for positive logic in
table I, if we remember that an unconnected input
behaves as if it were at the high potential (level “17).
In this way any logic function that can be defined by
Boolean algebra can be produced with the GI circuit
blocks.

Apart from being able to take a greater load, GA
circuit blocks have the advantage that the permitted
voltage limits for the low level at the input are much
wider than in the GI blocks (0 to 14 V, as against 0
to 0.3 V in the GI blocks). For this reason the GA cir-
cuit blocks are particularly useful as the output stage
of a complex logic circuit in which only the output is

leaded (e.g. the one in fig. 4). The logic circuit is then
built up with diodes and resistors and connected to the
GA input. Due to the voltage drop across the diodes
of this circuit, the input voltage at the low level can be
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Fig. 3. The basic logic functions realized with NAND circuits.
a) The AND function 4.5. b) The OR function 4 4+ B. ¢) The
NOT function 4. The truth table for each function is given.

Fig. 4. Realization of the AND-OR function A.B + C.D + E.F
using diodes and a GA 11 block. The logic circuit is built up
partly from external diodes and partly with diodes and resistors
included in the circuit block. The amplifier of the GA 11 is used
as output stage. The logic circuit is connected to the input W
of the amplifier. A high load can be applied to the output Q.
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higher than 0.3 V; as long as this voltage does not
exceed 1.5 V, the GA block delivers the right output
signal.

Application of the bistable circuit blocks

The bistable units of the 10-series were described in
some detail in article I (p. 52). It will therefore be suffi-
cient here to give the circuit diagram and a brief des-
cription of the most commonly used type, FF 12
(fig. 5a). The bistable circuit consists of two cross-
coupled NAND circuits with transistors 7r1 and Trg
and outputs Q3 and Qs. It can be brought into one of
its two possible states by bringing one of the S inputs
(S for set) to the low level. If, for example, the voltage
at S1 is made low, no current flows through Tri, Q1
becomes high and therefore Q2 low. The state is then

1
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of S, G and T inputs by means of external diodes.
Circuit block FF 11 is like FF 12, but without the
S inputs; FF 10 contains only the bistable circuit,
without trigger gates.

Fig.' 5b gives the symbol used for the FF 12. Here
again all the inputs and outputs are indicated, and the
pin numbers are shown. To avoid making the figures
in this article too complicated, we shall henceforth
indicate only the inputs used in the particular circuit
under discussion. The two parts of a bistable circuit
will then be distinguished by the subscripts 1 and 2.

Counting circuits

With circuit block FF 12 it is an easy matter to
make a circuit that divides by a factor of two, called
a scale-of-two counter. This is done by cross-connect-
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Fig. 5. a) The bistable circuit with trigger gates in the circuit block FF 12. b) Symbol for

this circuit block.

Q1= “1”. On each side of the circuit a trigger gate
is connected to the base of the transistor (/W1 and W),
and this trigger gate can be used to bring the bistable
circuit into a particular state when a particular con-
dition is satisfied. If, for example, the condition in-
put G is at the high level, an abrupt negative-going
voltage step at the trigger input T3 will stop the flow
of current through T4, resulting in the state Q; = “1”.
If G1is at the low level, a voltage step at T1 has no effect
and the state of the bistable circuit remains unchanged.
Thus, a trigger gate is opened if G = “1” and closed
if G = “0”. The two trigger inputs of a bistable circuit
with trigger gates may be connected, for instance, to a
clock pulse generator; the voltages at the condition
inputs, derived perhaps from logic circuits, will then
at any time determine into which state the circuit is
driven by the clock pulse.

The inputs ES, EG and ET of circuit block FF 12
were provided in order to be able to expand the number

ing the outputs Q1 and Qz with the condition inputs Gs
and G and interconnecting the trigger inputs 71 and T»
(fig. 6a). If Q1 is at the “0” level (and hence Q2 = “17)
the left-hand transistor will be conducting and the right-
hand transistor will not. As a result of the connections

» Q “r
] " |

] !
aQ
T 0" |
a b

Fig. 6. a) The FF 12 used as a scale-of-two counter. When a
series of pulses is applied to point 7, pulses with a period twice
as long appear at the output Q. b) Voltage waveform at points T
and Q.
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made, the condition input Gi is now at the “1” level
and Gz at the “0” level, so that the left-hand trigger
gate is open and the right-hand one closed. A voltage
step from high to low at the common trigger input T
will now have an effect on the left-hand trigger gate but
not on the right-hand one. Consequently the current
through the left-hand transistor will go to zero, O will
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circuit that divides by 27; an example is shown in fig. 7
for n = 4. By making a few small modifications this
circuit can be turned into a decade counter (fig. 8).
A diode is introduced between the output Q1 of D and
the EGs input of B, and the T inputs of the last unit (D)
are separately connected. If we consider the output
voltages of the scale-of-two counters D, C, B and A4,

A B C D
| -
] T | T | 1 | T Q
Q, G,
FF 12 FF 12 FF 12 FF12
6 h h G :
! 5 -l =Y =l=T %

Fig. 7. Circuit of a scale-of-16 counter made up from four FF 12 circuit blocks.

>
A B c D
| -
7 —1 — 1 5
o 0; o
a FFi12 FF 122 FF12 FFi12
6 1 % G Eoy P
I LIJ |- &l |- L
1 2 3 4 5 [ 7 8 9 10

Fig. 8. a) A decade counter derived from the scale-of-16 counter of fig. 7 by the
addition of a feedback diode. b) Voltage waveform at the circuit input 7 and at
the outputs of the four stages 4, B, Cand D. For every ten input pulses a single
pulse appears at the output of D, and this can be passed to the next counter
unit which therefore indicates the tens.

change to the “1” level and Qs to the “0” level, which
means that the bistable circuit ha%“’changed to the other
stable state. The left-hand trigger gate is now closed and
the right-hand one open, and therefore the arrival of the
next trigger pulse [2] returns the bistable circuit to its
original state. Two pulses at the input T thus result in
one complete pulse at the output Q (fig. 6b), i.e. the
circuit divides the number of incoming pulses by two.
The connection of # such units in cascade gives a

we see that the application of pulses to input I gives
rise to the successive situations shown in Table IT (see
also fig. 8b; the reason for reversing the sequence will
appear later). The process up to and including the eighth
input pulse will be identical with that of a scale-of-16

[2] The bistable circuit responds only to an abrupt voltage drop
from the high to the low level, i.e. to the trailing edge of a
pulse. The leading edge has no effect. For simplicity, we shall
not always mention this but simply state that a pulse causes
the bistable circuit to change its state.
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Table IL. The statesofthe four scale-of-twocounters D, C, Band 4,
of the decade counter in fig. 8 when pulses are applied to the
input. Bold figures show the states of significance for decoding.

D (o] B A

- initial state 0 0 0 0
after 1 pulse 0 0 0 1
after 2 pulses 0 0 1- 0
s 3 o 0 1 1
., 4, 0 1 0 0
s 5, o 1 0 1
5 6 0 1 1 0
I 0 1 1 1
s 8 1 0 0 0
s 9 1 0 0 1

counter, because the output 0y of D is always “1” in
this process, so that the right-hand trigger gate of B
connected to it remains open in the normal way. The
pulses from the output Qs of A will also have no effect
on the left-hand transistor in D since this is not yet
conducting (up to now Qi of D is in state “1”). After
the eighth input pulse the situation changes. Circuit D
switches over, Q1 in this block changing to state “0”
and Qs to state “1”, thus opening the left-hand trigger
gate. In addition the right-hand trigger gate of B is
closed, since the EG2 input is at the “0” level; a pulse
at the T input, can therefore no longer change the state
of this circuit. The ninth input pulse triggers the scale-
of-two counter A4 in the normal way, causing its out-
put Qs to switch from “0” to “1”, but nothing else
changes. At the tenth pulse, Qs of 4 again goes from
“1” to “0”. Because of the changed situation of B and
D, circuit B now does not switch over, but remains in
state “0”, while D changes its state, becoming “0” as
well. The result is that after the tenth pulse the initial
situation is reached again. The circuit thus amounts to
a decade counter. If we assign a value of 8 to the state
D= “17, a value of 4 to C = “1” and, in the same
way, values of 2 and 1 to B and A, this counter will
operate in the 8-4-2-1 code; this means that the states
of the units, in the sequence indicated in table II, indi-
cate the number of counted pulses in the usual binary
manner. The voltage drop appearing at the output Qs
of D after the tenth input pulse can be used for con-
trolling a second counter which therefore indicates the
tens. Thus, by connecting a number of decade counters
in cascade, we have a binary coded decimal (BCD)
counter.

Decoding of counters

To give a visual indication of the contents (the
reading) of a decade counter like the one shown in
fig. 8, e.g. using indicator lamps or an indicator tube,
a decoder consisting of ten AND circuits is generally
used. Simple circuits of resistors and diodes (see fig. 7a
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of I) are quite adequate for this. When the counter
reads O the outputs Qs of all the bistable circuits (fig. 8)
are at the “0” level and the outputs Qs are thus at the
“1” level. If we now connect the Q) outputs to an
AND circuit, the output from this gate will therefore
be “1” only when the counter reads 0. In order to
decode reading 1 of the counter we connect to an AND
circuit the output Qs of 4 and the outputs 0y of B, C
and D, which are all in state “1” when the counter
reads 1.

An AND circuit with four inputs is not needed for
every reading of the counter. If we consider the states
of the bistable circuits at the ten readings of the counter
as given in Table II, we see that the output Qs of D is
at the “1” level only at readings 8 and 9; at all other
readings this output is at the “0” level. Readings 8 and 9
differ from each other only in the level of 4, and there-
fore for decoding these readings only AND gates with
two inputs are required. Readings 0 and 1 require four
inputs, while three inputs are sufficient for the remain-
ing readings. Altogether 30 inputs are needed. The
states of the scale-of-two counters which have to be
used for decoding are indicated in Table II by bold
figures.

Fig. 9 shows one way in which a decoder of this kind
could be made. The vertical wires are connected to the
outputs of the scale-of-two counters; the horizontal
wires can be connected via transistors to an indicator
tube, which will then show the reading of the counter
at any given moment. A more complicated circuit is
used in block ID 10, which will not be dealt with here;
this circuit block also contains ten driving transistors.
This compact assembly makes it possible to accomo-
date two decade counters with indicator tube drivers

A B c D
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Flg 9. Cl[rcuxt for decoding the contents of a decade counter
using four scale-of-two counters 4, B, C and D. The outputs Q1
and Q2 of 4, B, C and D are connected to the vertical wires;
a horizontal wire goes to the “high” voltage when the counter
reads the corresponding number.
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on a single, standard printed wiring board, an example
of which is to be seen in I, fig. 2.

Presetting of counters

In many cases a counter is required to deliver a signal
when a preset reading is reached. This can be done with
“thumbwheel” switches ( fig. /0); the number is preset
by turning a small wheel. Fig. /1 shows the circuit dia-
gram of a thumbwheel switch; the inputs of an AND
circuit are connected through sliding contacts to the

Fig. 10. Cut-away drawing of a thumbwheel switch. When
connected to a decade counter, this switch gives a signal when the
counter reaches the value to which the wheel has been preset.
The diodes of the AND circuit can be seen inside the wheel and
also the sliding contacts which make the connections with the
counter through code discs on the inside of the case (dimensions
12.7 X 65 %57 mm).

four bistable circuits of the counter, in such a way that
at any given position of the wheel (i.e. of the sliding
contacts) the four input levels are “1” when the counter
reads the number corresponding to the position of the
wheel. The output Q is then at the “1” level. The con-
nections to 4, B, C and D naturally follow the same
pattern as in fig. 9. Thus, a decimal counter with a
capacity of 10", i.e. consisting of n decade counters,
has n thumbwheel switches. The AND circuits of these
switches can then be combined to form a single AND
circuit with 4n inputs, which responds only when all
decade counters have reached the preset reading.

In some cases, particularly in numerical control, the
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Fig. 1. Basic circuit of @ thumbwheel switch. The four inputs of
an AND circuit are connected by four contacts to the outputs Q)
and Q2 of the bistable circuits 4, B, C and D of a counter. The
output Q goces to the “17 level when the counter reaches the
preset reading.

preset numbers have to be changed frequently and
quickly, which rules out the use of thumbwheel
switches. The required number is then fed into a register
store consisting of the same number of bistable circuits
as the counter. A logic circuit is then used to determine
whether the counter has reached the preset reading.

Shift registers

A circuit which is widely used is the shift register. It
consists of a series of bistable circuits connected up in
such a way that if a pulse appears at a particular input,
the state of each bistable circuit is passed on to the
next one in the series, so that the information stored in
the register moves up one place. Fig. /2 shows a shift
register made up from FF 12 circuit blocks. In this
device the T inputs of all the bistable circuits are con-
nected in parallel and the outputs of each bistable cir-
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Fig. 12. Shift register built up from FF 12 circuit blocks. The
outputs Q1 and Q2 of cach block are connected to the condition
inputs (G1 and Gg) of the next bistable circuit. When a pulse
appears on the common trigger input 7, bistable circuit B will
take over the state of A, C the state of B, and so on, thus shifting
the contents of the register one place to the right.
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cuit are connected to the G inputs of the next block in
the series. The operation may be simply explained as
follows. :

Suppose that bistable circuit A is in the state where
Q: is at the “1” level and Qs is therefore at the “0”
level. The input G of B is now at the “1” level as well,
and G2 at the “0” level, so that the upper trigger gate
of B is open and the lower one closed. If a pulse now
appears at the trigger input, the upper transistor of B
will be cut off, irrespective of the previous state of B,
so that Q1 goes to the “1” level and hence Qs goes to
the “0” level. This means that B has taken over the
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Application of circuit block PS 10

The PS 10 circuit block contains a Schmitt trigger
and an inverting amplifier ( fig. 13a). The circuit is de-
signed in such a way that the output voltage Vq is
always at the “0” or at the “1” level within the toler-
ances required for the 10-series. The transition from
“1” to “0” is fast enough to be able to drive a bistable
circuit with this signal. The circuit block was designed
primarily for shaping a pulse to the right height and
edge steepness for driving the other circuit blocks.
Fig. 13b shows the relation between the input volt-
age Vs and output voltage Vq. It can be seen that the

o

Fig. 13. a) Basic circuit of the PS 10 circuit block, consisting of a Schmitt trigger and an
inverting amplifier. ) The output voltage Vq of the PS 10 as a function of the input voltage V.
If Vg is low, Vq is at the “1” level. As Vg increases, state “1” suddenly changes to state “0”
at a voltage V1 which is higher than the voltage Vo at which “0” returns to “1” when Vg
decreases. This hysteresis region lies between the values Vo = 0.13 Vy and V; = 0.36 Vyp,

where ¥V}, is the applied positive voltage corresponding to state

state of 4, and in this way the state of each bistable
circuit is passed on to its right-hand neighbour.

As soon as a bistable circuit switches over, the volt-
ages across the condition inputs of the next bistable
circuit also change. This circuit, however, must not yet
react to these new values but has to take over the old
state of the first bistable circuit. In each trigger gate a
storage action is therefore required in order to re-
member the old voltages until the next bistable circuit
has switched over. This is the purpose of the capacitor
in the trigger gate (to be seen in fig. 5), which gives the
trigger gate a specific response time (see also I, p. 53).

A shift register can be modified by connecting the
outputs of the last bistable circuit to the condition in-
puts of the first one. This gives a register in which the
information circulates. It is also possible, of course, to
connect 2 number of shift registers in parallel and drive
them with the same trigger pulses; with four rows of
bistable circuits a shift register can be made for a
decimal figure in the 8-4-2-1 code.

uln

transition from “1” to “0” takes place at an input
voltage different from that for the transition from “0”
to “1”. This hysteresis effect can be put to good use in
several applications; we shall consider here the genera-
tion of a square-wave signal.

Fig. 14 shows a square-wave oscillator whose fre-
quency can be preset within a wide range. We start
from the situation in which C is not charged, so that
Vs is low and Vg is at the “1” level. Capacitor C now
starts to charge up through R;, Rs and R3. As soon as
this causes Vs to exceed the value of V7 in fig. 14, Vg
goes to the “0” level. Diode D now conducts and C
starts to discharge through R3, Rz and D. This con-
tinues until Vg is lower than the other change-over
point of the PS 10, whereupon Vg returns to the “1”
level and the process is repeated. The oscillation can be
stopped by putting one or both inputs G; and G at the
“0” level, thus holding Vs at a low voltage. The fre-
quency can be set anywhere in a range from below 1 Hz
to several tens of kHz by choosing the value of C.
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A square-wave voltage with a frequency of 50 or
100 Hz can be obtained from the PS 10 circuit block
by feeding a half-wave or full-wave rectified mains
signal into the input. This arrangement is frequently
used for time measurements in industrial equipment;
the mains frequency is usually sufficiently accurate for
this purpose.

+
b
Pl
a
Ry PS 10
c

Fig. 14. Square-wave oscillator. As long as Vg is low and Vg is
at the “1” level, charge flows into C through R, R2 and Ras.
When Vg has risen to a value at which Vg goes to the “0” level,
C discharges through R3, R2 and D until Vs has fallen far enough
for Vg to return to the “0” level. The oscillation can be stopped
by bringing G, or G2 to the “0” level.

The other circuit blocks

The 10-series also contains blocks with delay circuits
and amplifiers. We shall not mention any special appli-
cations of these types, but we shall consider type PD 10
in somewhat more detail because this circuit block is
used in the device described in the last part of this
article.

Circuit block PD 10 contains a trigger gate followed
by a monostable circuit. In the steady state the output
voltage of PD 10 is at the “1” level. If the voltage
across the trigger input drops from the “1” to the “0”
level, the output voltage goes to the “0” level, and
returns after a certain time interval to the “1” level.
This output pulse can be used for driving many inputs
of other circuit blocks. Apart from its pulse driver
function, the PD 10 can be used as a delay circuit; the
time interval during which the output voltage is at the
“0” level can be adjusted between four microseconds
and several tens of milliseconds.

Input and output devices

Since the only language the circuit blocks understand
is that of the “0” and “1” levels, whereas the variables
of the processes being controlled are velocities, angular
displacements, temperatures, times, etc., these variables
have to be “translated” by transducers acting as input

" and output devices for the electronic system. In view of
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the need for very fast or non-wearing input elements,
various electronic devices have been designed, some of
which will now be discussed.

The first to be mentioned is the Vane Switched
Oscillator (VSO). This is an oscillator circuit contain-
ing two coils, one in the base circuit of a transistor and
the other in its collector circuit; the oscillator output is
taken to a rectifier via a coupling winding in one of the
coils (fig. 15). The oscillator starts when the supply
voltage Vp is applied; the output voltage Vq from the
rectifier is then positive. If a piece of metal is now
inserted between the two coils of the oscillator, the
coupling between the coils is reduced and the oscillator
stops. The output signal then drops to the “0” level.

= . | .
{— |
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Fig. 15. Diagram of a Vane Switched Oscillator (VSO). The
oscillator O, which operates when a supply voltage Vp is applied,
stops when a metal vane enters the gap between the two coils.
The output voltage Vg of the rectifier G then drops from a posi-
tive value to zero.

The complete circuit is enclosed in a case of the form
shown in fig. 15. One application is to mount the VSO
near a rotating shaft in such a way that a small metal
vane fixed to the shaft traverses the gap of the VSO
once per revolution, giving a voltage pulse at the output
of the VSO. In practice a PS 10 is usually connected
in series with the VSO to ensure that the pulses have
the right height and edge steepness. An input circuit
operating on the same principle is the Electronic
Proximity Detector (EPD); in this device the oscilla-
tion is stopped when a piece of metal comes close to
the coil.

Photoelectric cells are widely used as input devices;
they are commercially available in various types. The
simplest type is based upon the interruption of a beam
of light incident on a photo cell. A more complicated
photoelectric device is the rotation transducer, which
delivers several hundred pulses for every revolution of
a shaft, thus allowing the position or speed of rotation
of the shaft to be determined.

The last input device we shall mention is the ultra-
sonic detector. When this device is used together with
flexible tubes as acoustic waveguides, signals can be
detected at places otherwise very difficult to reach.

The output devices include, apart from the indicator
tubes already discussed, two types of power amplifier,
the RD 10 which can drive small relays and indicator
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lamps, and the PA 10 for higher powers. For heavy-
duty power handling one can use the thyristor, which
also permits continuous control of the power output.

Example: Design of an equipment for measuring the
length of cardboard sheets

As an example of the industrial application of the
10-series circuit blocks, we shall now describe an equip-
ment which measures the length of sheets of cardboard
and gives an alarm if there is too large a deviation from
the required length. The equipment was designed to be
fitted to one of the production machines at the Philips
Corrugated-cardboard Works in Eindhoven. The ma-
nufacture of corrugated cardboard has previously been
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the two pairs of cutting blades; the arrangement thus
offers considerable flexibility.

The length of the sheets of cardboard cut off is
determined by the speed of the moving cardboard strip
and by the speed at which the cylinders of the cutting
blades rotate. If the cardboard travels at » metres per
second and the cylinders complete one revolution in
T seconds, then »T metres of cardboard are cut off.
The speed of rotation can be adjusted by hand to
ensure that the pieces are cut to the right length. As a
result of slight variations, however, mainly in the speed
of the cardboard strip, deviations from the proper
length do arise after some time. The equipment de-
scribed here gives a direct visual indication of these

4

Fig. 16. Diagramofpart of a machinefor the production of corrugated cardboard. This is the part
in which the cardbourd is cut tosize. The cardboard strip coming from the left is cut lengthwise
by a number of cutting wheels M whose spacing can be adjusted. The resultant strips are
divided between two pairs of cutting blades 41 and A2, which cut the strips to the required
lengths. These blades are attuched to rotating cylinders that are actuated by an eccentric
mechanism which ensures that they travel along with the cardbouard strip as it is being cut,

so that this strip is not bruised or torn.

discussed in this journal [3). We shall confine ourselves
here to a brief description of the part of the machine
where the cardboard is cut to length ( fig. /6).

The continuous cardboard strip (width 2170 mm),
travelling at a speed of about one metre per second, is
cut into rectangular sheets by two kinds of cutting
mechanism. The strip is first cut lengthwise into nar-
rower strips by rotating cutting wheels M. These strips
are then cut transversely to the required lengths by two
pairs of cutting blades A; and Ag placed at diilerent
heights. These blades are mounted on two rotating cylin-
ders and at each revolution a cut is made. To obtain
sheets of the required lengths the speed of rotation can
be separately adjusted for each set of blades. However,
the blades have to travel along with the moving strip of
cardboard as they cut; this is achieved by driving the
cylinders via an eccentric mechanism. The cardboard
strips cut lengthwise can be divided asrequired between

deviations, enabling the speed of rotation to be adjusted
accordingly.

Fig. 17 gives a schematic diagram of the various
parts of the equipment. A wheel W is driven by the
moving strip of cardboard B. Attached to the rim of the
wheel are a number of small magnets which generate
pulses in a magnetic detecting head PU situated beside
the wheel. The wheel und detector are so arranged that
a pulse is delivered for every millimetre displacement
of the cardboard strip. The time of revolution of the
cylinders with the cutting blades is measured by a vane
switched oscillator (VSO in the figure). Attached to one
of the cylinders is a metal vane which passes through
the gap in the VSO once every revolution, so that the
VSO delivers a pulse after every T seconds. The output

3] H. W. van den Mcerendonk and J. H. Schouten, Trim-losses
in the manufacture of corrugated cardboard, Philips tech.
Rev. 24, 121-129, 1962/63.
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Fig. 17. Diagram of the equipment for measuring the length of the sheets of cardboard cut off.
The wheel W is driven by the corrugated-cardboard strip. The magnetic detecting head PU,
which is energized by small magnets fixed to the rim of the wheel, gives a pulse (a wheel pulse)
for every millimetre displacement of the strip. A VSO, whose gap is traversed by a mectal
vane ¥ mounted on onc of the cylinders of the cutting blades, delivers a pulse (a blade pulsc)
for every revolution of the cylinder. Both signals are fed to a cabinet containing the digital
circuit. The front panel of this cabinet is arranged as tollows: at the bottom there are four
thumbwheel switches for presetting the required length and two thumbwheel switches for
positive and negative tolerance limits; at the top ol the panel there are four indicator tubes
which read out the measured length and, on the right, three lamps K, N and L for indicating
the situations “too short™, “normal”, “too long”. In the situation illustrated here, the length
is within the tolerance limits and the lamp N is thercfore switched on.
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signals from the magnetic
detecting head (the wheel
pulses) and of the VSO (the
blade pulses) are fed into
a digital circuit, which is
also supplied with informa-
tion about the required
length (in mm) 'and the
positive and negaﬁve toler-
ance limits (in mm) by
means of  thumbwheel
switches.

With the aid of the sig-
nals from the magnetic
detector and from the VSO
the equipment determines
the length cut off and com-
pares this with the required
length. If the tolerance
limits have been exceeded,
this is indicated by lamps.
Indicator tubes are used for
reading out the length of

Fig. 18. The part of the production machine where the corrugated-cardboard strip is cut
(cf. fig. 16). On the left can be seen the wheel which measures the speed at which the strip
is travelling, and on the right of it the cutting wheels which cut the strip lengthwise. The
two cabinets containing the digital circuits are on the right, one for each pair of cutting blades.
Below them can be secen the mechanism for adjusting the speed of rotation of the cylinders.
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every second sheet cut off. Fig. I8 shows the part of
the corrugated-cardboard machine to which the equip-
ment is fitted. On the left can be seen the wheel # and
on the right the two cabinets, one for each pair of cut-
ting blades. Located under these cabinets is the mecha-
nism for adjusting the speed of rotation of the cylinders.
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adjusting the required length. If this length is reached
before the next blade pulse appears, the remaining
wheel pulses are also fed to the “auxiliary counter”,
which therefore counts up the excess length of the sheet
cut off. The auxiliary counter, which consists of a single
decade circuit, is linked with a thumbwheel switch for

zero set pulse GI 10 |
P
| l J GA 10
PD 10 PD 10 N
H I I
0T q)
G
I-T-' | decoding |
[ [ : .
PS 10 — GI 1 | register |
F A [ | | |
:' master counter |
vso
blade pulses GIn
B
| preset
[ l"7" |"0"
PS 10 | FF10 GI 10
13 L M 0
GI 1
c
PU .
i wheel pulses i‘ aux. counter
' GIn
D — GI 10 L
| pos. tolerances l— L
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Fig. 19. The digital circuit. The wheel pulses from the magnetic detector PU, which appear
between two blade pulses from the VSO, are counted in the master counter and their number
compared with the preset value. The number of wheel pulses representing the difference
between the measured and preset value is counted in the auxiliary counter. The NAND cir-
cuits 4, B, C and D form trigger gates, controlled by the blade pulses and by the output signal
from the thumbwheel switches used for presetting. The wheel pulses go from the trigger gates
to the counters. After each measurement the final reading of the master counter is shown on
indicator tubes, with the aid of a register and a decoder. The tolerances are preset by thumb-
wheel switches connected to the master counter; if a tolerance limit is exceeded, a pulse

appears at the output L or XK.

The digital circuit

The heart of the digital circuit (fig. 19)is the “master
counter”, a decimal counter with a capacity of four
decades. This counts the number of wheel pulses deliv-
ered by the detector PU between two blade pulses (this
number being the length cut off in mm). The master
counter is connected to four thumbwheel switches for

N

adjusting the positive tolerance limit. If the limit is ex-
ceeded, this switch gives a signal which lights up an
indicator lamp. Another thumbwheel switch is con-
nected for adjusting the negative tolerance limit. When
the sheet cut off is too short, i.e. when the blade pulse
appears before the master counter has reached the
preset value, wheel pulses are also supplied to the
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auxiliary counter and these pulses indicate by how
much the sheet is too short.

The wheel pulses are passed to the master counter
and the auxiliary counter through gate circuits con-
sisting of GI 11 circuit blocks 4, B, C and D (fig. 19).
The outputs of these NAND circuits, are intercon-
nected 4 to B and C to D. A combination of this kind
represents a NOT-AND-OR function (see I, page 51),
which means that the common output goes to the “0”
level if all inputs of one or both circuit bloeks are at the
“1” level. The output is thus at the “1” level if one or
more inputs of both blocks are at the “0” level. We
shall now consider in detail how these circuits are used
to pass on the train of pulses.

As the starting situation we take the moment at
which the VSO has just delivered a pulse; in this
situation the outputs of circuit blocks G and M are at
the levels indicated. The pulses from the VSO and from
PU are first shaped to the appropriate height and edge
steepness by the PS 10 blocks F and E (we recall here
that only the transition from “1” to “0” is of impor-
tance). The wheel pulses are now fed to the circuit
blocks A4, B, C and D. At this moment the upper input
of A is at the “1” level. If now E gives the “1” level as
well, the common output of A and B will be at the “0”
level. If E gives the “0” level, the output will be at the
“1” level. This means that for every wheel pulse (“1”
to “0” and back) the voltage at the input of the master
counter goes from “0” to “1” and back, thereby acti-
vating the master counter. Block A thus passes on the
wheel pulses to the master counter. The lower input of
block B is at the “0” level, so that this circuit lets no
pulses through. Blocks C and D also both have an input
at the “0” level; C obtains this voltage from the FF 10
block M, and D obtains it from the FF 12 block G;
this gate is thus closed and no pulses get through to the
auxiliary counter.

Let us now first assume that the length cut off is equal
to the preset value of, say, 2100 mm. The master coun-
ter will then read 2100 at the moment the blade pulse
appears. This pulse activates the bistable circuit FF 12
G via the PS 10 F, causing the FF 12 G to change
polarity at the output. At the same time the positive
voltage now appears at the output of the thumbwheel
switches used for presetting, so that the right-hand S
input of the FF 10 M is brought to the “0” level via
GI 10 O (used as an inverting amplifier), thus causing
the FF 10 M to switch over. The switch-over of G has
the effect of blocking 4; B would be opened by the
“1” level of the left-hand output of G, but is at the
same time blocked again by the “0” level of the left-
hand output of M. In the same way as B, both C and
D remain blocked. Neither of the counters receive any
further pulses.
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The reading of the master counter must now be
shown by indicator tubes. For this purpose the counter
contents are first stored in a register in order to release
the counter for the next measurement. The register
contains as many bistable circuits as the counter (16,
four for each decade). These bistable circuits are con-
nected to four decoding circuits (fig. 9), which control
the indicator tubes. For transferring the contents of the
counter to the register, the outputs of the bistable cir-
cuits in the counter are each connected to the corre-
sponding condition input of the bistable circuits in the
register; the trigger inputs of the register are inter-
connected. The transfer is effected by supplying a pulse
to these trigger inputs (it is thus comparable with one
step of a shift register).

For transferring the contents of the counter into the
register, the voltage change from “1” to “0” at the
right-hand output of FF 12 G is used. This actuates
the PD 10 circuit block 7, whose output voltage goes
to the “0” level and then, after a slight delay, returns
to the “1” level. The latter voltage pulse, after being
inverted by G110 J and amplified by GA 10 N, is
used for the transfer. The delay is necessary because
otherwise the blade pulse might appear immediately
after, say, the thousandth wheel pulse; in that case the
counter must still change from 999 to 1000 before the
contents are stored in the register, which would take a
relatively long time because of the four transfers. The
delay does not upset the next measurement because, as
we shall explain presently, only every other sheet is
measured. This can also be seen with the PD 10 H.
At the first blade pulse the input of this circuit block
goes from the “0” to the “1” level. This has no effect,
however; only when the second pulse arrives, and
the voltage drops again, does H deliver a pulse which
is used for resetting the counters to zero and returning
FF 10 M to the initial state.

Let us now consider the case where the sheet of card-
board cut off is longer than the preset value. The pulses
are again passed in the same way to the master counter,
but now the preset value is reached before the blade
pulse appears, and FF 10 M thus switches over before
FF 12 G. The lower input of GI 11 C has now arrived
at the “1” level, while its upper input is still at the
“1” level. This means that C is open and the next wheel
pulses are supplied to the auxiliary counter as well as
to the master counter. If the blade pulse now appears,
the FF 12 G also switches over, whereupon all NAND
circuits are again blocked (4 and C by the “0” level
of G, and B and D by the “0” level of M), so that all
counters stop. The reading of the master counter is
again shown on the indicator tubes as a result of the
switch-over of G. '

The auxiliary counter has meanwhile received a
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number of pulses. If the positive tolerance limit has
been exceeded, the relevant thumbwheel switch delivers
a corresponding positive output voltage at that reading.
Both inputs of GI 10 L are at the “1” level (since
FF 12 G is still in the state indicated in fig. 19) so that
the output L of the circuit block goes for a short time
to the “0™ level.

Finally, there is the case where the sheet is cut off
shorter than the preset value. FF 12 G will then
switch over before FF 10 M. As soon as G switches
over, the contents of the master counter will again be
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been at the “1” level, resulting in the appearance of a
pulse at the output K of this block.

In the last case we allowed the master counter to go
on counting after the blade pulse had appeared. In
other words, we have used for the measurement pulses
which should really have been used for measuring the
length of the next sheet. With this arrangement, there-
fore, we can only measure every second sheet, but in
view of the slow variations this is not a drawback.
Some of the consequences of this have already been
noted above.
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Fig. 20. The cabinets containing the digital circuits (one complete circuit for each pair of
cutting blades; cf. fig. 19). The indicator tubes and the indicator lamps can be seen on cach
cabinet, and below them the switches for presetting the length and the tolerances (in this
model the switches were similar to those of tig. 10 but with knobs instead of thumbwheels).
The meter at the right of the cabinets indicatces the speed ol the cardboard strip.

taken over into the register in the manner described
above, so that the measured length will be indicated.
Now, however, the master counter does not stop yet.
Although 4 is blocked by the switch-over of G, block B
at the same moment starts to let pulses through (the
lower input being at the “1™ level because of the state
of G and the upper input at the level because of the
state of M). Simultaneously the Gl I'1 D starts to pass
pulses to the auxiliary counter.

As soon as the master counter has reached the preset
value, circuit M changes state, so that just as above, all
the NANDcircuitsare blocked and the countersstopped.

The auxiliary counter has now counted the number
of millimetres by which the sheet cut oft is too short.
If this has reached the negative tolerance limit, the
voltage at both inputs of the G1 10 K will just have

“] 2

A red lamp lights up if a measured sheet is too long
or too short (L or K respectively in fig. 17); a green
lamp is illuminated when the length is within the toler-
ances (N in fig. 17). The lamps are controlled by a cir-
cuit which is fed by the reset (zero) pulses and the pulses
appearing at outputs L and K. We shall not go into the
operation of this circuit since it offers no new inform-
ation about the application of the circuit blocks.

The digital circuits add up in total to 65 circuit
blocks, mounted on nine printed wiring boards. To-
gether with the power pack they are contained in a
cabinet ( fig. 20) which measures only 2030 < 50 cm
and can easily be fitted to the corrugated-cardboard
machine. Fig. 2/ shows the interior of the cabinet.

The equipment described here has proved to be ex-
ceptionally reliable. High safety factors are built into
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the design of the circuit blocks, and if they are used in
a correct circuit, equipment results which requires no
technical attention after installation. The equipment
has been in operation for the last three years in the
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corrugated-cardboard works without ever giving any
trouble. Maintenance is limited to periodically cleaning
the rotating parts of the wheel-pulse and blade-pulse
generators.

Fig. 21. Interior of one of the cabinets of fig. 20, seen from the rcar. The printed wiring boards
with circuit blocks are fitted in a rack of standard size (20 > 30 ¥ 50 cm), which also accommo-
dates the power pack on the right. One of the boards has been partly pulled out from the rack.
The boards are connected together by means of the connectors at the front of the rack. Since
nine boards only are required for the circuit blocks used in the equipment forone pair of cutting
blades, not all the space in the cabinet is occupied.

Summary. Digital circuit blocks contain complete basic digital
circuits, such as logic circuits, bistable circuits, etc. The serics
of ¢ircuit blocks marketed by Philips have been described in a
previous article in this journal. The present article describes how
a number ol frequently used circuits can be built up with these
circuit blocks. After a bricf discussion of logic circuits, some
applications of bistable circuits arc described. These include
decimal counters, the decoding of these counters for indication,
the presetting of counters by means of thumbwhee! switches, and
shift registers. Some applications of a circuit block containing a
Schmitt trigger are considered, and this is followed by a discus-
sion of various input and output devices which can be used to
form the link between a controlled process and a digital circuit.

As an cxample ol a piece ol industrial equipment made up from
circuit blocks, the last part of the article gives a description of an
equipment for measuringthelength of sheetscut oftinthe manufac-
ture of corrugated cardboard. In the manufacturing process a
continuous strip ol cardboard is cut into shcets by a system of
cutter blades on rotating cylinders. The speed of the cardboard
strip and the speed of rotation of the cylinders are measured,
giving the input signals from which the equipment determines the
length cut ofl. This is compared with the required length, which
can be preset in the measuring unit. If the dillerence is greater
than a certain tolerance (also preset), the equipment puts a warning
light on. The use of circuit blocks gives a compact equipment which
is extremely reliable and requires virtually no maintenance.
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Non-polar electrolytic capacitors

J. C. W. Kruishoop

Electrolytic capacitors are widely used on account of their large capacitance for a relatively

small volume. One well-known application is their use as smoothing capacitors in the power
supply circuits of radio receivers. For many other applications, however, particularly where
an alternating voltage is applied 1o the capacitor, they have until now not been suitable,
since this type of capacitor always had 1o be connected with the proper polarity. A further
development is the non-polar electrolytic capacitor described here, which does not have this
disadvantage and has the same relatively large capacitance as a conventional electrolytic

capacitor.

In this article we describe a new type of electrolytic
capacitor which, unlike conventional electrolytic capac-
itors, can be connected up with either polarity, and
which we have therefore called non-polar. The electro-
lyte in such a capacitor has to meet two essential
requirements: it should contain no hydrogen ions and it
should have self-healing properties in both voltage
directions. An example of such an electrolyte is a so-
lution of anhydrous calcium nitrate in pyridine. We
begin with a brief description of the formation and
leading characteristics of conventional electrolytic
capacitors, and of the mechanism responsible for their
polar nature.

The conventional electrolytic capacitor

Electrolytic capacitors have a large capacitance in a
relatively small volume (capacitances lie between about
t uF and 1 F), and for this reason they are widely
used in electrical and electronic circuits. Electrolytic
capacitors have therefore been a subject of research at
Philips since 1932 1. The difference in size between a
paper capacitor and an electrolytic capacitor with the
same capacitance and working voltage is illustrated in
fig. 1.

A schematic diagram of an electrolytic capacitor is
shown in fig. 2: two electrodes are contained in an

Drs. J. C. W. Kruishoop is with Philips Research Laboratories,
Eindhoven.
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Fig. 1. A paper capacitor (above) and an electrolytic capacitor
of the same capacitance and working voltage.

electrolytic solution, one of them (electrode 4) being
coated with a thin insulating oxide film. This oxide film
functions as the dielectric and is bounded by the elec-
trode 4 and the electrolyte E/ which act as the plates of

{1 See W. Ch. van Geel and A. Claassen, Philips tech. Rev. 2,
65, 1937,
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Fig. 2. Schematic diagram of
a conventional electrolytic
capacitor. A electrode cov-
ered with an insulating oxide
film. B counter electrode.
El electrolyte. The clectrodes
are usually of aluminium.
The electrolyte used is fre-
quently water or glycol con-
taining a mixture of boric
acid and sodium borate or
ammonium borate.

a capacitor. Electrode B serves only as contact for the
external connection. We shall henceforth refer to elec-
trode A as the oxidized electrode and to electrode B
as the counter electrode. The capacitance of a capacitor
is given by the well-known relation:

eA
3.6md’

where C is the capacitance (in picofarads), & the dielec-
tric constant, A the area of the plates (in cm?) and
the thickness (in cm) of the dielectric. The capacitance
of electrolytic capacitors is so very large because the
thickness « is very small (0.01-1 wm), while the film is
still capable of withstanding breakdown at the voltages
used.

The very thin dielectric film is obtained by electrolyt-
ic oxidation of a suitable metal,
nium or tantalum. The oxidation process may be
described as follows (see fig. 3). The metal is given a
positive potential with respect to the electrolyte, the
voltage applied being higher than that at which the
capacitor will be used. Under the influence of this vol-
tage, the metal ions migrate through the existing natu-
rally present oxide film to the electrolyte side. Here the
ions combine with the oxygen of the anions from the
electrolyte, causing the oxide film to grow to the re-
quired thickness (21,

usually pure alumi-

@y

Fig. 3. Illustrating the anodic oxidation of aluminium.
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Fig. 4 shows the relation between the field strength
F and the current density J associated with the migra-
tion process. It can be seen in the figure that, at a field
strength greater than 5x 108 V/em, a considerable
current flows, so that the oxide film increases in thick-
ness; this therefore determines the minimum field
strength needed for making the capacitor. At a value
lower than 5% 108 V/cm the current is negligible, and
so therefore is the growth of the oxide film. In other
words, the current is blocked. At values of F between
5% 105 V/cm and zero the oxide film is stable and can
be used as a dielectric. This value of 5x 108 V/em is a

SmAknT)

5x108Vfern

— »F

Fig. 4. Current density J measured-us a function of field strength
F in an oxide film formed by anodic oxidation of aluminium.

factor of about ten higher than the breakdown field
strength of most other dielectric materials. This is due
to the self-healing action of the electrolytic capacitor:
in the event of damage due to breakdown, the oxide
film reforms by oxidation of the underlying metal where
the film was damaged. The maximum permissible work-
ing voltage Vuax in an electrolytic capacitor depends
on the thickness of the oxide film and varies in practice
from 6 to 500 V. If the surface area is held constant,
the product CVmax of the permissible voltage and the
capacitance is approximately constant.

However, if only a relatively small field of the

[2]1 From recent work it seems Ilkely thdt oxygen ions can also

migrate in the reverse direction through the oxide film. This

makes no essential difference however to what we have said

about the growth of the film.

Sometimes referred to as “non-polarized” or ‘“‘symmetrical’

electrolytic capacitors.

L. Young, Anodic oxide films, Academic Press, London 1961.

D. A. Vermilyea, Adv. Electrochem. clectrochem. Engng. 3,

211, 1963.

Extended Abstracts of the Spring Meeting of the Electro-

chemical Society, Dallas 1967, Dielectrics and Insulation

Division.

W. S. Goruk, L. Young and F. G. R. Zobcl, lonic and elec-

tronic currents at high fields in anodic oxide films, in: Mod-

ern Aspects of Electrochemistry No. 4 (ed. J. O’M. Bockris),

Butterworths, London 1966, pp. 176-250.

The complete results will be published shortly in J. Electro-

chem. Soc.

6] Arguments in support of this view are summarized iz A.
Middelhoek, J. Electrochem. Soc. 111, 379, 1964.
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opposite polarity is applied, the result is a high leakage
current which permanently damages the oxide film and
short-circuits it. The reason for this will be discussed
under the next heading.

For applications where this single polarity is a dis-
advantage it has been the practice to use what are
called bipolar electrolytic capacitors [3). These consist
essentially of two conventional electrolytic capacitors
connected in series in such a way that the current is
blocked in both directions. This improvement is ob-
tained, however, at the expense of the CVmax product
which is reduced by a factor of about two ( fig. 5). The
non-polar electrolytic capacitor does not have this
disadvantage.

-+
b —

Fig. 5. Two conventional electrolytic capacitors connccted in
series-opposition can be used for both polarities (bipolar). The
capacitance, however, is then only half that of a separate elec-
trolytic capacitor. To obtain the same capacitance it is therefore
necessary to use two of these bipolar capacitors connected in
parallel.

Mechanism underlying the polar nature of the conven-
tional electrolytic capacitor

The polar nature, or rectifying action, of the conven-
tional electrolytic capacitor has been the subject of
numerous investigations and has given rise to many
conflicting theories [4l. We shall confine ourselves here,
however, to our own views 5],

The electrolytes used in conventional electrolytic
capacitors all contain hydrogen ions. When a suffi-
ciently high voltage is applied in the forward direction
(i.e. in the reverse direction for use as a capacitor, the
oxidized electrode then being negative), the hydrogen
ions can migrate through the oxide film and are
discharged at the metal-oxide interface (6] (fig. 6).
This mechanism has become clear to us chiefly through
our investigations on oxidized tantalum electrodes. The

S/

\7‘1

Fig. 6. Current conduction in the forward direction with Ta/Ta205
electrodes. This conduction is due to the migration of hydrogen
ions through the TasOs. The same thing happens with Al/AlO3
electrodes.
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advantage of using tantalum in these investigations is
that the oxide TagOs is chemically much more stable
than AlsQOs, and this gave us much more freedom in the
choice of electrolyte than when we used aluminium. Our
investigations showed that the initial current of hydro-
gen ions, which we have called the primary forward
current, is closely dependent on the thickness of the ox-
ide film at a given voltage. After some time the oxide film
is forced away from the metal locally by the pressure
of the accumulated hydrogen which has been formed,
giving a short-circuit between electrode and solution.
This explains why the “secondary forward current”
which occurs after some time is much stronger and
practically independent of the thickness of the oxide
film.

On the other hand, a well-chosen electrolyte con-
tains no negative ions which could migrate through the
oxide film when the polarity of the capacitor isreversed.
When a voltage is applied in this reverse direction,
therefore, little or no current flows and the capacitor
can be used as such.

In order to verify the above theory of the rectifying
action of the electrolytic capacitor we have devoted
considerable attention to the question of whether the
primary forward current was a current of hydrogen
ions or of electrons (or perhaps holes). The possibility
that other charge carriers might cause this current
through the oxide film could fairly easily be ruled out
for the following reasons:

a) The metal and oxygen ions forming part of the
oxide film are mobile only at a field strength much
higher than that applied in the forward direction (see
fig. 4). Moreover, the displacement of these ions in the
forward direction would cause the dissolution of the
oxide film and thus make it thinner. This has never been
observed.

b) The possibility that other ions than hydrogen ions
in the electrolyte might cause the primary forward
current was ruled out by varying the composition of
the electrolyte: this had no effect on the rectifying
action.

In order to determine whether the conduction is due
to hydrogen ions or to electrons (or to both) we have
used electrochemical methods, since the electrolytic
capacitor can also be regarded as an electrochemical
cell. If a forward current is passed through this cell,
electrochemical reactions take place. For the oxidized
electrode the following possibilities exist:

a) If the oxide film is an electron conductor, a redox
reaction takes place at the surface of the film so that,
for example, in the presence of Fe3+ ions we have:

Fe3t - e — Fe?+,

The potential difference between the electrode and the
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solution then depends upon the redox potential of the
electrolyte. This redox potential is a measure of the
ease with which the electrochemical reduction reaction
takes place. To measure it we used a standard elec-
trode as counter electrode; this is an electrode whose
potential difference with the electrolyte is independent
of the electrolyte composition. In our investigations we
used a calomel standard electrode. If the conduction
through the oxide film was purely electronic, the po-
tential difference between the oxidized electrode and
the calomel electrode would be equal to the redox po-
tential plus a constant related to the film thickness
and the magnitude of the forward current. By varying
the electrolyte composition, and hence the redox
potential, at a constant forward current it is possible
to establish whether there is electronic conduction
through the oxide film, and if so to what extent.

b) If the oxide film conducts hydrogen ions, this means
that the electrolyte-oxide interface is selectively per-
meable to hydrogen ions. The electrode does notin that
case differ essentially from other selectively permeable
membrane electrodes, such as the glass electrode. In
this case the potential difference between the oxidized
electrode and the calomel electrode will depend upon
the concentration of hydrogen ions in the electrolyte
and will increase by 0.059 V per unit of change in pH
just as for a glass electrode. This also can be experi-
mentally verified by varying the pH of the electrolyte
at constant current and redox composition.

In the experiments, special precautions had to be
taken on account of the instability of the oxide film
when carrying a current in the forward direction. After
every measurement at constant forward current, the
oxide film was kept for a few seconds at a reverse
voltage low enough to prevent the oxide film from
growing, but high enough for any breakdown spots to
heal. This procedure was followed during the entire
period of the measurements. Furthermore, the forward
voltage was measured as the difference between the
forward voltages across two electrolytic capacitors in
which the forward current was the same, and which
differed only in the composition of their electrolyte.
The composition was kept constant in one capacitor
and in the other it was varied both in pH and redox
potential. As the oxidized electrodes were identical,
the time-dependence of the forward voltage was
eliminated (this time-dependence is related to polariza-
tion effects in the oxide film). A platinum electrode was
used for the current supply, and in each measurement
the forward voltage was measured by means of a calo-
mel electrode. In spite of all these precautions, repro-
ducible results were obtained only with thin oxide films
(<40 nm) and low forward currents (<<30 pA/cm?).

The results of these measurements showed that the
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forward voltage depended only on the pH and not on
the redox potential [7], thus proving that the primary
forward current through the TasOs layer consisted of
hydrogen ions.

Investigation of electrolytes cbntaining no hydrogen ions

It appeared from the work described above that a
study should be made of the behaviour of electrolytic
capacitors with electrolytes which contain no hydro-
gen ions. The solvents would have to be polar (i.e. the
molecules must have a permanent dipole moment) to
give solutions of good conductivity. An example of
such a solvent, which we have used in many experi-
ments, is pyridine (CsHsN). Pyridine has no hydrogen
ions, is a highly stable compound and readily dissolves
many salts, which are partly ionized in it, giving a con-
ducting solution. We were particularly interested in
the nitrates because we found that aluminium, and also
tantalum, could be anodically oxidized in such solu-
tions. The properties of the resultant oxide films in the
reverse direction proved to be about the same as in
conventional electrolytes. .

The electrical behaviour in the other direction (i.e.
with the oxidized electrode negative) now proved,
however, to be strongly dependent upon the nature of

‘the cation. We can distinguish here between the follow-

ing cases, bearing in mind, however, that many nitrates
cannot be prepared in an anhydrous form, or are insol-
uble in pyridine, and were not therefore investigated
any further:

a) Nitrates of Li and Na give a high leakage current
when the voltage on the oxidized electrode is negative.
By analogy with the behaviour of Li+ and Na+ ions in
glass we assumed that these ions migrate through the
oxide film. The fact that this has not been observed in
electrolytes containing hydrogen ions may be explained
by the much greater mobility of the hydrogen ion:
because of this greater mobility the voltage across the
oxide film is too low to allow Li and Na to migrate.

b) Nitrates of heavy metals such as Ag and Pb also
give a high leakage current when the voltage on the
oxidized electrode is negative. In this case, however,
the leakage is associated with deposition of the metals
at discrete places on the oxide film. The ions of such
heavy metals (with the exception of Ag) show no ap-
preciable mobility in glass, and for this reason it is
assumed that they do not migrate through the oxide
film. The occurrence of a high leakage current is here
probably attributable to breakdown at weak spots,
which is followed by deposition of the metal.

c) Nitrates of large organic ions, e.g. tetraethyl-
ammonium nitrate [N(CaHs)q] tNO3™. In the first few

7] For this purpose the redox potential was varied over an inter-
val of not less than 1 volt.
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minutes the leakage current.is very low, but it then
gradually increases. The explanation for this is that
the very large tetracthylammonium ion is unable to
migrate through the undamaged oxide film. Here also
breakdown occurs after some time at weak spots in the
oxide film, causing short-circuiting between metal and
electrolyte at an increasing number of points. However,
unlike the heavy metals, the organic compounds result-
ing from the discharge of tetraethylammonium ions are
not good conductors, so thatinitially the leakage current
stays low,

d) As already remarked, one of the reasons why oxide
films are able to withstand such high field strengths
when the oxidized electrode is at a positive voltage is
the self-healing action of the electrolytic capacitor.
In the event of breakdown the film is repaired by the
further anodic oxidation of the underlying metal. In
cases (a), (b) and (c) there is no such self-healing elec-
trode reaction when the voltage at the oxidized elec-
trode is negative.

However, with this voltage direction a self-healing
action is obtained when calcium nitrate is used. It was
found that any metal cathode in a solution of calcium
nitrate in pyridine becomes coated with an insulating
film of calcium oxide during electrolysis. The same elec-
trode reaction can be used for protecting an oxidized
aluminium electrode against breakdown when the
voltage at the oxidized electrode is negative.

In a later phase of the investigation, using solvents
other than pyridine, we found that nitrates of Mg, Sr,
Ba, etc., are also capable of the same self-healing elec-
trode reaction.

Practical realization of a non-polar electrolytic capacitor

An electrolyte of the type mentioned above can be
used to make a non-polar electrolytic capacitor, i.e.
a capacitor that can be connected up with either polari-
ty and is relatively much smaller than the bipolar type.

In this application, the following properties were
necessary, and in most cases sufficient:

a) The absence of water and other solvents containing
hydrogen ions, such as alcohols.

NON-POLAR ELECTROLYTIC CAPACITORS 41

b) Good electrical conductivity: this means that sol-
vents must be polar.

c) The absence of all cations except Mg, Ca, Sr, Ba,
Al and rare earths, which are needed for the repair of
the dielectric when the oxidized electrode is negative.
d) Presence of oxidizing ions —particularly NOs~ions
— for repair of the dielectric when the oxidized elec-
trode is positive.

In addition, a high boiling point, a low melting
point and chemical stability are desirable.

Examples of electrolytes meeting these requirements,
which give sufficiently low leakage currents for both
directions of voltage and which have a low resistivity
are solutions of calcium nitrate or magnesium nitrate
in dimethylacetamide or in dimethylsulphoxide. Alu-
minium has proved to be by far the best metal for the
oxidized electrode. In a suitable electrolyte, aluminium
oxide films withstand practically the same field strength
at a negative voltage as at a positive voltage. The field
strength which tantalum oxide films can withstand at a
negative voltage is only 309 of that which they can
withstand at a positive voltage. The reason for thisis not
yet understood. '

In the manufacture of non-polar capacitors the same
procedures can be used as in the manufacture of con-
ventional electrolytic capacitors, the -conventional
electrolyte being replaced onlyin the last stage of manu-
facture by one of the new electrolytes described here. -

The other characteristics of non-polar electrolytic
capacitors are much the same as those of conventional

types.

Summary. Non-polar electrolytic capacitors share with conven-
tional types the advantage of a large capacitance per unit volume
and they have the added advantage that they can be connected
either way round in the circuit. It is shown that the high leakage
current in the forward direction of the conventional electrolytic
capacitor is caused by the migration of hydrogen ions of the
electrolyte through the oxide film on the electrode. A study was
made of the behaviour of electrolytic capacitors in which elec-
trolytes which did not contain hydrogen ions were used. With
a suitable solvent and salt a capacitor is produced which has a low
leakage current and is self-healing for both™ directions of the
voltage. Nitrates are suitable for the self-healing action in one
direction, and ions of Mg, Ca, Sr, Ba, Al or rare earths are
required for self-healing in the other direction.
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;

. In conventional electrocardiography the potential
difference which appears between two points on the
surface of the human body during the heartbeat is
recorded as a function of time. A number of such
electrocardiograms recorded for various pairs of points,
which are referred to as “leads”, provide the cardiolo-
gist with information about abnormalities in the action
of the heart. .

The discovery that the phase difference between the
time functions obtained from different leads is also of
importance led to the development of vectorcardio-
graphy 1. If the potential differences from two leads
are plotted one against the other, the result is a kind
of Lissajous figure. If the time scale is marked on this
figure, we then have another way of displaying infor-
mation about the action of the heart. To afirst approxi-
mation the Lissajous figures can be regarded as re-
presenting, for all possible pairs of points, projections
of one and the same curve described in space and
characterizing the heart under examination. The radius
vector of this three-dimensional curve is called the
instantaneous heart vector; the curve displays the vari-
ation of the heart vector during the heartbeat, hence
the term “vectorcardiogram”.

The vectorcardiogram has proved to be a valuable
aid in diagnosis, as it is closely correlated with the
action of the human heart, and will show if any abnormal
condition is present. Individual loops in the vector-
cardiogram correspond to the different phases in the
heartbeat, each of which gives a peak in a conventional
electrocardiogram; see fig. 1. The non-specialized physi-
cian can learn to interpret the vectorcardiogram more
easily than a conventional electrocardiogram. The
vectorcardiogram has specific advantages for the rec-
ognition of certain disorders, whereas the conventional
electrocardiogram remains the best means of investi-
gating rhythmic disturbances. The two methods com-
plement one another. .

The Philips Medical Service at Eindhoven is now
using an experimental vectorcardiograph, developed
at the Philips Research Laboratories, which makes it
very easy for the doctor to display and study the vector-
cardiogram in a variety of forms (fig. 2). A brief de-
scription of this equipment now follows. (We should
add that it is not commercially available.)

A number of electrodes are applied at appropriate
positions to the patient under investigation, and three
or more independent leads are taken from the elec-
trodes. Lissajous figures can be produced from these
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A universal vectorcardiograph

leads in the way described above. In order to interpret
these figures, it is desirable, however, that they should
be reduced to projections of the three-dimensional
curve described by the heart vector on the three planes
of a rectangular co-ordinate system (X, Y, Z). This is
done by means of a linear transformation, i.e. appro-
priate fractions of the potential differences from all the
leads are added together in a mixing circuit so as to
obtain signals which are proportional to the components
X, Y and Z of the heart vector. The correct fractions
of each of the original signals for a selected lead
system are determined empirically, and provide the
data for adjusting the values of the resistors in the
mixing circuit into which the signals are fed after ampli-
fication. The pairs of component XY, XZ and YZ are
then applied to the deflection plates of three cathode-
ray tubes, one tube for each pair, each tube thus in-
dicating one of the required projections of the vector-
cardiogram.

There are at present various internationally stan-
dardized lead systems in use. The number of leads
depends on the system employed. Our vectorcardio-
graph is designed to be used with up to six leads. With
this arrangement the cardiologist is able to choose
between two standard lead systems incorporated in the
instrument (the Frank system and the Burger-Wilson
system) and a third which he can decide upon for him-
self. If all the electrodes have been applied previously

a
f
b

Fig. 1. a) Conventional electrocardiogram. b) Perspective sketch
of a vectorcardiogram. The peaks in the conventional electro-
cardiogram are indicated in the same way as the corresponding
loops in the vectorcardiogram.
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Fig. 2. The experimental vectorcardiograph, developed at Philips Research Laboratories and
in use at the Philips Medical Service at Eindhoven.

he can switch over from one system to the other. This
offers the facility of comparing the merits of the different
lead systems.

A very useful feature is a circuit device for rotating
the system of axes around the Y axis and the Z axis.
Aloop can thus be viewed from the most suitable angle
and a good impression obtained of its spatial orienta-
tion.

In addition to the three cathode-ray tubes for dis-
playing the projections of the vectorcardiogram there
is a fourth tube, the “monitor”. Any one of the three
components X, Y or Z can be displayed on the monitor
screen as a function of time, the curve thus obtained
corresponding to a conventional electrocardiogram
(derived however from a composite rather than a bi-
polar lead). The QRS peak of this electrocardiogram
(see fig. la) is used in the instrument for supplying
control pulses to various ancillary circuits.

The amplification of the signals can be varied in
eight steps of /2, and the bandwidth in six steps from
50 Hz to 5000 Hz. There is a built-in oscillator for
testing the complete amplifier and mixing circuit.
The use of special circuits [2] ensures that when the
cable connected to the patient has a length of 6 m the
combined level of the hum and noise signals is no
greater than about 19 of the signal from & normal QRS
loop of a vectorcardiogram. All the circuits between
the patient and the cathode-ray tubes are direct-coupled;

this has the great advantage that there are no long
blocking times if a circuit should be overloaded.

In the design of the vectorcardiograph considerable
attention was given to easily operated devices for dis-
playing either a complete cycle or, for closer study, a
selected part of a cycle. The selection of a particular
part of the cycle for photographing is done by connect-
ing the signal through only during a particular time
interval and suppressing it for the rest of the cycle.
The selected portion is indicated on the monitor by
extra brightness. Special attention was also paid to
arrangements for automatically photographing the
screen displays. This is done with the aid of four other
cathode-ray tubes (the phototubes), which are connect-
ed in parallel with the four display tubes shownin fig. 2;
the displays on the phototubes are simultaneously
photographed on 70 mm film.

During the writing of the vectorcardiogram the elec-
tron beam is periodically suppressed for a few milli-
seconds to obtain a time marking. Since in addition
the beam current and thus the brightness of the picture

(11 G. C. E. Burger and G. Klein, Philips tech. Rev. 21, 24-37,
1959/60.
For a recent survey, sce S. Boutkan, Vectorcardiography,
physical bases and clinical practice, Centrex Publishing Co.,
Eindhoven 1965.

2] Circuits like those used here are described in: G. Klein and
J. J. Zaalberg van Zelst, Precision electronics, Centrex
Publishing Co., Eindhoven 1966.
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Fig. 3. Photographs of the displays on the screens of the four
cathode-ray tubes. The coding shows that in 4) the co-ordinate
system has not been rotated (¥ = 000°, Z = 000°) and that the
X component is displayed on the monitor (MX). In 5) the co-ordi-
nate system has been rotated 25° about the Y axis and 20°
about the Z axis. Here the Zcomponent is displayed on the moni-
tor. Since the whole cycle is displayed, the arca around the origin
is very dark, obscuring the smallest loop. This drawback can be
overcome by displaying only part of the cycle.
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is modulated so that a) each point where the trace is
interrupted has the form of an arrow, and b) one
in every four line sections is given extra brightness, it is
possible to determine the direction in which the heart
vector curve is described, the total time it takes to
describe it, and also the corresponding points in the
three projections. Modulation of the electron beam is
also used to ensure that variations in the writing speed
of the beam as it traces out the picture do not cause
excessive brightness differences in the display.

When the camera control button is operated the
camera shutter opens. The screens of the phototubes
for the three projections, which are normally dark,
then display the part selected from the cycle, which is
immediately photographed, together with the picture
on the photomonitor and data on the rotation of the
co-ordinate system, the lead system employed, amplifi-
cation, date, the patient’s serial number, and so on.
Typical photographic recordings are to be seen in
Jfig. 3. After 4 seconds the shutter again closes and the
film is automatically transported. The system contains
a variety of precautionary devices, for preventing
double exposures, etc.

The instrument is suitable both for fundamental re-
search and for routine examinations. To assist routine
work it is fitted with two inputs, which permit change-
over from one patient to another without loss of time.

F. Douma
J. Guldemond

F. Douma and J. Guldemond are with Philips Research Labora-
tories, Eindhoven.
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Continuous hot pressing

G. J. Oudemans

Hot pressing is d recently developed process which can be used for making ceramic materials
with special properties. The process is costly dnd has therefore been used so far only on a
modest scale, for example in making nose cones for space vehicles. Until now it has been
confined to piece production, which is normally used in ceramic manufacture. A continuous
hot-pressing process has now been developed at Philips Research Laboratories, Eindhoven;
this process is very suitable for automatic operation and offers prospects of more economic

production.

Introduction: hot pressing

In the course of the centuries the potter’s craft has
grown into a versatile technology which can be used
for processing a great variety of raw materials into prod-
ucts possessing widely divergent properties. Today,
ceramic products are very extensively used on account
of their hardness, resistance to heat or to chemical
attack; because of special electrical properties (use in
insulators, capacitors, etc.), or for their magnetic
properties (as in ferroxcube, ferroxdure and ferrox-
plana).

Although widely different basic raw materials are
used, the manufacturing process is broadly the same.
As a rule it consists of the following three stages:

1) The raw materials are ground and mixed (clay, of
course, does not have to be ground).

2) The powder is then mixed with water or with
organic binders and moulded or pressed to the
required shape, or extruded with the required pro-
file. The product thus formed is described as “green
ware”. It contains a very large number of pores
(filled with air, water or binder) which together
constitute a third to a half of the volume.

3) The green ware is dried and fired at high temper-
ature, which gives it strong cohesion as a result of
sintering processes. This considerably reduces the
porosity and at the same time the product shrinks.

Some years ago a ceramic manufacturing process
was developed in which the traditionally separate
operations of forming and firing are carried out in one
step. In this process the ceramic powder is pressed in
a die which is heated to a temperature high enough for
sintering of the compressed powder in the die. The
pressure applied is 100 bar and higher, the temperature

Dr. G. J. Oudemans is with Philips Research Laboratories, Eind-
hoven, _

is about 1000 °C or higher. This process is known as

“hot pressing” [11,

The process has several important advantages:

1) The sintering temperature can be lowered and the
sintering time shortened. This is important, for
example, where sintering under normal conditions
would cause volatilization or decomposition of the
material. o

2) The microstructure, i.e. the distribution of crystal-
lites and pores, which has a considerableeffect on the
properties of the ceramic product, can,be controlled
by varying the pressure, the temperature and the
length of time in the die. Given an appropriate
choice of these process parameters the porosity can
be reduced in many cases almost to zero; in this
respect the method is as a rule superior to the con-
ventional one. It is also possible in this way to
obtain a microstructure which has small crystallites
with low porosity, which is virtually impossible with
the conventional process.

3) Another advantage which is in principle to be ex-
pected is that of a better dimensional accuracy than
that obtained with the conventional process, since
sintering shrinkage takes place during the forming
of the product and is thus accounted for at this
stage.

The second point calls for some explanation. In the

{11 P. Murray, D. T. Livey and J. Williams, The hot pressing of
ceramics, in: W. D. Kingery (ed.), Ceramic fabrication
processes, Technology Press M.I.T., Cambridge, Mass.,
U.S.A., 1958, pp. 147-171; T. Vasilos and R. M. Spriggs,
Proc. Brit. Ceramic Soc. 3, 195, 1965. N

In modern powder metallurgy, where the processes are very
similar to ceramic processes, the hot-pres$ing method has been
in use for much longer. An important difference, however, is
that much lower temperatures can often be used, so that
various problems typical of the ceramic process do not arise.
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conventional ceramic process, particularly when a low
porosity is required, the necessary sintering temperature
is usually so high and the sintering time so long that
some of the grains of the ceramic powder are able to
grow at the expense of the others. The result is that very
large crystallites are formed (sometimes up to a few
millimetres in diameter) which are frequently surround-
ed by smaller ones. A microstructure of this kind may
often be undesirable, and is moreover not readily repro-
ducible. With the hot-pressing process it is possible to
obtain at a lower sintering temperature and a shorter
sintering time a product whose crystallites are not much
larger than the grains of the ceramic powder and are
homogeneous in size (e.g. a few pm in diameter).

The practical importance of dimensional accuracy,
low porosity and small crystallites will be illustrated at
the end of this article with a few experimental results.

In spite of these attractive features, hot pressing is
intrinsically more complicated and more expensive
than conventional processes. Up to now it has therefore
only been used where expense is no object, e.g. for
making nose cones for space vehicles.

The chief difficulty in using hot pressing for materials
which are of interest in the electronics industry was the
short life of the die. An investigation at Philips
Research Laboratories, Eindhoven, was therefore
started, with the aim of making a die of sufficiently long
life, to be used in a continuous process. For an im-
portant class of products a continuous process can be
cheaper to operate than the normal piece production
process.

Principles of continuous hot pressing

As a result of these investigations, a continuous
process has been developed in which the ceramic
material is hot-pressed in the form of a continuous
cylindrical rod 121, So far we have carried out tests only
with the production of a circular cylindrical rod, but in
principle a rod of any required profile can be made.
We shall describe the principle with reference to fig. /.
Fig. 2 shows the equipment used.

A small quantity of powder is poured on to the lower
punch B while it is in the cylindrical opening of the
die A. The powder is then compressed by the upper
punch C (fig. l1a). The lower punch is moved continu-
ously downwards at the rate of about 5 cm/h. After the
powder has been compressed to the required volume,
the upper punch is raised again, freeing the opening at
the top of the die, and a new charge of powder is
injected. The upper punch is then lowered once more
into the die, and the whole cycle is repeated until the
compacted rod has the desired length (fig. 15). Under
the conditions which we have used the cycle time can
be set to any value between 15 s and 5 min.

The lower punch, except during the very first stage,
serves only to support the hot-pressed material, which
itself takes over the function of the lower punch, in the
die.

The temperature distribution in the die should be
such that only the bottom layer of each charge of pow-
der is completely sintered in one cycle. The top layer
should remain unsintered in order to ensure a continu-
ous transition with the next charge of powder. An in-
ternal examination of the rods made by this process
shows no trace at all of the layers in which the powder
was fed into the die.

—
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Fig. 1. Cross-section of the die for continuous hot pressing. The
die A has a cylindrical opening in which the ceramic powder is
compacted at a pressure of about 1000 bar between the lower
punch B and the reciprocating upper punch C. Every time the
upper punch reaches its uppermost position a new charge of
powder is fed into the opening of the dic. The lower punch moves
downwards continuously at a constant specd, adjustable from a
few cm/h to 60 cm/h. @) Starting position and b) later position
of the lower punch.

The equipment

The first requirement to be met by the material of the
die is a mechanical strength permitting the use of high
pressures at temperatures above 1000 °C. Another
important requirement is that the ceramic material
should not sinter to the wall of the die. Finally — and
this applies particularly to certain applications for the
electronics industry — the material of the die should
be proof against oxidation at the high temperature
employed. In such applications the sintering will often
have to take place in an oxidizing atmosphere, since
many materials of importance in electronics, such as

2} The idea was first proposed by G. S. Gruintjes of this labora-
tory, who together with W. C. P. M. Meerman helped to
bring it into practical use.
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ferrites and titanates, are susceptible to reduction at
these temperatures. This means in fact that the only
materials which can be used for the die are oxides. The
most suitable material, after the other requirements
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avoided this difficulty by mounting the die under high

compression as shown in the arrangement of fig. 3.
Six hydraulic cylinders £ in a heavy metal ring D

around the die 4 exert identical forces on the six sides

Fig. 2. The equipment at Philips Research Laboratorics, Eindhoven, which is used for making

ceramic rods by continuous hot pressing.

have been taken into account, is pure and very densely
sintered aluminium oxide (alumina).

A weak point of this material is its [ow tensile
strength. Since the compression strength of AlxOs is
about ten times greater than its tensile strength, we

of the die, which is ground to the shape of a regular
hexagonal prism. The ball joints F on the plungers G
take up the play which arises in transmitting the com-
pressive forces via blocks /71 and Hs. The blocks Hi
are made partly of AloOg and partly of asbestos, which
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are both able to withstand the high temperature in the
region of the die. The blocks Hs are made of stainless
nickel-chromium steel which, unlike AloO3 or asbestos,
is capable of withstanding the concentrated load
exerted by the plungers.

Fig. 3. a) Plan view of the
die, and b) cross-section per-
pendicular to the centre-line
of the punch. Hydraulic
pressure is exerted upon the
die 4 by means of six cylin-
ders £ mounted in a robust
steel frame D. The ball joints
F on the plungers G take up
the play in the transmission
of the forces via the blocks
Hy and H:. A helical groove
ground in the outside wall of
the dic contains a heater wire
with terminals /. The four
thermocouples K are fitted in
holes drilled in the die.

The die, thus encapsulated, is heated to the required
temperature by a resistance wire wound in a helical
groove ground in the outer surface of the die wall. In
our arrangement we use a platinum-rhodium wire,
which dissipates | kW at a voltage of about 20 V.

k-

ft

b
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To monitor the axial temperature distribution,
Pt/Pt-Rh thermocouples are placed in holes drilled at
different heights in the side edges of the die, which
extend to a depth of a few millimetres from the inside
wall of the die. The thermocouples are pressed against
the body of the die by a spring mounted outside the
metal ring. In this way the temperature can be measured
to an accuracy of about 5 °C.

The upper punch is made of steel and is water-
cooled to prevent the top layer of the powder in the die
from sintering. (As we noted above, this layer should
not be allowed to sinter if a continuous transition
with the next charge of powder is desired.) A drawback
is that the reciprocating movement of the cooled punch
subjects the material of the die to considerable fluctua-
tions in the temperature. The Al2O3 has poor resistance
to thermal shock and the effect of this is the appearance
of irregular hair cracks. The usefulness of the die, how-
ever, is in no way affected, since the individual pieces
formed by the cracks remain pressed together and
undergo no relative displacements. We have had a die
in operation at 1200 °C and 1000 bar nearly every
working day since September 1966, and it is still giving
excellent service.

The speed of the production process

A high rate of production is obviously desirable for
economic reasons. However, since it is one of the
parameters which determine the properties of the pro-
duct, the speed of the process has to be held within
certain limits. In the experiments discussed in the next
section the production rate varied from 2.5 em/h to
I5 ¢cm/h at a maximum sintering temperature of
1200 °C.

With some materials the rate of production can be
increased, while maintaining the desired properties, if
the sintering temperature is raised. Although the
mechanical properties of AlO3 are seriously impaired
above 1200 °C, a few preliminary experiments have
shown that heating to at least 1400 °C is possible. In
some cases we have succeeded in reaching 99.9 % of the
theoretical density at a production rate of 60 cm/h.
Since the sintering zone is about 1 ¢cm long, this means
that the material is sintered in one minute.

Process supervision

Useful information about the process is obtained by
measuring the force exerted on the lower punch. This
force is equal to the force on the top punch minus the
frictional force exerted by the sintering powder on the
wall of the die. It is found that the movement of the top
punch during compaction of the powder is to some
extent discontinuous. A few times in cvery cycle the
friction rises slowly to about 909 of the force exerted
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on the powder by the upper punch, and then it drops
abruptly to about 609, of this value. The number of
times this happens depends partly on the rate of travel
of the lower punch. The recording of these changes tells
the man at the press how the process is running.

The movements of upper and lower punches and the
feeding of the die can easily be made fully automatic.
Fig. 4 shows the filling mechanism of the completely
automatic equipment (shown in fig. 2). Once the
process has been started, it requires hardly any super-
vision. This means that one man can be left to supervise
the production of numerous automatic machines, each
of which could be equipped with a multiple die. We
have thus found an economic method of producing
ceramic materials possessing properties which cannot
be obtained by the conventional process.

Fig. 4. The feed mechanism.

Some results

We have mentioned in this article three fundamental
advantages of the hot-pressing technique: it gives prod-
ucts with accurate dimensions, low porosity and small
grain size. We shall now illustrate the practical impor-
tance of cach of these properties with a few examples.

Dimensional accuracy

In certain nuclear reactors ceramic rods of uranium
oxide are used, which have to conform very strictly to
specified dimensions. These rods are therefore built up
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from small cylinders, each one of which has to be
ground to size. A rod made by our continuous hot-
pressing method would be a much better alternative.
In a preliminary experiment we have hot-pressed
a uranium-oxide rod of the required dimensional accu-
racy to a bulk density of 98 9.

The exceptional dimensional accuracy achieved with
our method was demonstrated by our experiments on
the production of nickel-zinc ferrite 13, The diameter
of rods produced by this method over a period of six
months was found to remain within a tolerance of
5 pm.
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The existence of both types of iron ions side by side
in the crystal lattice is associated with an unacceptable
fall in resistivity. The continuous hot-pressing method
enables lithium-zinc ferrites to be sintered to a very low
porosity at 900 °C. The ferrites which we have made
had a porosity between 0.2 and 0.3% and a resistivity
between 108 and 109 Qcm. They therefore meet the
primary requirements for circulator materials.

Small grain size with low porosity

Apart from the low porosity obtained by this tech-
nique, small grain size is important in microwave appli-

nEwrLE

Fig. 5. Some ceramic rods made by continuous hot pressing.

Another feature is that the rods all had a shiny,
smooth surface ( fig. 5). Tiny grooves in the surface,
running parallel with the axis of the rod, were visible
only under a microscope.

Low porosity

We have also experimented with a group of lithium-
zine ferrites (Lig 5Feo 5); «ZnFesO4, where x can be
between 0.2 and 0.7. These ferrites were of interest in
our laboratories because of possible applications in
microwave ferrite devices, such as circulators and wave-
guide phase shifters. For this kind of application the
porosity of the ferrite should be extremely low, no more
than a few tenths of one per cent, since the demagne-
tizing fields of the pores disturb the required homogene-
ity of the magnetic field in the ferrite. It had already
proved possible to make sufficiently dense lithium-zinc
ferrites by conventional means, but the temperature
required for sintering was higher than 900 °C. Above
this temperature limit part of the lithium is lost in the
gas phase in the form of volatile compounds. Owing
to the disappearance of the lithium ions some of the
ferric ions in the ferrite are converted into ferrous ions.

cations of lithium-zinc ferrite (and certain other
ferrites).

In these magnetic materials the energy loss increases
sharply when the amplitude of the microwave field
exceeds a critical value /i..;,. This critical value there-
fore sets a limit to the power which can be handled by
the ferrite. Tuble I gives the h,;, values for a lithium-
zinc ferrite and for two other ferrites, made both by
the conventional method and by hot-pressing. It can
be seen from the table that, particularly for the magne-
sium-mangancse ferrite, the value of /i, is consider-

ably increased by hot pressing.

The cenergy loss of microwaves whose magnetic field has an
amplitude greater than the critical value /igriy is related to the
parametric excitation of spin waves (41, High attenuation of the
spin waves entails a high /icrit, and the material can be used for
higher powers. An important contribution to this attenuation
comes from the grain boundaries. Since the surface area of the
grain boundary increases sharply with decreasing grain size, fine-
grained materials are more suitable for high-power applications.

131 All ferrites mentioned in this article have been prepared in
close co-operation with 1r. J. G. M. de Lau of this laboratory.

11 See M. Sparks, Ferromagnetic-relaxation theory, McGraw-
Hill, New York 1964.
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Table 1. Critical amplitude /ieriy of the microwave magnetic field for ferrites made by continu-
ous hot pressing and by conventional methods. The porosity and average grain size ure

also shown.

Ferrite Method of Porosity Average Herit

preparation | A grain size oersted
| pwm

Lig.aZno.2Fe2 404 hot-pressed 0.7 0.5 12
Nig.36Zn0.¢4Fe204 conventional 0.3 35 5
Nio.36Zno.s4Fe204 | hot-pressed 0.2 0.5 16
Mgo.78Cug.20Mno.05Fe1.9704 ¥ | conventional 287 5.0 12
Mgo.9sMng.osFe;. 0704 | hot-pressed 0.9 0.5 - 120

*]1 Cu has to be added to this ferrite to obtain an acceptable porosity when the conventional

method is used.

For magnetic cores or material for ferrite aerials for
frequencies higher than 100 kHz, nickel-zinc ferrites are
used. These should preferably be densely sintered and
are doped with small amounts of cobalt. The function
of the cobalt ions in the crystal lattice is to suppress the
movement of the magnetic domain walls which is as-
sociated with the magnetic loss. Another way to sup-
press the movement of the domain walls is to reduce
the size of the grains in the nickel-zinc ferrite to a dia-
meter of I um or less. The few domain walls then
remaining in a grain are thus kept virtually stationary

by the grain boundaries. Although pinning the domair
walls in this way reduces the magnetic permeability, the
overall magnetic quality is increased.

The grains of nickel-zinc ferrites sintered in the con-
ventional way are generally too large for this purpose;
this is certainly the case if these ferrites undergo pro-
longed sintering at high temperature in order to obtain
the low porosity.

Fig. 6a and b shows the microstructure of two nickel-
zinc ferrites obtained from the same powder; the first
was prepared by conventional methods, and the second

Fig. 6. Specimens of Nio.36Zng.saFe204 of the same porosity (0.3 %) and the same resistivity
(107 Qcm), prepared in various ways: «) by the conventional method (20 h at 1275 °C),
b) by continuous hot pressing (30 min at 1025 °C and 1000 bar); «) is a polished and thermally
etched cross-section photographed with the aid of a microscope; b) is a fracture surface as
shown by the EM 200 electron microscope.
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by our continuous hot pressing process. Both samples
had the same resistivity (107 Qcm) and porosity (0.3 %).
The conventionally prepared ferrite was sintered for
20 hours at 1275 °C, and the average diameter of the
grains is 35 um. The hot-pressed ferrite was sintered at
1025 °C for about 30 min at a pressure of 1000 bar.
The diameter of the grains is between 0.5 and 1 pm.
Fig. 7 shows some results of measurements of the
magnetic behaviour of both ferrites 5. The quan-
tity u”, a measure of the loss, is plotted in fig. 7a as a
function of frequency. In the conventionally prepared

S

S

S
J

1 1 1 1
hoi o1 1 10 100 MHz
—_—f
1000~ ==X WX T T T T
#' O_O_OM—O-’&X
T 100}
b
70 | ] ] |
001 of 1 10 100 MHz
——f
107
©
(w)?
T 102}
1073}
10741
c e =2
70—5 1 1 1 1
007 (7] 1 10 100 MHz

—_—

Fig. 7. a) The imaginary part u” of the permeability, which is
a measure of the magnetic loss, b) the real part g’ of the perme-

ability, and ¢) the ratio u”/(«")?2, which is a figure of merit for -

the magnetic quality, all plotted as a function of frequency f for
the NiZn ferrite of fig. 6. The dashed curves relate to the con-
ventionally prepared ceramic and the solid curve to the hot-
pressed product [31, : :
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ferrite this quantity begins to increase at a frequency
of about 0.1 MHz, whereas in the hot-pressed ferrite it
begins to increase only at frequencies in the region of
1 MHz, where the other ferrite has its maximum loss.
Tt can be seen in fig. 7b that the magnetic permeability p’
of the hot-pressed ferrite in the same frequency region
is lower than that of the other one. The ratio u”f(u")?
is used in these applications as a figure of merit: the
smaller the ratio the more useful the material. In fig. 7¢
this ratio is plotted against frequency for the materials
investigated. The lower values of u”/(x")? of the hot- -
pressed ferrite at the same frequency clearly demon-
strate the superiority of this ferrite.

The value of u"f(#')? in cobalt-containing ferrites

"can also be substantially reduced by making the ferrites

by the hot-pressing process ( fig. 8) [3], and the useful
frequency limit is almost doubled.

Finally, we should like to mention some experiments
with lead zirconate-titanate, a ceramic material posses-
sing piezo-electric properties [6]. The object of the ex-
periments was to make the material suitable for use as
a transducer for delay lines at a frequency higher than
10 MHz. In this application the material is used in the
form of very thin wafers, 50 to 100 p.m thick, which are
cut from a larger piece of material and then ground.
Metal electrodes are deposited on both faces of the
wafer. In practice these vacuum-evaporated or chemi-
cally-deposited electrodes often become short-circuited.
This is caused by the presence in the material of a pore

5] These investigations were carried out in this laboratory by
Ir. J. G. M. de Lau. The complete results will be reported in
due course in Proc. Brit. Ceramic Soc. and elsewhere.

6] These experiments were performed by Drs. R. R. P. Vare-
kamp, of Philips Electronic Components and Materials
Division (Elcoma), Eindhoven.
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Fig. 8. The figure of merit £ ”/(1")2 as a function of frequency f
for conventionally prepared (dashed curve) and continuously hot-
pressed (solid curve) cobalt-containing nickel ferrite and nickel-
zinc ferrite [5). The crosses and circles relate to measurements
on Niz,02Coo.02Fez.4+6 and (Nio.sZno.2)1.01Co0.03Fe20444 respec-
tively (where ¢ is very small).
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or a hole left when a large grain was dislodged during
the grinding process.

On this account, if a completely solid material is not:

" attainable, it is at least desirable that the material
should have extremely small pores, e.g. an order of
magnitude smaller than the thickness of the wafer. The
‘average grain size should also be such that there are at
least three to four grains across the thickness of the
wafer.

With conventional processes a temperature of nearly
1300 °C is needed to sinter the lead zirconate-titanate
to the required low porosity. At this temperature
marked grain growth occurs.

By using the continuous hot-pressing process we
have succeeded in making a lead zirconate-titanate
ceramic of very low porosity and with the required
grain size for use in the form of these extremely thin
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wafers. Table IT gives some data on the grain size of the
material obtained at the various temperatures between
900 °C and 1150 °C.

Table II. The bulk density and average grain size of continuously
hot-pressed lead zirconate-titanate ceramic (PbZro.54T1i0.4603)
for various temperatures and production rates at a pressure of
400 bar. The diameter of the rods was 17 mm, except for the
experiment mentioned in the last row, where the diameter was
20 mm.

Temperature Production Density Average
rate grain size
°C cm/h glemd ’ wm
900 3.5 7.95 1-2
900-1050 3.5 7.95 3.0
© 1050 5.5 7.85 3.6
1100 3.5 7.82 4.4
1125 3.5 7.89 5.3
1150 5.5 7.72 5.3
1150 3.5 7.94 12.5

Summary. Some years ago the ceramics industry became inter-
ested in a process known as hot pressing. In this process the
powder material is formed and sintered simultaneously under
high pressure. The method has the important advantage of
promoting good control of the microstructure. However, it did
have disadvantages of an economic nature. These have now
been overcome by using a continuous process, developed at the
Philips Research Laboratories at Eindhoven. This process can be
used to produce rods which in principle can have any desired

profile. A die made of pure, densely sintered alumina is used.
A description is given of the production equipment which
has now been in operation for 16 months producing various
materials at 1200 °C and 1000 bar without any significant
wear of the die. A production rate of up to 60 cm/h is possible.
The equipment is completely automatic. The properties and
possible applications of various materials made by this tech-
nique (uranium dioxide, ferrites and lead zirconate-titanate)
are discussed.
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Photoemission of semiconductors

J. van Laar and J. J. Spheér

The phenomenon of photoemission has played an important role in the history of funda-
mental physics. Einstein took the empirical laws underlying photoemission as his starting
point for postulating, as an extension of Planck’s quantum hypothesis, that light consists of
photons. Photoemission also has a considerable practical significance; photocathodes are
used in many radiation detectors and, in particular, in most image intensifiers. Present
Pphotocathodes which are reasonably sensitive to visible light, were nearly all evolved more
or less empirically. The article below shows that it is now possible to arrive at a good
Photocathode for visible light with the aid of more sophisticated methods.

Introduction

Consider a circuit (fig. I) consisting of a vacuum
tube with two electrodes, cathode .and anode, connected
to a battery and a sensitive ammeter. The cathode is
cold; there is no thermionic emission and therefore
no current flows in the circuit. If the cathode is now
illuminated, the result — under favourable conditions
— is a measurable current: the light releases electrons

h—F

Fig. 1. Principle of photoemission. K cathode, 4 anode, B battery,
M microammeter. A measurable current flows in the circuit only
when the cathode is exposed to light radiation.

from the cathode. This phenomenon, called photo-
electric emission or the external photoelectric effect,
was first discovered in metals by Elster and Geitel in
1850. v

This effect was found to obey simple laws which
were not compatible with the classical wave theory of
light. These laws are easily understood, however, if it is
assumed that monochromatic light of frequency » con-
sists of a current of light quanta, each with an energy
E = hv 11, An electron inside the cathode has a lower
“energy than in the vacuum outside the cathode. Upon

Drs. J. van Laar and Dr. J. J. Scheer are with Philips Research
Laboratories, Eindhoven.

absorbing a light quantum (2], an electron is excited to a
state of higher energy. If the energy s of the absorbed
light quantum is sufficiently high the excited electron
is able to surmount the potential barrier at the surface.

This picture immediately leads to the rules found by
experiment. 1) No photoemission occurs for photon
energies below a certain value Eg, called the photo-
electric work function or long wavelength threshold.
2) The number of electrons emitted per second is pro-
portional to the number of photons incident per second
on the cathode; in other words, the photoelectric satu-
ration current is proportional to the intensity of the
incident beam of light. 3) The maximum Emax of the
energy of the emitted electrons is linearly related to the
photon energy: Fmax = hv — Ey.

It is important in what follows that the emitted
electrons originate from a thin layer at the surface of
the cathode. Electrons excited at greater depths lose
too much energy on their way to the surface, by inter-
action with other electrons and with the atomic lattice,
to be able to reach the vacuum. We assume that of
the electrons excited at a distance x from the surface,
only a fraction proportional to exp (—x/d) are emitted,

"where d is the “‘escape depth”. Roughly speaking,

only the photoelectrons from a surface layer of thick-
ness d can escape.

In this article we are concerned with photoemission
of semiconductors, and in particular with the research
on this subject which has been done in recent years at
the Philips laboratories in Eindhoven. There are two
aspects of this research: a) The photoelectric effect can
be used as a tool for studying the solid state, in our
case semiconductor materials. b) As photoemission
finds wide application in light detectors, an attempt can |
be made to design a good light detector using the know-
ledge obtained from research under (a). Before entering
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on a detailed exposition of the subject, we should like
to say a little more about these two aspects of the
research, and also quote a few of the important results.

a) Inresearch onsemiconductors, photoemission pro-
vides information on the energy levels which have a
significant electron population. The photoelectric
work function gives directly the distance from the
upper of these levels to the vacuum level; and because
of the small escape depth, information is obtained on
the situation at the surface. These are the main points
of interest in our research. Other investigators [3] have
studied the relative density of states in the occupied
levels, i.e. the energy band structure, by analysing the
wavelength-dependence of the photoemission. Addi-
tional information can be obtained along these lines
by measuring the energy distribution of the photo-
electrons. One might also try to learn something about
the escape mechanism of the excited electrons, i.e.
about the transfer of energy to the lattice and possible
reflections of electrons at the surface. This is a subject
which has so far received relatively little attention.

In addition to the above-mentioned threshold energy
for photoemission, Eq, the thermionic work function @
is a quantity which is directly accessible by experiment,
for example by contact potential measurements; ¢ is the
difference between the vacuum level and the Fermi
level in the semiconductor.

According to the band theory of semiconductors a
zone of forbidden energies exists for the electrons in
the material. In general, however, electronic states with
energies in this forbidden zone will occur at the surface
(because of impurities, lattice irregularities or other
reasons). These surface states have a considerable in-
fluence on the properties of the semiconductor, in
particular on ¢ and Eq as functions of the doping
content of the semiconductor. As will be shown, the
band model leads to the following results for two ex-
treme cases:

1) If there are many surface states, all at roughly
the same energy, then ¢ is independent of the doping
content and Eq does depend on it ( fig. 2a).

2) If there are no surface states, then ¢ is dependent
upon the doping content and Eq independent of it
(fig. 2b).

In the present article we shall discuss the results of
our work on silicon and gallium arsenide. Our measure-
ments show that Si is a typical representative of the
first case. This situation is so common that the relevant
model has been assumed to possess general validity.
The results of our measurements make it clear, how-
ever, that GaAs definitely does not conform to this

model, but on the contrary shows fairly good agreement ~

with the second case. N
b) If we now attempt to make a good photocathode
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Fig. 2. The threshold energy Eq for photoemission and the ther-
mionic work function ¢ as a function of the doping content of a
semiconductor, 4) in the presence of many surface states at an
energy in the forbidden zone, b) in the absence of surface states.
From left to right the doping goes from strong N via weak N and
weak P to strong P; in the centre () the semiconductor is in-
trinsic.

from a conventional semiconductor, and in particular,
a photocathode which is sensitive to visible light, we
require in the first place that the threshold wavelength
should lie in the infra-red. In other words, the photo-
electric threshold energy must be sufficiently low. Con-
ventional semiconductors do not meet this require-
ment. There is, however, an empirical method by which
the photoelectric threshold energy can be shifted to a
lower energy — the adsorption of metal atoms on the
surface. The most effective metal appears to be caesium,
which, given the right conditions, makes it possible to
reduce the threshold energy to 1.4 eV (which is the
ionization energy of a caesium atom in the adsorbed
state; 1.4 eV corresponds to 0.90 um wavelength). We
shall discuss this method, again on the basis of the
energy band model.

Another requirement of a good photocathode is a
high quantum yield. To achieve this, a substantial
fraction of the photons has to be absorbed in the es-
cape layer. Heavily-doped GaAs, coated with caesium,
looks particularly promising in this repect. In this
system the energy of an electron in vacuo lies roughly
at the same height as the bottom of the conduction
band. This means that an electron, once it has been
excited to the conduction band, needs hardly any kinet-
ic energy to escape from the semiconductor. The escape
depth is then of the order of the diffusion-recombina-
tion length, that is to say many times greater than the
escape depths normally encountered. These considera-

(11 A. Einstein, Ann. Physik 17, 132, 1905.

2] Tt may be assumed in general that an electron absorbs at the
most one light quantum. Excitation processes in which an
electron absorbs two quanta are also known, but they call
for very special conditions. See H. Sonnenberg, H. Heffner
and W. Spicer, Appl. Phys. Letters 5, 95, 1964. The threshold
energy fo‘r photoemission is then lower by a factor of 2 and

" the relation between the numbers of incident photons and
emitted electrons is parabolic.

3] D. Brust, Phys. Rev. 139, A 489, 1965; M. L. Cohen and
J. C. Phillips, Phys. Rev. 139, A 912, 1965; N. B. Kindig
and W. E. Spicer, Phys. Rev. 138, A 561, 1965.
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tions prompted us to make a photocathode ofcaesium-
coated GaAs. We found that it gave the quite remark-
able yield of about 0.30 electrons per incident photon
on the blue side of the visible spectrum.

The first photoemission research on semiconductors,
reported twenty years ago, was done with films deposit-
ed by vacuum evaporation [41. In order to obtain well-
defined materials and surfaces, we confined our ex-
periments to vacuum-cleaved single crystals. We shall
not go further into experimental detail here.

Evac | Evac
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thermionic work function ¢ is equal to the threshold
energy Eq. There are other methods of determining ¢,
for example contact potential measurements, and the
results can be compared.

Let us now consider an analogous simple model of a
semiconductor, shown in fig. 3. Here, the Fermi level
lies in the forbidden zone. The energy band below it
(the valence band, with upper edge Ev) is completely
occupied by electrons, and the band above it (the con-
duction band, with lower edge E¢) is empty. In addi-

Fig. 3. Energy bands at the surface of a material. E.ac is the potential energy of an electron

in vacuo, Ex the Fermi level in the material; ¢ = Evac — Er is the thermionic work function
a) Metal. The threshold for photoemission Eq (long wavelength threshold) is here equal to ¢.
b) Semiconductor without donors or acceptors at the surface. Ec bottom of conduction band,
Ev top of valence band, Eg == E¢c — Ev cnergy gap. Ea Evae — Ec is the electron aftinity.
o = Er — Ev gives the height of the Fermi level with respect to the bands. The threshold for
photoemission is Eq = ¢ + 0 — Ea + Eg

¢) Semiconductor with surface states s in a narrow energy range. The donors at the surface
give up electrons to the acceptors in the material. Because of the resultant negative space
charge the energy bands are bent.

d) Semiconductor with srabilized Fermi level. When an excess of surtfuce donors exists, they
give up their electrons only until the Fermi level coincides with the surfuce levels. In this case

the Fermi level at the surface is independent of the doping content of the semiconductor.

Description of photoemission in terms of the band theory
of solids

Using the band theory of solids (5] we shall now
consider what may be expected in various cases for the
photoemissive threshold energy Eq and the thermionic
work function ¢.

We consider first the situation in a metal (fig. 3a).
The conduction band — at least at low temperature —
is filled with electrons up to the Fermi level Er. All the
higher energy levels are practically empty. At the sur-
face between metal and vacuum there is a potential
barrier: the potential energy of an electron in vacuo
(Evac) lies above the Fermi level by an amount ¢.
Photoemission may be expected from the metal if for
the incident light, /v = ¢@. In a metal, therefore, the

tion to the work function ¢ = Evae — Er we introduce
the electron affinity Ea — Evac — Ec, the energy gap
Ey; — Ec — Ey and the quantity 0 = Ey — Ey, which
defines the position of the Fermi level in relation to the
bands. In photoemission, the electrons originate from
the valence band [8]1; we may therefore expect for the
threshold energy Eq = Ea + Eg = ¢ + 0.

Let us now consider the effect on Eq and ¢ of varia-
tion of the bulk doping. To a first approximation bulk
doping leaves the position of the energy bands unattect-
ed, but it does affect the occupation of the levels and
hence the position of the Fermi level; in this way the
quantity o can be varied between 0 and Ey. From
fig. 3b it can then be seen at once that ¢ can be varied
between Ex and Ea + E; by bulk doping, whereas
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Eq — Ea + Eg 1s independent of bulk doping. For
any bulk doping the value of 4 can be determined from
the bulk properties of the semiconductor (conductivity,
Hall coefficient). Thus, although not so directly as in
the case of a metal, the thermionic work function
¢ — Eq — 0 can again be derived from photoemission
measurements.

In the model outlined above it was assumed that the
surface causes no complications, in other words that the
energy levels are not dependent upon location with
respect to the surface. Let us consider an energy band
diagram in which the horizontal co-ordinate represents
the spatial co-ordinate perpendicular to the surface.
The assumption which we have just mentioned implies
that insuch a diagram the energy bands are represented
by straight horizontal lines. It is known, however, that
at the surface of a semiconductor there is nearly al-
wayssome bending of the energy bands owingto the pres-
ence at the surface of additional donors or acceptors
with energy levels in the forbidden zone 7). Suppose,
for example, that there exists at the surface of a P-type
semiconductor a large concentration of donor levels
situated in relation to the bands in such a position that
they would be above the Fermi level if the bands were
straight. Now this is not a state of equilibrium; the
donors at the surface will give up electrons to the accept-
ors in the bulk of the material, giving rise to a negative
space charge region near the surface combined with a
positive surface charge. As a result the potential at the
surface drops and the bands at the surface are bent
downwards (fig. 3¢).

The potential distribution at the surface can be
calculated by making the assumption that the acceptor
levels in a layer of a given thickness are all filled, and
that the acceptor levels outside that layer are all emp-
ty [81.In this layer, the “Schottky layer™, there is thus a
constant and finite space charge density, and outside
it a space charge density equal to zero. Solving Pois-
son’s equation for this charge distribution (in a
rationalized system) one finds that the potential ¥
in the layer is parabolically related to the distance x
from the surface:

V = Ne(x —x0)%/2¢, . . . . . (1)

where N is the concentration of the acceptors, e the
elementary charge, ¢ the dielectric constant and xg the

41 L. Apker, E. Taft and J. Dickey, Phys. Rev. 74, 1462, 1948.

{5 For further details of this model, see L. Heijne, Philips
tech. Rev. 25, 120, 1963/64.

181 This applies to P-type semiconductors and to fairly weakly
doped N-type semiconductors. With very strong N-type
doping some emission from the conduction band is to
be expected. This has never been established with certainty,
however.

(71 J. Bardeen, Phys. Rev. 71, 717, 1947,

[8] See W. Schottky, Z. Physik 118, 539, 1941/42.
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thickness of the space charge layer. The total band
bending AV (the potential difference between surface
and bulk) is thus

AV = Nexg?2e. . . . 2@

In other words, for a given total band bending, the
space charge layer is thicker, and the band bending
therefore more gradual, the lower the bulk doping. This
is of great importance in what follows.

If the number of surface donors per unit area of
surface is very large, and if they all lie at roughly the
same energy, then they will give up electrons to the
acceptors in the bulk material only until the Fermi
level at the surface just coincides with this donor level
(fig. 3d). The Fermi level at the surface, and hence the
thermionic work function g, is therefore independent of
the doping; in this case we speak of a siabilized Fermi
level. The band bending is now determined by the
position of this donor level at the surface and by the
position of the bands in the bulk of the material in
relation to the Fermi level; the latter position is in turn
determined by the doping.

We now consider the effect of variation of bulk dop-
ing on the threshold for photoemission Eq in the case of
a stabilized Fermi level. Figure 4 shows the valence
band at a stabilized Fermi level for P-type doping of
various concentrations and for one kind of N-type dop-
ing (the conduction band is shown for only one case).

Eyac
[ [

Fig. 4. Relation between volume doping and valence band
emission when the Fermi level is stabilized. d escape depth. Other
symbols as in fig. 3. / weak P-type doping, 2 stronger, 3 very
strong P-type doping, 4 strong N-type doping. The conduction
band is drawn only for case 3. Case / corresponds to the “straight-
band case” of fig. 35, Es &~ ¢ + J. In case 3 the photoelectrons
mainly originate from the level Ev ~ Er, so that Eq ~ ¢. In
case 4 the threshold is Eq = ¢ + 0, but at this threshold energy
the yield for photoemission is appreciably smaller than in the
straight-band case (/).
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As we have seen, the bending occurs in a thinner layer
the greater the doping concentration. If the doping is
very weak (fig. 4, curve J) the part of the band ben-
ding taking place inside the escape depth d is negligible.
In that case the threshold Eq is equal to Eg + Ea, as it
was with the straight bands in fig. 3b. Stronger P-type
doping lowers the threshold energy Eq, the bands in
the bulk of the material being raised with respect to the
energy of an electron in vacuo. The resulting effect on
emission becomes more noticeable as the band bending
occurs to a greater extent within the escape depth (fig. 4,
curves 2 and 3). With very strong P-type doping,
Eq =~ @, since the Fermi level in the volume then coin-
cides approximately with the upper edge of the valence
band and the thickness of the space charge region is
smaller than the escape depth.

Fig. 4, curve 4, shows the valence band for strong
N-type doping, with stabilized Fermi level. In this
case the same threshold is to be expected as with
straight bands, but the yield will be lower for photon
energies close to the threshold.

Table I summarizes the behaviour of 'p and Eq in
both models when the doping is varied (see also fig. 2).

Table I
Model p= Eq —
Straight bands | Ea for strong Ea + Eg, independ-
N-type doping; ent of doping
Ea + Eg for strong
P-type doping
Stabilized Ea + Eg — 4, inde- Ea + Eg for

Fermi level pendent of doping N-type to weak
P-type doping;

Ea + Ez—0,

thus = ¢, for strong

P-type doping

In reality, of course, intermediate cases can occur
where d at the surface is neither equal to the value in
the bulk material, as it is in the case of straight bands,

" nor independent of doping, as it is with a stabilized
Fermi level. ‘

When analysing the results of the measurements one
should bear in mind that the surface levels themselves
“can emit photoelectrons, which may mask in particular
the weak beginning of the valence band emission. For
this redson N-type material is generally less suitable
for research on valence band emission, since the
emission is exceptionally low near the threshold in this
material. ,

Experimental results for silicon

With reference to the foregoing model, we shall now
discuss the results of our measurements on single crys-
tals of silicon (%1, We begifi with.the spectral distribution
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of the emission in the case of weakly doped materials,
i.e. both P-type and N-type containing 106 charge
carriers per cm3 (fig. 5). We see in the first place that
the spectral distribution is the same for both P-type and
N-type material, indicating that the doping in each case
must be weak enough to allow us to consider the bands
as straight (the space charge layer being very much
greater than the escape depth for photoelectrons).

~ .
]
(o]

30

o P.Si(10%6Ga/cm’)
x N-Si(10%P/cm?)
251 )

—ox.

151

101-

0 Lmlﬁz}l

45 50 55

|
v 60eV

Fig. 5. Yield y of the photoemission for P-type and N-type silicon
(1 X 1018 charge carriers/cm3) as a function of photon energy /.
The solid curve represents the relation y = 42(hv — 5.4)3/2. The
scale for y is arbitrary.

Secondly, we see that the curve consists of two parts,
i.e. a “tail” with a very low vield followed by a steeply
rising part beginning at 5.4 eV. We interpret the tail
as emission from surface levels. In the following we
shall put forward two arguments in support of this.
The steep section of the curve is attributed to the va-
lence band emission. The threshold energy for this emis-
sion is thus 5.4 eV. This part of the curve appears to

19 J.van Laar and J. J. Scheer, Philips Res. Repts. 17,101, 1962,
and Rep. Int. Conf. on the Physics of Semiconductors,
Exeter 1962, p. 827 (publ. Inst. Phys./Phys. Soc., London
1962). )

(101 G. W. Gobeli and F. G. Allen, Phys. Rev. 127, 141, 1962.

(111 The values of ¢ — 4.85 ¢V for weakly doped and 4.90 eV
for strongly doped P-type material — indicate that the stabi-
lization of the Fermi level is not complete.
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be well described by the purely empirical expression
y o (hv — 5.4)3/2, where hv is the energy of the
photons in electron volts.

Let us now consider the emission from more strongly
doped P-type material (11019, 6 x 1019 and 1 x 1020
charge carriers per cm?). The theory predicts that the
stronger the doping the lower the energy at which
emission will begin, owing to the above-mentioned band
bending caused by the presence of surface levels (fig. 4,
curves 2 and-3). This is in fact clearly evident from the
spectral distributions measured (fig. 6). The influence
of doping can be quantitatively predicted if we assume
that the Fermi level at the surface of silicon is stabil-
ized and that the band emission for straight bands is
given by y = C(hv — 5.4)%2, This calculation is given
in the appendix of this article. The fixed position of
the Fermi level in relation to the energy of an electron
in vacuo (given by @) and the escape depth d can be
fitted to the experimental results. For d = 2.0 nm and
@ = 4.90 eV a reasonable agreement is found between
calculation and experiment (fig. 7a, b, ¢). The value
found here, ¢ = 4.90 eV, is consistent with the value
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Fig. 6. Influence of doping on the photoemission of silicon. The
yield y is plotted against the photon energy hv, for three volume
doping contents: 1x 1019, 61019, 1x 1020 acceptors/cm?. For
comparison the yield for weakly doped material (I x 1016 accep-
tors/cm?) is also shown (dashed line, taken from fig. 5). The
curves are reduced to the same y-value at kv = 6.0eV.

20
y o
T75 - - = °
P-Si 1x10® acc fem® 6x10" acc.fem® 1%10% acc./cm3
10}- 3 5
5 - i
0 o ] 1 1 1 Il 1
45 50 55 Ay 60eV 45 50 55 Ay 60eV 45 50 55 hy 60 eV
a b c

Fig. 7. Comparison of measured and calculated spectral distribution of the photoemission for
P-type silicon. a) 1 x 1019 acceptors/cm3, b) 6 X 1019 acceptors/cm3, ¢) 1 X 1020 acceptors/cm3.
The calculation (see Appendix) was carried out for a stabilized Fermi level with @ =4.9eV and
an escape depth of d = 2.0 nm. These values give the best fit with the experimental results.

derived by other authors from contact potential meas-
urements [10],

This brings us to the first argument for the above-
mentioned interpretation of the tail emission of weakly
doped material as being emission from surface levels.
Turning to fig. 7, we see that the curves for strong dop-
ing no longer exhibit any extra tail in the emission.
This is precisely what we would expect for emission
from surface levels: as it does not follow the shift to

lower energy with stronger P-type doping, it disappears
entirely in the stronger band emission. ]

The second argument in support of our interpreta-
tion is that highly accurate measurements on weakly
doped material show that the starting point of the tail
emission lies at 4.85eV (fig. 8), and this, actording
to the above-mentioned contact potential measure-
ments by Gobeli and Allen [19 js precisely the position
of the Fermi level [11]. (These authors, however, give
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Fig. 8. Photoemission of silicon with weak P-type doping
(1.6 X 1018 Ga/cm3): the yield y as a function of photon energy
Jw. In the inset, y2/5 is plotted against #v. The solid curve repre-
sents the relation

y = (v — 4.85)5/2 + 28.3(hv — 5.36)3/2.

The tail emission (hy < 5.4‘eV) is attributed to emission from
surface levels.

a different interpretation of the tail emission.) This part
of the emission appears to satisfy the empirical ex-
pression y oc (w — 4.85)5/2, Summarizing, the entire
spectral distribution for weakly doped material is
therefore given by:

y = Ci(hw — 4.85)5/2 + Co(hw — 5.4)32,

where Co/C, is found to be approximately equal to 30.

The photoemission of silicon can therefore be de-
scribed by assumihg that the Fermi level at the surface
is stabilized at 4.9 ¢V below vacuum and that Ea has
the value 54 —1.1 = 4.3 eV (E; = 1.1 eV). Thus, at
the surface, the Fermi level lies 0.6 eV below the bottom
of the conduction band.

This stabilization of the Fermi level occurs for P-type
volume doping up to 1020 cm—3. Using equation (2)
we can calculate the number of filled acceptors per
unit surface of the space charge layer. Taking N =
1020 cm=8, AV = 0.5 volt, &€ = eoer, &r = 11.8, &0 =
89x10"22F/m and e = 1.6x10712 C, .we find this
number to be Nxo = (24 VeNJe)'/2 ~ 1013 cm~2. To
supply this charge there must be at least 108 surface
levels per cm?. These levels must be localized within an
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energy region of 0.1 eV, as follows from the accuracy
with which the stabilization of the Fermi level was
determined.

The 5/2 power law found for the emission from sur-
facelevels proves to be quite common, alsoin cases where
the surface levels are due to impurities [121. The 5/2
exponent was found, for example, for the tail emission
of cadmium telluride surfaces with impurities due to
cleavage in air or baking in vacuo. The tail emission
here must definitely be attributed to the impurities,
because a clean surface, obtained by vacuum cleavage
does not give this emission [13],

Experimental results for gallium arsenide

In the case of silicon we found a very nearly stabilized
Fermi level at the surface. Our results for gallium
arsenide [14] clearly show that the Fermi level here is
not stabilized and that the situation in fact conforms
fairly well to the simple straight-band model (see
fig. 3b).

The first indication of the lack of surface levels is the
spectral distribution of the photoemission from weakly
doped P-type material (fig. 9). The greater part of
this distribution can be described by the empirical re-
lation y oc (hv — 5.57)%/2, and only a small additional
tail occurs at low photon energies. In the case of silicon
the 3/2 power was characteristic of valence-band emis-
sion. If this applies to gallium arsenide too, the small
tail emission means that the surface levels are present
only in a low concentration, so that there may well be
no stabilization of the Fermi level here. This is in fact
clearly evident from the very limited influence of bulk
doping on the photoemission ( fig. 10).

For a stabilized Fermi level this influence can be
calculated as in the case of silicon. Assuming that the
escape depth in GaAs is also 2.0 nm, we have made the
calculation for two positions of the Fermi level, given
respectively by § = 0.1 eV and 6 = 0.7 eV at the sur-
face. From figs. 11 and 12°it dppears that the first
choice gives only a poor fit with the experimental re-
sults and that the second does not fit at all. We con-
clude therefore that the Fermi level is not stabilized. -

This conclusion is confirmed by the results of meas-
urements of the effect of bulk doping on the thermi-
onic work function ¢. To obtain information on this
point, contact potential measurements were carried out
to determine the difference in ¢ between N-type and
P-type material [14]. The results of these experiments
showed that, even in the case of weakly doped material,
the difference in ¢ roughly corresponded to the differ-

(12] J.-J, Scheer and J. van Laar, Physics Letters 3, 246, 1963.
1131 J.J. Scheer and J. van Laar, Philips Res. Repts.16, 323, 1961.
(141 J, van Laar and J. J. Scheer, Surface Sci. 8, 342, 1967.

(151 W. E. Spicer, J. appl. Phys. 31, 2077, 1960.
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Fig. 9. Photoemission of GaAs with weak P-type doping
(2.5 X 1017 acceptors/cm3). The 2/3 power of the yield y is given
as a function of photon energy /4v. The tail emission is of little
significance.
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ence in the position of the Fermi level in the volume.
This ties up with the assumption that the bands run
more or less straight at the surface.

Photocathodes for visible light; lowering of the work
function by adsorption

We shall now deal at somewhat greater length with
the problem, mentioned in the introduction, of making
a satisfactory photocathode for visible light. First, it
should be stated that good photocathodes in use at the
present time can have a very high maximum yield, with
values up to 0.30 (expressed in electrons per incident
photon). A yield as high as this can scarcely be im-
proved upon. The NasKSb-Cs photocathode [15] has
its threshold wavelength at 0.85 pm ; this is a sufficiently
long wavelength for the detection of visible light. Exist-
ing cathodes therefore meet the requirements for visible-
light detectors reasonably well.

All the good photocathodes were evolved more or
less empirically. Later it turned out that all efficient
cathodes were P-type semiconductors. The question
that now arises is whether more scientific methods
could be applied to the development of photocathodes,
using known semiconductors.

A high yield can only be obtained with valence band
emission. In the example of silicon given above, the
threshold for photoemission with strong P-type doping

y y Y
N-GaAs N-GaAs P-GaAs
10x10"® don.ferm® 10x 707edon./cm3 4.0x70790cc./cm3
P-GaAs
25x107 aec.fem®
) 40x10%acc.fem?

11

2o = 0 S I W N N N R B |
54 6§ 58 60 62 64¢V
—-hv

Fig. 10. Influence of volume doping
on the photoemission of GaAs.
The yield y is given as a function of
photon energy hv for P-type ma-
terial, 4.0 X 1019 acceptors/cm?® and
2.5x 1017 acceptors/cm® and for
N-type, 1.0 X 1018 donors/cm3. The
curves have been reduced to the
same y-value at iv = 6.35 eV.

1 1 1 1 1
54 56 5 60 682 6G4eV
—hv

Fig. 11. The yield y as a function of
hy for N-GaAs, 1 X 1018 donors/cm3,
as found theoretically for two val-
ues of & and an escape depth d of
2.0 nm. The experimental points
(squares) are the same as in fig.
10. The curves have again been
reduced to the same y-value at
hv = 6.35¢eV.

I. L 1 1 1 1
54 56 58 60

1 1 1

62 64eV
—-hv
Fig. 12. As fig. 11, but now .for
P-GaAs, 4x101? acceptors/cm3.
Only a few of the corresponding ex-
perimental points of fig. 10 are
shown (the circles). The zero point
of the theoretical curve (i.e. the
threshold energy Eq) for § = 0.7 eV
is at EA+ Eg— 6 = 5.57—07 =
4.87 eV.
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was 4.9eV, that is tosay in the far ultraviotet (0.25 um).
In the case of GaAs it is not possible to shift the emis-
sion to lower energy by means of band bending, and
Eq here is even higher (5.6 eV). Values as high as this
are found with most semiconductors.

As we mentioned in the introduction, however, a
method does exist by which the threshold for photo-
emission can be shifted to a lower energy, i.e. by the
adsorption of electropositive metal atoms on the surface
of the semiconductor. We shall now consider this
method.

b

Q
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charge. The negative space charge causes band bend-
ing: the potential inside the semiconductor rises in re-
lation to the vacuum level. Upon the further adsorp-
tion of atoms the band bending increases. This process
continues until the Fermilevel has risen to a level slight-
ly above the bottom of the conduction band at the
surface (fig. 135). As soon as this has happened, the
electrons of the adsorbed atoms enter the conduction
band, in which the number of available states is very
large; there is no further increase of the space charge and
therefore no further band bending. The metal ions, to-

[N

£

Fig. 13. Lowering of the threshold energy for photoemission by the adsorption of metal
atoms. a) If the ionization energy faas of an adsorbed metal atom is lower than the work func-
tion of the clean surface of P-type material, the metal atoms give up electrons to the acceptors
in the butk. This gives rise to band bending, which continues until the Fermi level coincides
with the bottom of the conduction band at the surface (b). Upon further adsorption the donat-
ed electrons enter the conduction band. They form together with the positive metal ions a di-
pole layer, as a result of which the levels in the semiconductor are raised with respect to the
vacuum level. This continues until the optimum situation ¢ is reached, where ¢ = lags. In
N-type material () there is virtually no band bending; almost right from the beginning a di-
pole layer is formed in this material by the positive metal atoms and the donated electrons in

the conduction band.

Suppose we have a P-type semiconductor whose Fer-
mi level at the surface is not stabilized (see fig. 13).
Metal atoms are now adsorbed on this surface (fig. 13«).
Let the ionization energy of these atoms in the ad-
sorbed state be /.45 (this need not be equal to the
ionization energy of the free atom). If Ihqs is smaller
than the thermionic work function ¢ of the semicon-
ductor, the metal atoms will give up an electron to the
acceptors in the bulk of the semiconductor. As a re-
sult, a negative space charge arises in the semiconduc-
tor, and the metal ions form an opposite surface

gether with the electrons in the conduction band, form a
dipole layer at the surface. These electrons can be re-
garded as the image charge of the ions: the surface has
now acquired a metallic character. The Fermi level
rises with respect to the vacuum level as a result of the
increasing potential drop across the dipole layer. This
continues until the Fermi level coincides with the donor
level of the adsorbed atom (laqs below vacuum levetl).
In this situation ¢ = s (fig. 13¢). Upon further ad-
sorption the semiconductor accepts no more electrons.

Since the electrons are able to tunnel through the
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potential barrier of the dipole layer, the threshold
energy for photoemission Eq4 finally falls to lugs in
strongly P-type doped material. In material with weak
P-type doping, after adsorption of metal atoms,
(“straight bands”) the threshold energy is £q = s +
Eg, as in N-type material, in which hardly any band
bending occurs (fig. 13d).

We shall now examine what happens when metal
atoms are adsorbed on a semiconductor surface with
a stabilized Fermi level ( fig. /4). If l.s is sufficiently
low, the metal atoms will give up their electron to the

b

Q

Fig. 14. Adsorption of metal on a P-type semiconductor with
stabilized Fermi level. If the ionization energy /a5 of an adsorbed
atom is lower than the work function ¢ of the semiconductor
without metal (see «), the metal atoms give up electrons to the
surtace levels. The dipole layer formed raises the levels in the
semiconductor with respect to the vacuum level. In the optimum
situation (b), @ is again equal to lugs.

surface states at the Fermi level (fig. 14a). The adsorbed
ions now form together with the resultant negative sur-
face charge a dipole layer which causes the potential
in the semiconductor to rise with respect to vacuum.
As adsorption continues a maximum lowering of the
threshold is reached when the Fermi level has risen to
l.4s below vacuum level (fig. 14b). Thereafter the ad-
sorbed atoms have no further reason to give up an
electron. In this situation the thermionic work func-
tion is again ¢ — l.qs. For weakly doped material the
long wavelength threshold is now E4q = Iq + 6. For
strong P-type doping we again find Fyq &~ ly4s.

(18] J.J. Scheer and J. van Laar, Solid State Comm. 5, 303, 1967.
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The behaviour of some semiconductors is not entirely in
accordance with this model. If the surface of these materials is
clean, the Fermi level is not stabilized, but the surface, upon ad-
sorbing metal atoms, behaves as if the Fermi level were in fact
stabilized. In this case the adsorption of foreign atoms evidently
gives rise to excess surface levels. Gallium arsenide is a typical
example of such a semiconductor!'6]. No satisfactory explanation
has yet been found for this phenomenon.

If one is looking for a photocathode with a low
threshold energy, the above considerations show that
one should take a strongly P-type doped semiconduc-
tor and cover it with metal atoms for which l.qs is
small; whether or not the Fermi level is stabilized is
then immaterial as far as the threshold energy is con-
cerned, this being equal to fuqs.

The lowest value of /u4s is found for caesium, at
about 1.4 eV (0.90 um wavelength), virtually inde-
pendent of the substrate.

For P-type silicon coated with Cs this value has
in fact been found as the threshold for valence band
emission [?]. By varying the volume doping it is possible
to estimate the escape depth for electrons in the rele-
vant energy region. The result is ¢ ~ 20 nm, a value
also found for practical photocathodes 151,

The yield of P-type silicon with Cs is very low, how-
ever (<<1%). This is due to the fact that the electron
transitions in silicon, caused by light with a photon
energy equal to or slightly higher than 1.4eV, are
indirect These are transitions between
states of different momentum, the electron exchanging
momentum with the lattice vibrations. In a diagram
giving the energy E against momentum k (see fig. /5)
these are represented by an oblique arrow. The yield is
low with indirect transitions for two reasons:

transitions.

—m

[E——

Fig. 15. Energy E as a function of momentum (k) for electrons
in a semiconductor. C is the conduction band, V the valence band.
a is a direct transition, 4 an indirect transition.
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1) The transition probability is very small for an indi-
rect transition. This is the opposite to the case of a
direct transition, where the momentum is preserved, so
that no lattice vibrations are needed to maintain the
balance of momentum. Because of this the absorption
of the relevant light is weak and only a small fraction
of the light is absorbed in the escape layer. In silicon
the penetration depth is roughly 1 um, which is very
much greater than the escape depth found of 20 nm.
Thus, the majority of the electrons excited do not reach
the surface, and therefore do not contribute to the
photoemission. '

2) Even the light that is absorbed in the escape layer
is to a great extent ineffective, for in principle, at a given
hv, an electron can go from any state in the valence
band to any state in the conduction band, provided the
energy difference agrees. In a large percentage of these
transitions the final state of the electron is a state in the
conduction band below FEvac (see fig. 16). These are
known as competing transitions.

EVGC

—_—k

Fig. 16. Indirect transitions in silicon with strong P-type doping
(EF lies at the top of the valence band), coated with Cs (p =
Evae— Er = 1.4 €V),ais a transition where the electron receives
an energy higher than Eyac; this electron may be emitted; b and
¢, competing transitions where the excited electron cannot be
emitted. The energy difference-#%16r a*b and c is the same,
and greater than £y = 1.4 eV.

This being said, it is obviously of interest to consid-
er semiconductors in which the relevant transitions are
direct ones. The disadvantage mentioned under item
(2) is then not encountered, for at a given A» there is
generally only one set of states in the valence and con-
duction bands possessing the same momentum; there
are no competing (direct) transitions. As far as item (1)
is concerned, with direct transitions stronger light
absorption is usually found, because the probability
of a direct transition is so much greater than for an
indirect transition. On the other hand it could well be

that the number of possible indirect transitions is
much greater than the number of possible direct ones.

Let us confine ourselves to the simple situation in
which the extremes of the two bands lie at the same k
value. We again consider semiconductors withstrong
P-type doping, so that Er coincides with the top of the
valence band, and which are coated with Cs, so that
Evoe — Ep = ¢ = 1.4 eV. Fig. 17 shows. three cases:
a) Ez> ¢, b) Eg = ¢, ¢) Eg < ¢. Case (a) is unfa-
vourable since the electron must first enter the conduc-
tion band before it can be emitted; the threshold for
photoemission is thus Ey; = Fy > ¢. Again, in case
(c) the threshold for direct transitions is shifted towards
the blue, because the point where Eyqe intersects the
conduction band corresponds to a valence band level
below E¥. Only in case (b) is E4 not greater than but
equal to ¢@. It follows, then, that we should choose
semiconductors in which the energy gap relevant to di-
rect transitions, i.e. the optical energy gap, is roughly
equal to 1.4 eV. (It may also be deduced from fig. 17¢
that, at a given Eg << ¢, the value of Eq approaches
closer to g as the valence band becomes flatter and the
conduction band sharper, in other words as the effec-
tive mass of the holes in the valence band becomes
greater and that of the electrons in the conduction band
smaller.)

Semiconductors whose energy gap does not differ
too widely from 1.4 eV are CdTe (Eg = 1.5 eV), GaAs
(Eg =135¢eV) and InP (E;= 1.29eV). CdTe is
immediately ruled out because it cannot be given the
necessary high P-type doping content. The hope that
the absorption of the light might be stronger than for
silicon, since direct transitions are involved, is not ful-
filled by the other two materials; the penetration depth
for light with /w values greater than Fy is of the order of
1 wm, as in silicon,

This penetration depth is much too great as long as
we are concerned with escape depths of 20 nm. This
does not however apply to the cases of fig. 172 and 5.
In these cases the bottom of the conduction band in
the bulk is above the vacuum level (fig. 17a) or coin-
cides with it (fig. 17b). This means that electrons in the
conduction band possessing thermal energy are al-
ready capable of escaping into the vacuum. In other
words, excited electrons can still be emitted after they
have entirely lost their kinetic energy by collisions in
the conduction band. Here, then, the escape depth is no
longer determined by the mean free path of high-
energy electrons but by the diffusion-recombination
length. This lies roughly between 0.1 and 1 pm. In these
cases, therefore, a penetration depth of 1 pm for light
is very reasonable. GaAs is a material that closely
approximates to the situation in fig. 175.

These considerations led us to make an experimental
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photocathode of GaAs, coated with Cs, which gave
surprisingly good results. Single crystals of GaAs were
used, with 3 1019 acceptors/cm3, cleaved in vacuo 1171,
The measured spectral distribution ( fig. 18) shows that
the threshold for photoemission is 1.35 eV (0.90 pm),
which is near the expected value. On the blue side of
the visible spectrum (0.4 um) the yield is about 0.30
electrons per incident photon; at 3.5 eV (0.35 um) it
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rises to as much as 0.35. After correction for reflected
light, a yield is found of roughly 0.50 electrons per
absorbed quantum, which is the maximum that can be
expected (since half the excited electrons go away from
the surface and into the bulk of the material). The
sensitivity to light with a colour temperature of
2850 °K is 500 pA/lm. This photocathode is therefore
even better than the NasKSb-Cs cathode, which hasa

Eg== Ed

Eg=Eq Ed Eg

a

/7 \

b . c

Fig. 17. P-doped semiconductors with a simple band structure, with the same value of ¢
(given by the deposited metal) but with different optical energy gap Eg. a) Eg > ¢, b) Eg = ¢,
¢) Eg < @.Onlyin case (b) is the threshold for direct transitions equal to ¢; both in (a) and (c)

the threshold Ey is greater than ¢.

060}
AT -
/// \\ / ’
as0}- / ANV
/
7 /
o040l
)
!
/
030 //
’ /
/
/
/

020} /

/

/

II
on0p |
[/
—»hv
2 3 4 5 6 eV
0 T T II ) . T L I . L 1
09 07 05 04 03 0.2um
: A—

Fig. 18. Spectral distribution of 7, the yield per photon, of the
photoemission of P-type GaAs (3 X101? acceptors/cm3) coated
with Cs. The solid curve gives the yield in electrons per incident
photon, the dashed curve the yield in electrons -per absorbed
photon. :

long wavelength threshold of 0.82 pm and a sensitivity
of 300 pA/lm. '

Appendix: Calculation of the effect of bulk doping on the photo-
emission of silicon

We take a P-type semiconductor and choose a co-ordinate
system in which the x-axis is perpendicular to the surface of the
semiconductor; x = 0 at the surface, and x > 0 in the bulk.

We make the following assumptions:

1) The escape probability of an electron excited at a distance x
from the surface has the form exp(—x/d), the escape depth d
being independent of the energy of the excited electron.

2) The intensity of the light at a distance x from the surface is
given by Iy exp (—x/m), the penetration depth m being indepen-
dent of the photon energy.

3) The photoemission of a crystal with straight bands is given by
y = C(hw — Eg)32, as we found empirically.

The contribution 4y to the photoemission originating from a
layer of thickness Ax at a distance x from the surface is given
for straight bands by:

Ay(X) = A(hv — Eo)¥/2 e~3/L Ax,

where L-1 = d-1 -+ m~1 and A4 is an arbitrary constant.

1171 J.J. Scheer and J. van Laar, Solid State Comm. 3, 189, 1965.
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Suppose now, that as a result of band bending the valence
band at position x is shifted to higher energy by an amount
JE(x) with respect to its position at the surface. We now make the
additional assumption that the contribution to the photoemission
is independent of the state in the conduction band occupied by
the excited electron. We then have for bent bands:

Ay(x) = A {hv - OE(x) — Eop¥2e-#lL Ax. . . . (3)
According to eqs. (1) and (2), for a Schottky layér:

586 = elreo) vy = a1 —(Z22)], @0

where AE = edV is the fotal band bending. Substitution of (4)
in (3) and integration with respect to x gives:

X0

yhw) = A f [Iw — Ey + 4E {1 _(x — xo)z}]al2 ezl dx -

X0

(V]
4 AL(hv — Ey - AE)3/2 e~%olL

The last term in this equation originates from the part of the
crystal outside the space charge region.

The value of the integral for a given xo, 4E and L has to be
determined numerically. :

Summary. The article discusses a study made of the surface
properties of semiconductors by investigating their photo-
emission. The spectral distribution of the photoemission was
measured on vacuum-cleaved single crystals of silicon and gallium
arsenide with various amounts of P-type and N-type doping.
The results are interpreted in terms of the band theory of solids,
where the bands can be bent at the surface by a space charge due
to surface states and where, in the presence of excess surface
states, the Fermi level may be stabilized in the surface levels. The
emitted electrons come from a surface layer of thickness d, the
escape depth. In weakly doped silicon the main emission comes
from the valence band and “tail emission” from the surface states.
In Si the Fermi level is stabilized; with increasing impurity con-
tent, thelayer where band bending occurs finally becomes thinner
than the escape depth; this explains the observed change in the
spectral distribution of the emission. In the case of GaAs it is

concluded that there are virtually no surface levels, no band bend-
ing and no stabilization of the Fermi level. For photoemission
in the visible region the threshold energy of nearly all semi-
conductors is too high (~ 5¢eV); it can be lowered by the adsorp-
tion of metal atoms, e.g. of Cs (to 1.4 eV). The yield of P-Si
coated with Cs is small due to a)a too small absorption coefficient
and b) “competing transitions” that do not result in emission.
Strongly P-doped GaAs coated with Cs may be expected to be a
good photoemitter in the visible region since the competing
transitions are of little significance and the escape depth is un-
usually large owing to the vacuum level and the bottom of the
conduction band being coincident. This has been confirmed by
experiment. An experimental photocathode of this composition
has a long wavelength threshold at 0.9 pm and an outstanding
photoemmission: the yield is 0.35 electrons per incident photon
at 0.35 ym.




1968, No. 2

67

Recent scientific publications

These publications are contributed by staff of laboratories and ‘plants which form
part of or co-operate with enterprises of the Philips group of companies, particularly
by staff of the following research laboratories:

Philips Research Laboratories, Eindhoven, Netherlands
Mullard Research Laboratories, Redhill (Surrey), England
Laboratoires d’Electronique et de Physique Appliquée, Limeil-Brévannes

(S.0.), France

Philips Zentrallaboratorium GmbH, Aachenlaboratory, Weisshausstrasse,

51 Aachen, Germany

Philips Zentrallaboratorium GmbH, Hamburg laboratory, Vogt-Kolln-
Strasse 30, 2 Hamburg-Stellingen, Germany

T o o~ R

MBLE Laboratoire de Recherche, 2 avenue Van Becelaere, Brussels 17

(Boitsfort), Belgium,

Reprints of most of these publications will be available in the near future. Requests
for reprints should be addressed to the respective laboratories (see the code letter) or
to Philips Research Laboratories, Eindhoven, Netherlands.

G. A. Acket: Determination of the Hall mobility of hot
electrons in gallium arsenide using 8 mm microwaves.
Physics Letters 25A, 374-376, 1967 (No. 5). E

L. K. H. van Beek, J. Helfferich, H, Jonker & Th. P. G.
W. Thijssens: Properties of diazosulfonates, Part II.
The rate of the reaction between 2-methoxybenzene-
diazonium and sulfite ions;

L. K. H. van Beek, J. Helfferich, H, J. Houtman & H.
Jonker: idem, Part III. The absorption spectra of
p-substituted-benzene-trans-diazosulfonates; Part IV.
The absorption spectra of o- and m-substituted ben-
zenediazosulfonates.

Rec. Trav. chim. Pays-Bas 86, 749-754, 975-980, 981-
985, 1967 (Nos. 8, 10). E

G. Blasse & A. Bril: A new phosphor for flying-spot
cathode-ray tubes for color television: yellow-emitting
Y3A15012-Ce3+.

Appl. Phys. Letters 11, 53.55, 1967 (No. 2). E

G. Blasse & A. Bril: Structure and Eu3+-fluorescence
of lithium and sodium lanthanide silicates and germa-

nates.
J. inorg. nucl. Chem. 29, 2231-2241, 1967 (No. 9).  E

G. Blasse & A. Bril: Investigations of Tb3*-activated

phosphors.
Philips Res. Repts. 22, 481-504, 1967 (No. 5). E

P. Blume & A. Stecker: Physikalische Eigenschaften
von Lochstreifenpapier, I, IT, IIIL.

Feinwerktechnik 71, 262-271, 325-334, 518-527, 1967
(Nos. 6, 7, 11). H

A. J. van Bommel & F. Meyer: A low energy electron
diffraction study of the PHg adsorption on the Si (111)
surface.

Surface Sci. 8, 381-398, 1967 (No. 4). E

A.J. van Bommel & F. Meyer: LEED study of a nickel
induced surface structure on silicon (111).
Surface Sci. 8, 467-472, 1967 (No. 4). E

J. C. Brice: Diffusive and kinetic processes in growth
from solution. '
J. Crystal Growth 1, 161-163, 1967 (No. 3). M

A. Broese van Groenou: Permeability of some oxides
and metals at low temperatures.
J. appl. Phys. 38, 3317-3320, 1967 (No. 8). E

A. Broese van Groenou: Magnetic after-effects in high-
amplitude fields.

Philips Res. Repts. 22, 463-480, 1967 (No. 5). EM
K. H. J. Buschow & J. H. N. van Vucht: Comments on
“The aluminium-rich parts of the Al-Sm and Al-Dy
systems”,

J. less-common Met. 13, 369-370, 1967 (No. 3). E

H. B. G. Casimir: Van der Waals-Wechselwirkungen.
Naturwiss. 54, 435-438, 1967 (No. 15/16). E

A. Claassen & L. Bastings: The determination of alu-
minium with 8-hydroxyquinoline, Part I. Precipitation
in acetate-buffered solution;

A. Claassen, L. Bastings & J. Visser: idem, Part II.
Precipitation in ammoniacal cyanide-EDTA solution.
Analyst 92, 614-617, 618-621, 1967 (No. 1099). E

J. B. Davies: Propagation in rectangular waveguide
filled with skew uniaxial dielectric.
IEEE Trans. MTT-15, 372-376, 1967 (No. 6). M

H. Dormont, J. Frey, J. Salmon & M. Valton: Contri-
bution 4 I’établissement d’une nouvelle équation ciné-
tique.

C. R. Acad. Sci. Paris 264A, 978-980, 1967 (No. 22). L




68 PHILIPS TECHNICAL REVIEW

W. F. Druyvesteyn: The resistivity of hard supercon-
ductors subjected to an increasing field.
Physics Letters 254, 31-32, 1967 (No. 1). E

P. Eckerlin, A. Rabenau & H. Nortmann: Zur Kenntnis
des Systems BegN2-SigNy, III. Darstellung und Eigen-
schaften von BeSiN3;

P. Eckerlin: idem, IV. Die Kristallstruktur von BeSiNas.
Z. anorg. allgem. Chemie 353, 113-121, 225-235, 1967
(Nos. 3/4, 5/6). A

L Flinn, G. Bew & F. Berz: Low frequency noise in
MOS field effect transistors.
Solid-State Electronics 10, 833-845, 1967 (No.8). M

L. Fraiture & J. Neirynck: Optimum elliptic-function
filters for distributed constant systems.
IEEE Trans. MTT-15, 482-483, 1967 (No. 8). B

A. H. Gomes de Mesquita: Refinement of the crystal
structure of SiC type 6H.
Acta cryst. 23, 610-617, 1967 (No. 4). E

A. H. Gomes de Mesquita: The crystal structure of
2,2'~-diaminodiphenyl disulphide.
Acta cryst. 23, 671-672, 1967 (No. 4). E

G. E. G. Hardeman, G. B. Gerritsen & R. P, van Sta-
pele: Effect of random crystal fields on the electron-
nuclear double-resonance spectrum of cobalt-doped

ZnSe.
Phys. Rev. 160, 281-286, 1967 (No. 2). E

E. Himmelbauer & J. C. Francken: On the sensitivity

of oscilloscope tubes.
Philips Res. Repts. 22, 515-540, 1967 (No. 5).

F. M. Klaassen: High-frequency noise of the junction
field-effect transistor.
IEEE Trans. ED-14, 368-373, 1967 (No. 7). E

F. M. Klaassen & J. Prins: Thermal noise of MOS tran-

sistors.
Philips Res. Repts. 22, 505-514, 1967 (No. 5). E

G. Klein & H. Koelmans: Active thin film devices.
Festkorperprobleme 7, 183-199, 1967. E

E. Kooi: The surface properties of thermally oxidized

silicon.
Festkorperprobleme 7, 132-157, 1967. E

W. Kwestroo & P. H. G. M. Vromans: Preparation of
three modifications of pure tin (IL) oxide.
J. inorg. nucl. Chem. 29, 2187-2190, 1967 (No.9). E

J. van Laar & J. J. Scheer: Influence of volume dope
on Fermi level position at gallium arsenide surfaces.
Surface Sci. 8, 342-356, 1967 (No. 3). E

A. J. Lambell: Experimental information-storage filter.
Proc. Instn. Electr. Engrs. 114, 1185-1192, 1967
(No. 9).. : M

VOLUME 29

H. de Lang & G. Bouwhuis: Measurements on the
anomalous non-linear preference for circular mode
polarization in a 1.523 p. He-Ne laser.

Physics Letters 25A, 406-407, 1967 (No. 5). E

B. Lersmacher, H. Lydtin & W. F. Knippenberg: Zur
Technologie der pyrolytischen Graphit-Herstellung,
Chemie-Ing.-Technik 39, 833-842, 1967 (No. 14). 4, E

F. E. Maranzana: Contributions to the theory of the
anomalous Hall effect in ferro- and antiferromagnetic

materials.
Phys. Rev. 160, 421-429, 1967 (No. 2). E

P. Massini & G. Voorn: The effect of ferredoxin and
ferrous ion on the chlorophyll sensitized photoreduc-

tion of dinitrophenol.
Photochem. Photobiol. 6, 851-856, 1967 (No. 11). E

R. Memming & G. Schwandt: Potential and charge
distribution at semiconductor-electrolyte interfaces.

Angew. Chemie: Int. Edit. in English 6, 851-861, 1967
(No. 10); German Edit. 79, 833-844, 1967 (No. 19). H

J.-P. Morel: Etude par I’effet Mossbauer de I’aiman-
tation spontanée des deux sous-réseaux de. fer dans le
ferrite NiFesOy4.

J. Phys. Chem. Solids 28, 629-634, 1967 (No. 4). E

W. C. Nieuwpoort & G. Blasse: Het ionogene bindings-

model.
Chem. Weekblad 63, 497-501, 1967 (No. 44). E

J. M. Noothoven van Goor: Hall coefficients of telluri-

um-doped bismuth.
Physics Letters 25A, 442-443, 1967 (No. 6). E

A. van Oostrom: Adsorption of nitrogen on single-
crystal faces of tungsten.
J. chem. Phys. 47, 761-769, 1967 (No. 2). E

A. van Oostrom: Totaldruckmessung nach dem Ioni-
sationsprinzip und ihre Storeffekte.
Vakuum-Technik 16, 159-167, 1967 (No. 7). E

F. A. Staas, A. K. Niessen & W. F. Druyvesteyn: Some
experiments on the distribution of a transport current
in sheets of superconductors of the second kind.

Philips Res. Repts. 22, 445-462, 1967 (No. 5). E

W. L. Wanmaker & D. Radielovié¢: Luminescentie van

fosfaten.
Chem. Weekblad 63, 486-494, 1967 (No. 43).

J. te Winkel & B. C. Bouma: An investigation into
transistor cross-modulation at VHF under AGC con-

ditions.
IEEE Trans. ED-14, 374-381, 1967 (No. 7). E

H. J. de Wit & C. Crevecoeur: n-type Hall effect in

MnO.
Physics Letters 25A, 393-394, 1967 (No. 5). E

L. E. Zegers: The reduction of systematic jitter in a
transmission chain with digital regenerators.
IEEE Trans. COM-15, 542-551, 1967 (No. 4). E

Volume 29, 1968, No. 2

pages 37-68

Published 14th February




. PHILIPS TECHNICAL REVIEW

g
e e

VOLUME .29, 1968, No. 3/4

The RAMP inertial navigation system

F. Hector -

Ever since travel began man has been faced with the problem of finding his location. Simple
alignment with respect to known landmarks such as those of a coastline cannot be used in
darkness and fog, and is useless for crossing the oceans. Many attempts have been made to
Jfind a navigation system which is reliable under all circumstances. At the beginning of this
century navigation at sea was based upon sextant, magnetic compass and chronometer.
In the first decades of this century the gyro-compass and radio-navigation systems were
introduced. Still more recent are sophisticated navigation systems based on the application
of inertial forces and making use of gyros and accelerometers. In this paper the RAMP
system, a new inertial navigation system, is described. It uses a pendulum which indicates the
change in the direction of the vertical in a moving vehicle.

Introduction

The problem of navigation is as old as man. In the
beginning landmarks were used both for land and sea
navigation, a method which was hampered by visibility
limitations in darkness and fog. Later, navigation was
carried out by observation of the sun, the moon and
the stars. Although this method enabled mariners to
make fairly accurate measurements of latitude, the
ascertainment of /ongitude remained extremely difficult
for a long time. In 1637 the Government of the United
Netherlands awarded a prize to Galileo Galilei for his
proposal of a navigation system. This was based on ob-
servations of the eclipses of the satellites of Jupiter, and
the times of these eclipses for the meridian of Venice
were givenin tables. The system was ingenious, but com-
plicated. The situation became easier when Christiaan
Huygens and others invented the chronometer. From
the 13th century onwards the magnetic compass was
used for determining direction. Better results still were
obtained with the gyro-compass which first came into

. use at the beginning of the 20th century.

Radio navigation systems, introduced at the end
of the ’twenties, solved many of the problems of vis-
ibility and long-range navigation. Although their con-
tribution to the reliability and safety of shipping
and air traffic is unquestionable, some of the draw-
backs of these systems are nowadays becoming more

F. Hector, M. A. Physics, is with the Swedish Philips Co., Ltd,
Stockholm. .

and more perceptible. Radio navigation is possible only
in regions where accurate and reliable measurements of
directions to radio transmitters are feasible or where
landmarks can be observed by radar. Again, this is not
the case for the greater part of the distance ships and
aircraft have to cover when crossing the oceans, and
there can also be difficulties in war-time when trans-
mitters can be jammed. Higher speeds of travel have
also resulted in a heavy demand for navigation tech-
niques which operate automatically. For this purpose
more sophisticated systems have been developed, such
as Doppler radar and automatic star trackers, but even
these have been found inadequate for the aircraft
which are now being planned for travel at supersonic
speeds. ] ’ '
During the last two decades navigation methods
have been evolved which make use of inertial forces and
for this reason have been termed “inertial navigation”.
These systems have the remarkable feature of being in-
dependent of any external source of reference, (except for
gravity) and are therefore independent of the vagaries
of the weather and of enemy interference in war time.
This paper presents a new inertial navigation system,
developed by the Swedish Philips Co., Ltd, called
the RAMP system (RAMP standing for Rate and
Acceleration Measuring Pendulum). It was developed
primarily as a navigator for airborne vehicles. The gen-
eral - specification was written for speeds np-to 1000
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nautical miles [1) per hour, corresponding to supersonic
~ conditions (Mach 2). Another requirement was that it
could also be used during long-duration flights of
about 9 or 10 hours with an accuracy corresponding to
arrival within the terminal area, i.e. within 15 or 20
nautical miles, after a transoceanic flight.

Before describing RAMP we shall deal with the
fundamental principles of inertial navigation and
consider the most important characteristics of pen-
dulums and gyroscopes. '

The principle of inertial navigation

Most inertial navigation systems are based on meas-
urement and double integration of the linear acceler-
ation of the vehicle. In order to be able to determine
the displacemént in a horizontal plane, it is necessary
to measure the acceleration in two perpendicular hori-
zontal directions. For this purpose two accelerome-
ters are mounted in a frame, generally called a platform,
which is kept in a horizontal position. This means that
for a vehicle moving on or parallel to the Earth’s sur-
face, the platform has to be kept perpendicular to the
local vertical (it should therefore follow the curvature
of the Earth), or a correction should be made for the
deviation.

The accelerometers have to meet very severe require-
ments for their horizontal alignment. If they are tilted
with respect to the horizontal plane, they record an
“acceleration” due to gravity which, if no correction
is made, is added to the measured horizontal accelera-
tion. As the effect of gravity is continuous and gives a
much greater acceleration than the motion of an air-
craft (except for take-off and very sharp turns), this
misalignment may cause considerable errors. If, for
instance, an accelerometer senses 0.19 of the gravity
field, double integration of the corresponding accele-
ration resultsin a position error which, after one minute,
will amount to 18 m, and after ten minutes to 1800 m.
For longer time intervals the errors would be cata-
strophic.

The local direction of the vertical can be indicated by
means of a plumb-bob. This, however, is only possible
under the condition of no motion. Linear acceleration
and circular motions of the pivot will influence the di-
rection of the plumb-bob. In 1923 M. Schuler [2] proved
theoretically that at the surface of the Earth a pendu-
lum device with an oscillation time of 84.4 min will
maintain a vertical indication independent of motion.
As this is the principle on which the RAMP system
is based, we shall return to it later.

Measurement of the change of the vertical

If the direction of the local vertical is ascertained by
means of a “Schuler tuned” pendulum and the initial
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direction of the vertical (at the starting point of the
vehicle) can be stored, the accelerometers mentioned
above are no longer necessary. It is evident that the
change of position can be found from the change of the
direction of the vertical ( fig. I) [3). Since a pendulum
suspended from an axial pivot has only one degree of
freedom, full position informiation should be obtained
by measuring the change of the vertical in two orthogo-
nal planes. Corrections for the rotation of the Earth
have to be applied, and also the appropriate trans-
formation from great circles to latitude and longitude.

Fig. 1. The change of position of a vehicle moving from a to b
can be found from the change © of direction of the local vertical.
R is the radius of the Earth. The RAMP system is based on
this principle.

The vertical deviates from the radial direction because the
gravity field is caused not only by the attraction force, but also
by the centrifugal force of the rotating Earth. The angle between
the vertical and the equatorial plane is known as the astronomical
latitude ( fig. 2). For position indication, however, the geographical
latitude is required; this is the angle between the equatorial plane
and the normalto thereference ellipsoid of the Earth. The difference
between the two latitudes is called the (local) deflection of the
vertical. This deflection varies, but its magnitude seldom exceeds
10 seconds of arc. In this presentation it will be neglected.-

Pendulums

A physical (or compound) pendulum is a rigid body
with an axial pivot above its centre of gravity. Its oscil-
lation time for small deviations is:

1 ' .
T=2nV—, N ¢}
mgh

where m is the mass of the body, I its moment of inertia
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Fig. 2. Relationship between the gravity vector and its com-
ponents, and geographical and astronomical latitudes.

about the axis of suspension, /1 is the distance between
the pivot and the centre of gravity and g is the accelera-
tion due to gravity.

A special case is the mathematical (or simple) pendu-
{m. This consists of a particle of mass m, suspended
from a fixed point by a weightless inextensible string.
In this case the distance / between the pivot and the
centre of gravity is equal to the length of the string.
Therefore I = mh2, and the oscillation time is:

g
T 2n1g. O

A pendulum which is not in motion with respect to
the Earth’s surface shows the direction of the local
vertical. It can, in fact, be considered as a plumb-bob.
When the pivot is part of a vehicle performing an
accelerated horizontal motion the direction will de-
viate from the vertical. However, as we have already
noted, a “Schuler pendulum”, with an oscillation time
of 84.4 minutes, maintains a vertical indication, inde-
pendent of the motion of the point of suspension. On
the other hand, as Schuler himself emphasized, a purely
mechanical pendulum fulfilling this requirement can-
not be made. A mathematical pendulum of the oscilla-
tion time quoted would have a length /1 equal to the
Earth’s radius, whereas for a physical pendulum with a
feasible mass, the distance between pivot and centre of
gravity would be a few nanometers, which is of course
quite unrealistic.
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This can be shown by considering a pendulum moving in a
meridian plane over the surface of the Earth ( fig. 3). (The Earth
is taken to be a perfect sphere.) This pendulum will continue to
coincide with a vertical line if the angular acceleration of the pen-
dulum equals the angular acceleration @ of the radial line. Under
this condition the linear acceleration of the pendulum is RE and
therefore the torque acting on the pendulum body, due to this
acceleration, is mhRO. To obtain an angular acceleration O this
torque should be equal to 16. The moment of inertia should
therefore be:

z mhR,
and according to (1) the oscillation time is:
R

T =2n|{
8

A comparison with equation (2) shows that a mathematical pen-
dulum with a length equal to the radius of the Earth would meet
the requirement. Putting R — 6.37 10 m and g = 9.81 m/s?,
we get T~ 84.4 min. Taking some realistic values for the physi-
1072 kg m2, wc¢ obtain /1

cal pendulum, m — | kg and 7

1.6 1079 m.

Fig. 3. Indication of the local vertical with a physical pendulum.
R Earth’s radius; © latitude; / pivot; 2 centre of gravity; /
distance between / and 2.

Although a purely mechanical realization of a
Schuler pendulum is impossible, solutions using servo-
techniques can meet the requirement of a long oscilla-
tion time. One of these solutions will now be described.

Electrical feedback

In fig. 4 a pendulum is shown which is equipped
with an electrical feedback system. Attached to the
shaft PA there is a generator SG,, delivering a signal
which is fed after amplification to an electrodynamic
magnet system TG, called a torque generator (or tor-
quer). This exerts on the shaft a signal which depends
on the applied signal er.

11 As usual in navigation the distances in this article are given in
nautical miles. | nautical mile = 1851.9 m.

21 M. Schuler, Die Stérung von Pendel- und Kreiselapparaten
durch die Beschleunigung des Fahrzeuges, Phys. Z. 24,
344-350, 1923.

(31 This method is fundamentally the same as navigation by
celestial observations.
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A pendulum with an electrical feedback
system as shown is the principle underly-
ing a type of accelerometer called the re-
balanced pendulous accelerometer. The gen-
erator SGp in this case supplies a signal
proportional to the angular deviation of
the pendulum fromthe vertical. Iftheampli-
fication is sufficiently large, any deviation
from this position is then reduced nearly
to zero by the torque generator: the feed-
back system acts as an “artificial spring”.
The period of oscillation in this case is very
small. When the pendulum is accelerated
in a horizontal plane, in a direction per-
pendicular to the shaft PA4, the torque-
generator voltage er required to maintain
the vertical position (“rebalancing”) is a
direct indication of the acceleration a.
Neglecting transient phenomena, a fol-
lows from the equation:

erST mha,
giving: St
a er,
mh

where Sv is the sensitivity of the torque
generator (newton-metres per volt).

Instead of a generator that delivers a sig-
nal proportional to the angular deviation,
a type may be used that supplies a signal
proportional to the angular acceleration.
In this case the feedback brings about an
apparent increasc of the moment of inertia
of the pendulum, which can be shown in
the following way.

The equation of motion of the pendulum
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where @ is the deviation from the vertical, S is the
sensitivity of the signal generator (volts per unit of
angular acceleration), A the amplification of the am-
plifier and St is again the sensitivity of the torque
generator. From this equation we get the oscillation
time:

/I+ B

T=2n ‘
mgh

3

Fig. 4. Schematic diagram of a pendulum with electrical feedback.
PA pendulum shaft. m pendulum mass. /1 length of the pendulum.
SGy signal generator. A amplifier. TGy, torque gencrator. er signal
fed to TGy. If SGy, delivers a signal which is proportional to
the angle of rotation, the device will operate as a rebalanced
pendulous accelerometer, with “zero” deflection (and a very
high natural frequency). However, if SGp, delivers a signal
which is proportional to the angular acceleration, the oscilla-
tion time compared to that of the free pendulum will be in-
creased, giving in one special case the “Schuler period”.
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DE LA PESANTEUR. 143

plomb pefe autant vers le bas, qu’elle peferoit vers le haut, fi,
demeurant i la mefme diftance 3u centre dela Terre, elle tour-
noit autour avec autant de vitefle que fait la matiere flui-
de. Mais jetrouve par ma Theorie du mouvement Circulaire,
qui s’accorde parfaitement avec I'experience , qu'un corps
tournant en cercle , fi on veut que fon effort i s’éloigner du
centre, égale juftement I'effort defa fimple pefanteur, ilfaut
qu'il faffe chaque tour en autant de temps, qu'un Pendule, de
la longueur da demi diametre de ce cercle, en emploie  faire
deux allées. Il faut donc voir en combien de temps un pen-
dule, dela longueur du demidiametre de la Terre, feroit ces
deux allées. Ce qui ¢ft aifé par la proprieté connue des pendu-
fes, & par la longueur de celuy qui batles Secondes , qui eft
de 3 pieds 8;lignes , mefure de Paris. Etje trouve qu'il fau-
droit pour ces deux vibrations 1 heure 24 minutes; enfup-
pofant , fuivant 'exalte diménfion de Mr. Picard, le demidia-
metre de la Terre de 19615 800 picds de la mefme mefure. La
viteffe donc de la matiere fluide , APendroit dela furface dela
Terre, doit eftre égalea celle d’un corps qui feroitle tourdela
Terre dans ce tempsde 1 heure , 24: minutes. Laquelle vitef-
fc eft, i fort peu pres, 17 fois plus grande que celle d’un point
fous’Equateur ; qui fait le mefme tour, a 'égard des Etoiles
fixes , commeon doit le prendre icy, en 23 heures, 56 minu-
tes. ce qui paroit par la proportion entre ce temps &
celuy d’une heuge 24; minutes , qui cft tres pres comme de
1731
7Jc fgay que cette rapidité femblera étrange 2 quila voudra
comparer avec les mouvemens qui fe voient icy parmy nous.
Mais cela ne doit point faire de difficulté ; & mefme , parra-
port ifa fphere, ouila grandeur dela Terre ; elle ne paroitra
int extraordinaire. Car fi , par exemple, en regardantun

Glebe Terreftre , de ceux qu’on fait pour Pufage de la Geogra-
i V:

phic,
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The “Schuler period” of 84.4 minutes, which
plays such a prominent part in F. Hector’s ar-
ticle in this issue, is there shown to be equal to the
oscillation time of a simple pendulum whose
length is equal to the radius of the Earth. This
oscillation time had already |[bcen calcuiated by
Christiaan Huygens in the seventeenth century
— witness the page reproduced here from his
treatise “Discours de la Causc de la Pesanteur”
published at Leyden in 1690.

Huygens was interested in the value of this
oscillation time because it is equal — as he had
shown — to the orbital period of an object
moving near the surface of the Earth at a speed
such that the centrifugal force balances the
gravitational force. This is the well-known con-
dition which holds for Sputnik and the innumer-
able subsequent satellites that now circle our
planct and which, when orbiting at a height of no
more than about 200 km (just outside the region
of atmospheric friction), have in fact an orbital
period of about 14 hours. It may come as a
surprise to many who have followed these satel-
lite developments that this basic orbital period for
an object circling the Earth had already been
calculated correctly and quite accurately in the
seventeenth century.

Huygens can hardly have dreamed of artificial
satellites, nor was he concerned with the naviga-
tional significance of the Schuler period. He
made these particular calculations in an effort
to support a curious theory of gravity. This theory
(the “vortex theory”) was devised by Descartes
in an attempt to do away with the assumption
of an action at a distance, on which Newton’s
theory of gravity was based and which many
scientists of” those times found difficult to accept.

where B = S¢AST i )]

is the apparent increase of the moment of inertia. By
making B sufficiently large, a pendulum can be made
with an oscillation time equal to the “Schuler period”
of 84.4 min (about 5000 s). If the period of the physical
pendulum proper has a reasonable value, e.g. 0.5 s, this
can be done by an apparent increase of the moment of
inertia by a factor of 108,

The signal generator SGp, which is required to deliver a signal
proportional to the angular acceleration, will be discussed later.
It may be noted, however, that a generator could be used which
delivers a signal proportional to the angular velocity (angular
rate) or to the angular displacement (as noted above). In these
cases, in order to obtain the required artificial increase of the
moment of inertia, the signal should undergo a single or double
differentiation.

Gyroscopes

The main part of a gyroscope is a wheel spinning at a
very high angular velocity w. The angular velocity
about axes perpendicular to the “spin axis” must be
very low compared to @. The wheel is mounted on 2
shaft which is supported by a set of gimbals. By apply-
ing Newton’s laws of motion the fundamental charac-
teristic of the gyro can be explained, i.e. its reaction
against any change of direction of its spin axis. There-
fore, if a spinning gyro-wheel is supported by a set of
“frictionless” gimbals ( fig. 5), with axes going through
the centre of the wheel, it will maintain its direction in
space, irrespective of movements of the supporting
frame.

It also follows from Newton’s laws that a torque
about one of the gimbal axes results in a rotationabout
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Fig. 5. Schematic diagram of a free gyroscope. SA4 spin axis of
the wheel W, which has an angular velocity w. I and I are the
gimbal axes.

the other axis. This phenomenon is called precession.
The directions of rotation and torque are such that the
spin momentum of the gyrowheel attempts to align
itself with the torque. The basic equation underlying
the precession is:

. )
Here H is the spin momentum of the wheel, that is, its

moment of inertia Iy multiplied by its angular veloci-
ty w:

To = HO.

H= Iyo. 6)

Furthermore @ is the angular displacement about one
of the gimbal axes (e.g. the axis I; @ is thus the angu-
lar velocity about this axis), and Ty is the torque about
the other axis (IT).

Gyro with spring restraint

An angular velocity of the gyro about one of the
gimbal axes can be measured by determining the torque
about the other axis. This can be done by applying a
linear elastic restraint, e.g. a set of springs (fig. 6).
The angular displacement ¢ about the latter axis is
now proportional to the torque Ty:

To = Ky, Q)

where K is the spring constant. The gyro now has only
one degree of freedom; the corresponding gimbal axis
is generally called the input axis (I4), the other axis,
where the torque is measured, being the output axis
(0A). From (5) and (7) it follows that:
"6, 8
=50 ®
and the angular displacement about the output axis is
thus proportional to the angular velocity (rate) about
the input axis. This rate therefore can be read from a
calibrated scale about the output axis. A gyro equipped
with a spring restraint about one of its axes is therefore
called a rate gyro,
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Fig. 6. Schematic diagram of a gyro with a spring restraint about
one of the axes. The deviation @ about this axis (the output
axis OA), which can be read from the scale, is now proportional

to the angular velocity O of the gyro-wheel about the other
axis (the input axis /4). This device is known as a rate gyro.

In some types of gyro a restraint of another kind is used. The
gyro-gimbal is then cylindrical in shape and immersed in a liquid.
The torque given by this viscous restraint is proportional to the
angular velocity about the appropriate axis. If now the output
axis has a viscous restraint, the torque which accompanies an
angular velocity about the input axis must be caused by an angu-
lar velocity about the output axis. It follows from (5) that in this
case these velocities are proportional, so that the total displace-
ment angle about the output axis is proportional to the integral
of the angular velocity (rate) about the input axis. For this reason
a gyro equipped with a viscous restraint is called a rate-integrating
gyro, or simply an integrating gyro.

Gyro with electrical feedback

Instead of a spring restraint a gyro can be equipped
with an electrical feedback system, consisting of a
signal generator, an amplifier and a torque generator.
Fig. 7 shows a gyro which has been provided with
such a feedback system about the output axis. The gen-
erator SG, is required to deliver a signal proportional
to the angular displacement ¢ about this axis. Therefore

Fig. 7. Schematic diagram of a rate gyro with an electrical feed-
back system. SG, generator, delivering a signal proportional to the
rotation angle @ about the output axis OA4. 4 amplifier. TGo
torque generator. In this case also ¢ is proportional to the angu-

lar velocity @ about the input axis /4.
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the torque due to the torque generator TG, is also
proportional to this angle and the feedback system can
be considered as an “artificial spring”, the “spring con-
stant” being: )

K' = SgoASto, )

where Sgo is the sensitivity of the signal generator (in
volts per radian), 4 is the amplification of the amplifier,
and St the sensitivity of the torque generator. The
gyro in fig. 7 will have the same characteristics as the
one shown in fig. 6: the rotation angle ¢ about the
output axis is proportional to the angular velocity 2]
about the input axis. In fig. 7 a scale about the output
axis is not needed; the reading can be obtained by
measuring the signal fed to the torque generator. If the
torque exerted is proportional to this signal, the reading
on the signal meter is proportional to the angular velo-
city about the input axis.

If the electrical circuit is modified a signal can be
obtained which is proportional to the angular acceler-
ation about the input axis. For this purpose an inte-
grator is inserted in the feedback loop ( fig. &). In this
case the torque exerted by the torque generator is:

1
To = Seod — Sto / pdt, (10)
T

where 7 is the time constant of the integrator. From
(5) and (10) it follows that:

_ Ht
SGo A STo

Thus the angular displacement about the output axis
is proportional to the angular acceleration about the
input axis. The signal from the generator can be used as
an indication; after amplification this can be read from
the meter shown in the figure.

@ O . (11)

Fig. 8. By inserting an integrator Int in the feedback loop the
angle of rotation ¢ about the output axis 0A, and thus also the
signal read on the meter, becomes proportional to the angular

acceleration @ about the input axis./A4.
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The RAMP, a combination of a pendulum and a gyro

Since a gyro with an integrating feedback system for
one of its axes delivers a signal proportional to the angu-
lar acceleration about the other axis, it can be used as
a signal generator for artificially increasing the moment
of inertia of a pendulum, in accordance with the prin-
ciple illustrated in fig. 4. A diagram of this device is
shown in fig. 9. The outer gimbal of the gyro forms the
pendulum and is therefore loaded with a mass m. The
outer gimbal axis (input axis) serves as pendulum axis,
PA. The outer gimbal is equipped with an integrating

Fig. 9. Schematic diagram of a Rate and Acceleration Measuring
Pendulum (RAMP). The pendulum is formed by the outer gimbal
of the gyro, loaded with the mass m: its angle of rotation is ©.
The output axis OA of the gyro has an integrating feedback loop

asin fig. 8. The signals D, E and Fare proportional to ©, ® and
© respectively (indicated by the bracketed terms), i.e. to the
acceleration, the velocity and the displacement of the vehicle.
SGp signal generator for the servomotor of the slaved platform.

feedback loop, as in fig. 8. Apart from being used for
the feedback of the gyro, the amplified signal D from
the generator SGo, which is proportional to the angular
acceleration @ about the pendulum axis, is now also
used for controlling the torque generator TGy for this
axis. From (4) and (11) it follows that the artificial in-
_crease of the moment of inertia of the pendulum in this
case is: ‘

.= — Hz, . . (12)

To

where Stp and Sto are the sensitivities of the torque gen-
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erators 7Gp and TG, respectively, By making B suffi-
ciently large, the pendulum can be “Schuler tuned”:
it indicates the vertical, independently of movements of
the pivots. When mounted in a vehicle moving over
the Earth’s surface in a direction perpendicular to the
pendulum axis P4, the pendulum changes its direction in
space, because of the curvature of the Earth’s surface.
The angular velocity @ is proportional to the horizon-
tal velocity of the vehicle (v = R@) and, as indicated in
(5), this velocity is also proportional to the torque ex-
erted by the torque generator TGy. The signal E
applied to the torque generator therefore indicates the
vehicle’s horizontal velocity in the direction perpendicu-
lar to the pendulum axis.

As the signals £ and D, delivered by the device are
proportional to the velocity (rate) and the acceleration,
this combination of a pendulum and a gyro is called
RAMP (Rate and Acceleration Measuring Pendulum).
By the addition of another integrator, Int’, a signal F
is obtained which is proportional to ©®, and hence to
the displacement of the vehicle in the direction men-
tioned. We have thus determined the displacement from
the change of direction of the vertical without storing
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TGy

Fig. 10. Layout of a RAMP with slaved platform. The pendulum
axis (input axis of the gyro) is perpendicular to the planc of the
figure. B base. The pendulum is carricd on a frame Qona plat-
form P, which follows the pendulum with the aid of the signal
generator (pick-off) PO, the amplifier A" and the servomotor M.

Fig. I'l. Cut-away picture of a floating gyro with a single degree of freedom.

the direction of the vertical at the starting point of the
vehicle. We measure directly the change of direction.

In an equipment the RAMP is mounted on a “plat-
form™, which is not rigidly fixed to the vehicle, but

follows the movements of the pendulum (it is “slaved”
to the pendulum). The pendulum thus only has to
make very small movements with respect to this plat-
form, which simplifies the construction. The plat-
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form is therefore mounted in gimbals and equipped
with a servomotor. This motor is controlled by the
amplified signal from a generator SGy, shown on the
input axis in fig. 9, which delivers a signal proportional
to the deviation between the directions of the pendulum
and the platform.

An approach to a realistic arrangement is shown in
fig. 10. The signal generator SG, for controlling the
platform has been designed as a differential transformer
called a “pick-off” (PO). An important characteristic
of this arrangement is that the closed feedback loops
can be achieved without external connections via slip-
rings. By the use of micro-electronics the corresponding
electronic equipment can be built into the RAMP unit
itself.

The RAMP pendulum bearing is a “compensated
spring” bearing and is therefore “stictionfree”, thus
improving the gyro environment in comparison with a
conventional platform. In the present design the gyro
is a miniature floating type 14]. The wheel and the spin-
axis assembly are enclosed in a sealed cylindrical can,
which is immersed in a liquid whose density is equal

Fig. 12. Complete pendulum for the RAMP navigation system.
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to the eflective density of the can. The angular momen-
tum of the wheel is 10% gcm2s1. A photograph of
such a floating gyro is shown in fig. //,and fig. [2shows
a complete RAMP.

As the pendulum and gyro form one unit, assembly
and replacement in the platform is very simple (51, The
alignment of the RAMP is further simplified by the
fact that the dimensions are so chosen that clean-room
conditions are not necessary.

The dynamics and the stability of the RAMP with
its slaved platform can be studied in a signal-flow
diagram. The transfer functions are then given by their
Laplace transforms. Fig. 13 (on page 78) shows such a
diagram, but we shall not go into further detail here.

The general layout

As navigation requires the determination of displace-
ment in two perpendicular directions, rwo RAMPs,
the X-RAMP and the Y-RAMP, are mounted on a
platform (an “inertial platform”) which is slaved to
both of them. As a reference for the heading of the
aircraft, a directional gyro, the Z-gyro, is also mounted
on the platform. (The input axis of this gyro points
vertically downwards.) A diagram of the arrangement
is shown in fig. I4. In practical use the x-direction,
which corresponds to the direction of the pendulum

SA \
X-RAMP
e

0A

Y-RAMP

0A

Fig. 14. Arrangement of two RAMP units and a gyro as mounted
on the platform in a RAMP navigation system. SA spin axes.
14 input axes. OA4 output axes. The input axes correspond to the
co-ordinatc system .x, p, z (cf. fig. 26).

1 Introduced by C. S. Draper at the Massachusetts Institute

~of Technology.

51 In a conventional inertial navigation system both the accel-
erometers and the gyros have to be carefully aligned.
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Fig. 13. Signal flow diagram in a RAMP with a slaved platform. The transfer functions are
indicated by their Laplace transforms. s Laplace operator. m/i mass unbalance of the pendu-
lum. g gravity acceleration. R radius of the Earth. /Jr moment of inertia of the RAMP pendu-
lum. H gyro angular momentum. /; moment of inertia of gyro gimbal. Dg gyro viscous damp-
ing constant. /p moment of inertia of slaved platform. Ky ... K1 constants. F1 ... Fs Laplace
transforms of transfer functions of correction networks. D, E, F output signals (cf. fig. 9).

0

Fig. 15. The complete inertial platform, with two RAMP units and a directional gyro.
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axis of the X~-RAMP, points north and the p-direction
(pendulum axis of the Y-RAMP) pointseast(cf. fig. 26).

Complete freedom of the platform with respect to
the vehicle can be obtained by a three-gimbal system.
However, if the attitude of the vehicle with respect to
the platform is such that one gimbal axis coincides with
one of the other axes, one degree of angular freedom is
lost. This is known as “gimbal-lock™. 1t can be avoided
by introducing a fourth gimbal, which is equipped with
atorque generator, controlled by a signal from a gener-
ator on the second gimbal. This is a known technique
and will not be explained here.

A complete RAMP platform is shown in fig. /5. A
block diagram of the complete navigation equipment
is given in fig. 16. The output signals from the RAMP
platform are proportional to the acceleration and the
velocity in two perpendicular directions (D and E in

[ — r'*f’i
’ L computer »=
inertial and other display
platform electronic unit !
- functions - |
e L — L !

\

L

|
|

mode control power
unit supply
| |

Fig. 16. Block diagram of the RAMP navigation equipmerit.

figs. 9, 10 and 13); signals giving information about the
attitude of the aircraft (heading, roll and pitch) are also
obtained. These signals are fed to the computer and elec-
tronic unit. This unit comprises an analogue computer
which covers a number of functions: co-ordinate trans-
formation (great-circle angular velocities to latitude
and longitude velocities), integration of velocity to
position (in the integrator /nr’, see figs. 9 and 10), cor-
rection-term computations (¢f. Appendix) and compu-
tations of the velocity vector from its two components.
This unit also comprises signal converters and cir-
cuits for bias-setting for the Earth’s rotation and com-
pensation of the gyro drift.

The computer and electronic unit is connected to the
display unit, which presents latitude, longitude, heading,
roll and pitch. A photograph of this unit is shown in
fig. 17. Tt is equipped with two controls for setting
initial latitude and tongitude before the flight.

The mode control unit serves for the switching of
several functions. It contains switches for “Stand-by”,
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“Navigation” and “Of1”’, and controls to compensate
for the Earth’s rotation and gyro drift.

Preparation of the equipment for use starts with switching on
the heating of the gyros to bring the fluid in which the floating
gimbals are immersed to the right density for operation; the
heating time is about 20 or 30 minutes. In the meantime the
RAMPs are roughly aligned to enable the platform to find the
local vertical direction. For this purpose the electronic tuning is
switched to a pendulum period of 3 minutes and afterwards to a
period of 8.4 minutes. Through heavy damping which is switched
on during this period the platform now finds the vertical. When
the amplitude of the oscillations is sufficiently small, the Schuler
period of 84.4 minutes is switched on.

By rotating the platform around its vertical axis from the
rough initial alignment (where the y-axis is pointing east) to the
opposite direction (y-axis pointing west), the gyro drift of the
Y-RAMP and true East are established. The gyro drift of the
X-RAMP is measured by rotating the platform through 90°.
The Z-gyro drift is measured when the platform is accurately
aligned.

The power supply converts the aircraft mains voltage,
115V, 400 Hz, three-phase, to stabilized d.c. voltages
and accurate a.c. voltages. The gyro power is supplied
by a 26 V, 400 Hz, three-phase generator with a fre-

ey ] I~
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Fig. 17. The display unit, which indicates latitude, longitude,
heading, roll and pitch of the aircraft.
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quency precision of 105 and a total distortion and am-
plitude error of about 10-3. :

Analogue computer mvestlgatlons

A mathematical analysis of the complete RAMP
system is given in the Appendix. One of the principal
. results of this analysis is that the introduction of
correction terms effects a coupling between the X-
RAMP and the Y-RAMP. This coupling induces
two kinds of oscillations of the system; one with a
period equal to the Earth’s rotation time and one with
the Schuler period (84.4 min). The latter oscillations
are modulated; the modulation frequency corresponds
to the speed of rotation of a Foucault pendulum at the
corresponding latitude.
In order to check these characteristics of the system
a model of the information flow, which is shown in
fig. 27 in the Appendix, was made in an analogue com-
puter. In this case the main object was to deduce the
relation between the gyro drift and the errorsin position
and wvelocity. This was done by applying a step func-
tion for the gyro drift of 0.01°/h to each gyro individual-
ly. The corresponding position and attitude deviations
are shown in fig. 18. As will be seen from these curves,
the dominant errors have a 24-hour period while the
errors having the Schuler period can hardly be seen.
To give some idea of the corresponding position errors
we note that 1 minute of arc longitude at a latitude of
60° corresponds to 0.5 nautical mile.

Laboratory tests

In order to investigate the behaviour of the inertial
system over longer periods of operation it was run for
- periods of 12 and 24 hours in the laboratory. During
these times normal drift tests of gyros and alignment
were made as in real flight tests. The absence of shocks
and accelerations did of course result in smoother
curves and also in considerably smaller total errors.

Fig. 19 shows the positional errors, latitude and lon-
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Fig. 18. Recordings of analogue computer investigations on the
inertial navigation system. The recordings show the longitude
error Dj, the latitude error D1, and the direction error D, all
resulting from the application of a step-function gyro drift of
0.01 °/h successively to the X-gyro, the Y-gyro and the Z-gyro, as
a function of the time ¢ (in hours). The roll and pitch errors were
very small.

Fig. 19. Errors D in longitude (a) and latitude (b) during a 12-hour laboratory test. The
curves show a half period of a 24-hour oscillation and Schuler oscillations (period 84.4 min).
These oscillations are superimposed on a linear gyro drift, which amounts to about 0.5 nautx-
cal miles per hour in longitude and 0.3 nautical miles per hour in latitude.
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gitude, obtained in a typical 12-hour test. The curves
show Schuler oscillations and a 24-hour oscillation,
superimposed on a linear gyro drift of about 0.5 naut.
m.p.h. for the longitude and of about 0.3 naut.m.p.h.
for the latitude.

Fig. 20 shows a recording of the velocity signals from
the two RAMPs when an oscillation of about 1’ ampli-
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check points at a low altitude (50 to 100 metres),
thus ensuring an accurate position indication. When
he gave the signal, the position — latitude and
longitude — indicated on the display was photo-
graphed or recorded manually together with the time.

Altogether 36 flights were made during this period.
In the beginning the results varied due to teething

0

1
844 min

3 4 5h

—_—t

Fig. 20. Part of a recording of the velocity signals from the X-RAMP (4) and from the Y-
RAMP (b) at an initiated oscillation of about 1’ amplitude during a 12-hour laboratory test.

tude was initiated. It was found from the recording
that very smooth Schuler oscillations remain, with a
harmonic distortion as low as about 5%, which corre-
sponds to second-order disturbances smaller than
0.01 °/hour. Furthermore the Foucault effect can be
recognized as a modulation of the Schuler oscillations.

Flight tests

Two flight test programmes were carried out. The
first one was made in one of the twin-engine aircraft
owned by Philips, 2 De Havilland Dove. The second

troubles in the electronic and mechanical equipment.
At the end of the flight test period, however, the re-
sults became fairly reproducible. The results of the
flights number 32, 33 and 35 are shown in fig. 22. The
average uncertainty amounted to 2-3 nautical miles
per hour. This corresponds to the estimated accuracy,
based on measured gyro drift.

Flight test in the DC8

The same equipment that was tested in the De Havil-
land Dove was mounted in a special rack, adapted to

[ T TN

cockpit

= 1
[l
i

. 7

Fig. 21. Installation of the test equipment in the De Havilland Dove. a platform. b electronic

units. ¢ power converters. d mode control units.

er. h oscilloscope.

programme was carried out ina DC8 aircraft, belonging
to Scandinavian Airline Systems, during flights over
the European continent and over the North Atlantic.

Test flights with the De Havilland Dove

The installation of the equipment is shown in fig. 21.
Three different tracks were used: two East-West tracks
and one North-South track. The pilot flew over the

e display unit. fauxiliary equipment. g record-

one of the seats in the lounge of the DC8. Before
the flights (normal passenger flights) the equipment
was warmed up and aligned in a service bus on
the ground, after which, operating on its own battery,
it was installed in the aircraft and connected to its
mains supply. During the first flights, which were
carried out over the European continent (Copenhagen-
Teheran, 3000 nautical miles, flight time about 9 hours
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with stops), the position was checked with the ordinary
navigation system on board. Accurate check points
were reported, particularly when passing over the radio
beacons. Over the North Atlantic (Copenhagen-New
York, 3000 nautical miles, flight time about 8.5 hours)
the Loran C network was used which, at the beginning
and at the end of the flights, offered a fairly good check.
The radio beacons along the Scandinavian and Ameri-
can Atlantic coast were of course also used.

The results of these long-flight tests showed that the
recordings from the flights over the Continent were
smoother and more accurate. A typical recording is
shown infig. 23, where the maximum error corresponds
to 3.5 naut.m.p.h. and the average to 2.2 naut.m.p.h.
The recordings of the transatlantic flights are more

40 nautm.,
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ments for inertial navigation equipment. Thus, the
gyros were fire control components of high accuracy,
improved so as to come close to inertial navigation ac-
curacy. Although gyros were specified with a drift of
less than 0.01-0.02 °/h, gyro drifts of several tenths of a
degree per hour were often measured. For practical
reasons an analogue computer constructed from elec-
tro-mechanical components and electronic amplifiers
and networks was chosen. Important sources of in-
accuracy were the lack of linearity and the uncontrolled
drift of the integrators, both of which amounted to
about 0.1%;. Even more serious errors come from the
co-ordinate transforming process. Here it was rather
difficult to maintain an accuracy of 0.1%. Finally the
mechanical unit of the pendulum system in the RAMP

- 10naut. mi- b~
o o[ Py
. o
4F N S
30k of ’ Y “33
D

201~

101~
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Fig. 23

Fig. 22. Results obtained during three of the later test flights with the De Havilland
Dove (flight numbers 32, 33 and 35). The solid lines show the position error D, in nautical
miles, as a function of time. The dotted lines a and b correspond to errors of 2 and

4 naut.m.p.h.

Fig. 23. Recording of the longitude error (g) and the latitude error (b) in nautical miles as a
function of time during a flight over the European continent.

disturbed, due probably to the checking method. The
distribution of the longitude and latitude errors after
six hours’ flight time with the DC8 is shown in fig. 24.
The equipment is shown fitted into the DC8 in fig. 25.

Commenté on the test results

When discussing the test results it should be pointed
out that in order to lower the cost some components
were used which did not fulfil the advanced require-

had some not unexpected teething troubles like ther-
mal drift. The total error was expected to be of the
order of a few nautical miles per hour and it was en-
couraging to.note that the flight test results were very
close to this expected accuracy. Introduction of better
gyros, a digital computer and an improved mechanical
design of the pendulum system would very probably
lead to an accuracy of the order of 1 nautical mile per
hour.
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Fig. 24. Distribution of the errors in longitude («) and in latitude (b) indicated by the RAMP
equipment during six-hour {lights over the European continent and over the Atlantic Ocean.
The dots show the number of flights N with a maximum error less than D (in naut. miles).
Errors larger than about 30 naut. miles occurred only in the beginning.

Appendix: Analysis of the complete RAMP navigation system along the vertical. The co-ordinate system thus rotates with the
Earth. The angular velocities imparted to the platform by this

For an analysis of the complete navigation system we must . . . N ]
rotation and by the movement of the vehicle follow the equations:

know 1) the location on the Earth’s surface ol the vehicle in

which the system is installed; 2) the forces, motions and their Wiz (wie i) cos L, . i .. Q13
mathematical relations. Referring to fig. 26 we establish a three- w1y L S 5]
axis co-ordinate system, which is geographically orientated : the Wiz —(wiE 7) sin L, . . (15
x-axis points north, the y-axis east and the z-axis downwards (hence w2 -wiy tan L), VB . (16)

Fig. 25. Installation of the test equipment in the DC8.
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Fig. 26. Geographically orientated co-ordinate system X, Vs Z,
pointing north, east and downwards. / longitude. L latitude. wrg
rotation speed of the Earth. :

where wig is the frequency of ,the Earth’s rotation, / is the longi-~
tude and L the latitude.

The mathematical derivation of the accelerations acting on the
platform along the three axes gives an expression whose princi-
pal terms are:

apz = —R(l — 2e cos? L)y — 2Rwry —

—Rwrzwr, — eR sin 2L + . . . s
apy = Rivrz + 2Rwiz — R’z — Roywiz + ...,
ap: = —R + Rz + 0%) + . ..,

where R is the Earth’s radius and e is the eccentricity of the refer-
ence ellipsoid of the Earth. These accelerations will generate
torques about the pendulum axes. The torque equations for two
single-axis pendulums each contain a dominant term:

Msz = —mhR®1z,
Msy = —mhRo1y (1 — 2e cos? L).

They also contain terms which are small compared with the main
terms and therefore may be treated as correction terms; these are:
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Fig. 27."Signal flow diagram of the complete RAMP navigation system. The bold lines correspond to mechanical connections, the
thin lines to electrical connections.

The hatched blocks represent the X~RAMP and the Y-RAMP. In the block marked “position” the output signals of the RAMPs
undergo the mathematical operations represented by the equations (13) and (14). After correction for the Earth’s rotation, integration
and introduction of the geographical latitude and longitude at the starting point of the flight, Lo and /o, the latitude and longitude of
the actual location of the airplane are found.

In the block “~—tanL” the computation of equation (16) is carried out. This yields a signal proportional to the z-component of
the Earth’s angular velocity, which is used for correcting the Z-gyro for Earth’s rotation.

The blocks to the right represent the servo system for keeping the platform in a horizontal position. The servomotors are con-
trolled by the amplified error signals &z, & and &, of the RAMPs and the Z-gyro. The signal of the Z-gyro, which has to control
only one servomotor, is fed directly to this motor. The error signals of the RAMPs however have to be resolved into two components,
which must be fed to the other two motors in a certain ratio (depending on the position of the gimbals). This is done in the blocks
marked “resolver”.
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Mz = —mi2Rwr; — Royowr),
Myy = —mh(Rw1z01; + Rw?mE sin Lcos L +
: + 2Rwry + eR sin 2L).

A block diagram of the signal flow in a complete RAMP sys-
tem is shown in fig. 27. The correction torques are calculated in a
computer and added to the total torques. As the equations indi-
cate, there is a coupling between the two RAMPs, which will
lead to induced oscillations.

A three-axis system analysis (which will not be presented here)
leads to the following characteristic equation:

(®® + w%m) {p? + 2(g/R + 2wz sin® L)p? + (g/R)%} = O,

where p is the linear time derivative operator d/dt. We see that
this equation is of the 6th order. The solution consists of terms
containing the following factors:

sin wIEt,
cOs WIEl,
sin (ws + wiE sin L)t
cos (ws + wxE sin L)t,
sin (ws — wiE sin L)t,
cos (wg —.wiE sin L)t,

.

where wg corresponds to the frequency of a Schuler pendulum.
As the last four terms reveal, these “Schuler oscillations” are
modulated ; the modulation frequency, wrg sin L, corresponds to
Foucault oscillations. Consequently the RAMP system will be
subject to oscillations at the “Earth’s frequency” (period 24
hours) and to modulated Schuler oscillations (period 84.4 min).
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Summary. Description of an inertial navigation system, devel-
oped by the Swedish Philips Co., Ltd, primarily for aircraft
navigation. The system is based on indication of the change of the
vertical with a Schuler pendulum, whose oscillation time is
84.4 min. This device, which contains a gyroscope with integrating
feedback, has been named “RAMP” (Rate and Acceleration
Measuring Pendulum). The complete system comprises two
RAMP units, mounted on an inertial platform, which is “slaved”
to the pendulums. For indication of heading, a directional gyro
is mounted on the same platform. The equipment was tested
both in the laboratory and during a number of test flights, in-
cluding flights over the European continent and transoceanic
flights. The average uncertainty varied between 2 and 5 nautical
miles per hour.
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Oversized rectangular waveguide components
for millimetre waves -

H. J. Butterweck and F. C. de Ronde

Since microwaves first came into practical use, the hollow pipe, usually of rectangular cross-
section, has been the standard means for transmission of the waves. In the conventional use of
this waveguide the waves can travel in a single precisely defined pattern — a very valuable
property of the guide for many applications. If, however, the same techniques are used in
the millimetre and submillimetre wavebands, power loss in the guide becomes a very severe
problem and the components become prohibitively small. These have been two of the chief
reasons for the development of other types of transmission lines. '
In the “oversized waveguide” the losses are much lower than in the standard guide, while
the advantage of propagation in a well-defined pattern can be maintained by proper “mode
- control”. The size of the guide can be chosen in a convenient range. Another important ad-
vantage is that very broad-band components can be made.

Introduction

At microwave frequencies electromagnetic waves can
propagate alongseveral types of transmission line. These
can be divided into two classes. In the first class the
electromagnetic field extends to infinity in the direction
transverse to theaxis of propagation; the corresponding
structures are usually said to be “open”. In the second
class the electromagnetic field has only a finite trans-
verse extension. Since the boundaries are imposed by
metallic screening, this class is said to be “shielded”
or “closed”. )

Well-known transmission lines such as the dielectric
line (1), the image line [2], the H-guide [3] and the
microwavebeam!4], belong to the firstclass. Theshielded
structures of the second class include hollow pipes
and pipes containing one or more inner conductors.
The rectangular waveguide and the coaxial line are typ-
ical representatives of this class.

In the millimetre-wave region, to which we shall con-
fine ourselves, both classes of structures have their
specific fields of application and both have their special
advantages [51. In this article we shall be concerned
with the closed structures. Let us begin by noting some
of their advantages. First, the shielding prevents radia-
tion and makes the device insensitive to parasitic elec-
tromagnetic fields; there is no coupling even between
closely spaced guides. Secondly, the shielding part of
the structure gives sufficient rigidity without requiring

Dr. H.J. Butterweck, formerly with Philips Research Laboratories,
Eindhoven, is now Professor of Electrical Engineering at the
Technical University of Eindhoven, Netherlands; Ir. F. C. de Ronde
is with Philips Research Laboratories, Eindhoven.

additional support, and alignment is quite easy. Finally,
many almost ideal components (bends, directional
couplers, etc.) can be produced: this is not so with the
open structures, where diffraction phenomena may
easily giverise to unpredictable deviations from the ideal
behaviour.

A traditional closed microwave structure is designed
to operate in a single mode: waves of a single defi-
nite pattern only can be propagated. For this to be
true the structure must be of “standard size”, i.e. the
cross-sectional dimensions must not exceed certain criti-
cal values which are of the order of magnitude of the
wavelength used. For millimetre waves in particular,
if a cross-section is to be of standard size it must be
smaller than a few millimetres across. Coaxial trans-
mission lines of this- size are extremely lossy and
therefore not very suitable for millimetre-wave appli-
cations. On the other hand, standard-size rectangular
waveguide components for wavelengths as short as
2 mm have been developed and are in current use €],

If, at a given frequency, the cross-sectional dimen-
sions of a guide do exceed the critical value referred to
above, transmission is possible in several modes. As
we shall explain more fully below, this will in general,
lead to an unstable electromagnetic field pattern,
that is to say, the pattern may vary erratically along
the guide. If, however, it is possible to prevent the
excitation of the higher-order modes, such “oversized”
transmission lines have several advantages over stan-
dard-size lines. To mention a few: the attenuation can be
considerably lower, broadband components can be
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designed, and, particularly in the millimetre and sub-
millimetre range, manufacture can be easier. The speci-
fic problems associated with -oversized transmission
lines will be the subject of the present article.

Transmission lines of three main types of cross-
section are usually considered. These are: the rectangu-
lar waveguide, the circular waveguide, and the coaxial
line. The latter is of no interest here, as the design of
components not exciting higher-order modes proves to
be very difficult. The oversized circular waveguide has
become very promising, particularly for long-distance
transmission [7). For laboratory applications, however,
the rectangular form offers certain advantages.

The present article is mainly about the rectangular
type of oversized waveguide, which has already attracted
some interest [8]; a brief comparison between the cir-
cular type and the rectangular type will be given at the
end. After a general discussion of the mode spectrum of
the rectangular waveguide, we pay special attention to
the measurement and control of higher-order modes.
Several components which have been developed in
our laboratory will be described in detail. In particular,
we discuss mode filters, tapers, bends, directional
couplers, and variable attenuators, phase shifters, and
impedances. Finally various applications are enu-
merated.

Most of our components have been designed for and
tested in the 4-mm wave region, and have been built
using standard 3-cm waveguide as a starting point.

Mode spectrum of the rectangular waveguide

To give an insight into the problems associated with
higher-order modes let us consider some fundamental
properties of hollow waveguides [9]. Assuming that we
have a waveguide of constant cross-section, let us raise
the frequency (instead of takingincreased dimensions at
a given frequency, as above). To begin with no propa-
gation of electromagnetic waves is possible at all below
a critical frequency, the cut-off frequency fe1. This cut-
off frequency is a specific property of the cross-section
under consideration. For frequencies f slightly above
fe1 the electromagnetic field propagates in a charac-
teristic pattern, the fundamental mode of the waveguide.
If the frequency is raised further, a second cut-off fre-
quency fe2 is obtained, above which another mode with
a different field pattern can be propagated. (For fee
the waveguide has the critical dimensions referred to in
the introduction.) Every waveguide has an infinite
spectrum of such cut-off frequencies fe1, fes, fe3, - - - »
so that for sufficiently high frequencies the energy can
be transmitted in a large number of modes simulta-
neously. In most cases it turns out that the cut-off
wavelength Ac; corresponding to the first cut-off fre-
quency fe1 has the same order of magnitude as the di-
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mensions of the cross-section (this wavelength is given
by Aer = c[fe1, where ¢ is the free-space velocity of
light). Thus any wave that can be propagated has a
free-space wavelength 4 comparable to these dimen-
sions or smaller.

A specific mode is propagated along the waveguide
without change of the transverse field distribution. In a
lossless waveguide, the amplitude is constant. The phase
velocity v; of the mode i, i.e. the velocity of propaga-
tion of the field pattern, is given by:

v=c/V1—WMi)?, . ... (1)

where A is the cut-off wavelength of the mode. Thus,
at a given frequency, the phase velocities are different
for different modes. Therefore, if several modes are
excited, the transverse electromagnetic field distribu-
tion varies along the guide owing to the continuously
varying phase differences between the individual modes.
This unstable situation may occur if > feo, and if
the frequency satisfies this condition the waveguide is
said to be overmoded or oversized. If the frequency lies
between fe1 and feo, the case which we shall refer to as
standard-size operation, only the fundamental mode
is present and the propagation is stable. If stable opera-
tion is required in. oversized waveguide, special care
has to be taken to excite only one mode, which need not
necessarily be the fundamental one. Such “mode
control” will be discussed in detail in the next section.

We now apply these general considerations to the
special case of a rectangular cross-section. Let ¢ and

11 G. Schulten, Archiv elektr. Ubertr. 14, 163-166, 1960; see
also: H. Severin and G. Schulten, Surface-wave transmis-
sion lines for microwave frequencies, Philips tech. Rev. 26,
342-356, 1965.

21 S. P. Schlesinger and D. D. King, IRE Trans. MTT-6,
291-299, 1958. The image lineis also discussed in the second
article in ref. (1) . .

(31 J. W. E. Griemsmann and L. Birenbaum, Proc. Symp. Milli-
meter Waves, New York 1959, publ. Polytech. Inst. Brooklyn
1960, p. 543-562.

41 T, Nakahara and N. Kurauchi, IEEE Trans. MTIT-15,
66-71, 1967 (No. 2); A. G. van Nie, Philips Res. Repts. 19,
378-394, 1964 and Nachr.techn. Z., edn. Comm. J. 6, 264-
269, 1965. :

[51 An extensive survey of several types of transmission line
studied in view of their application at millimetre and sub-

_ millimetre wavelengths and paying special attention to
losses has been made by D. J. Kroon and J. M. van Nieuw-
land of this laboratory. This survey is published in: D. H.
Martin, Spectroscopic techniques for far infra-red, submilli-
metre and millimetre waves, North-Holland Publ. Co.,
Amsterdam 1967, Chap. 7: Techniques of propagation at
millimetre and submillimetre wavelengths, p. 308-380.

61 C. W. van Es, M. Gevers and F. C. de Ronde, Waveguide
equipment for 2 mm microwaves, Philips tech. Rev. 22,
131-125 and 181-189, 1960/61.

(71 S, E. Miller, Bell Syst. tech. J. 33, 1209-1265, 1954.

(81 ¥ J. Taub, H. J. Hindin, O: F. Hinckelmann and M. L.
Wright, IEEE Trans. MTT-11, 338-345, 1963.

91 For extensive theoretical treatments of this subject the reader
is referred to standard textbooks on waveguide theory. An
introduction is given in: W. Opechowski, Electromagnetic
waves in waveguides, Philips tech. Rev. 10, 13-25 and 46-54,
1948/49. . :
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Fig. 2. Field pattern of the
fundamental mode and some
higher-order modes in.rectan-
gular waveguide. The longi-
tudinal cross-section is shown
above, and the transverse
cross-section below. The elec-
tric field lines are shown solid
and the magnetic field lines
dashed. It should be noted
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that many of the lines drawn a
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are not the actual field lines, =TI T°T s
but projections of the field lines PO, A . A

on these planes. In the longi- R N NS IR IO R

tudinal cross-sections the di-
rections indicated (arrows) are ) Hyp
those of the lines near the top
of the guide, and in the trans-
verse cross-section the direc-
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tions are those of the lines near the section 4-4 (as indicated in the first drawing). These directions correspond to the direction of
propagation indicated between the first two drawings. The various modes are drawn in such a way that they have the same
gulde wavelength A; = vi/f (the length of the longltudmal section drawn is "}.g), this implies that, if the A¢s’s differ, the frequen-

cies will be different (cf. eq. 1).

b be the width and the height of the rectangle, res-
pectively, where a > b. The first cut-off wavelength is
then given by:

3.01:2(1. e e e e e e (2)

The field pattern of the fundamental mode, often re-
ferred to as the Hyp mode, is shown in fig. 1. The elec-
tric field lines E are parallel to the shorter side of the
waveguide while the magnetic field lines H lie in planes
perpendicular to the electric field. The cut-off wave-
lengths Acmy of the higher-order modes are given by:

(2/Aemn)? = (mfa)? + (n/b)2. )]

Fig. 1. Field pattern of the Hio mode in rectangular waveguide.

This expression yields the complete mode spectrum: an
infinite set of modes, each characterized by two mode
numbers m and »n, one of which, but not both, may be
Zero. .

In fig. 2 the field patterns of the fundamental mode
and some higher-order modes of the rectangular
waveguide are shown. If m =0 or n = 0, then only the
magnetic field has an axial cor;iponent H,; the axial
component. of the electric field E; vanishes. Modes of

this type are generally called A modes. Thus we have an
Hyy mode, an Hgp mode, an Hy; mode, etc. If neither
m nor n is zero, two different field patterns are possible
which have the same cut-off wavelength Acmn. The
first, known as Hmz, has again a vanishing electric field
component E,, but a non-vanishing H,; the second,
known as Emy, has a vanishing magnetic field compo-
nent H;, but a non-vanishing E,. The indices m and n
are equal to the number of half periods of the wave
pattern along the width a and the height b respectively.

Fig. 3 is an illustration of how the field pattern of the
fundamental mode in an oversized waveguide is elon-
gated in the transverse direction and compressed in the
longitudinal direction, compared with the pattern in
standard-size guide. When a guide is highly oversized
the pattern is close to that of a transverse electromagne-
tic wave.

x X, X, 3 x x
-~ . Sl byt eyl i -~
o & l_‘\ N,

Fig. 3. The field pattern of the fundamental mode Hjp at a given
free-space wavelength 4 in a standard-size guide (the width a is
smaller than A) and in a guide of width @’ = 5a which is over-
sized if 5a > A (cf. eq. 3). Oversizing has been obtained here
by increasing the width; sufficient increase of the height alone
would also give oversizing: in practical oversized waveguide
both dimensions are usually considerably larger than in the
standard-size guide.
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Eq. (3) yields the cut-off frequencies femn = ¢/Acma  tions the ratio feo/fe1, which determines the frequency
for any combination of indices m and n. Themode spec-  band of stable Hip mode transmission, is equal to 2.
trum fe1, fes, fes - . . , arranged in order of increasing It is easy to show that this is the case whenever
cut-off frequencies, depends upon @ and b. The ratio afb =2. If this condition is met the rectangular
a/b determines the higher cut-off frequencies relative to  waveguide, for standard-size operation, can be used
fe1. Mode spectra of this type are shown in fig. 4 for theoretically over a frequency range of an octave.
the two values a/b = 22.86/10.16 = 2.25 and a/b = For practical purposes, however, only part of this band
22.86/1.55=14.8. The first case corresponds to stan- isuseful: in the vicinity of fc1 the losses of the H1o mode
dard 3-cm waveguide (inner dimensions 0.9”x0.4”, become very high, and in the vicinity of fco the next
i.e. 22.86 % 10.16 mm), the second to a flat waveguide, higher-order mode Hyo is almost propagating, which
with the same width as 3-cm waveguide but height means that this mode, if excited by an obstacle, dies
equal to that of 4-mm waveguide. For both configura- away very slowly. The frequency ratio fmax/fmin of the

mQ
17107-m]
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90 97 9 —~m3
0 81 | 82 83
70 71 72 73 omé
60 67 63 64
50 51 52 53 54 :
40 4 l | 42 43 44 :
30 31 32 33 34 —~3n
20 21 22 23 24 —-2n
10 7 2 3 4 —1n
o 02 03 04 —-0n
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Fig. 4. Mode spectrum of standard 3-cm waveguide (upper diagram; a/b =2.25) and spectrum
of a flat waveguide with the same width as 3-cm waveguide but height equal to that of 4-mm
waveguide (lower diagram; a/b = 14.8). The spectra show the cut-off frequencies femn above
which the mode (m, 1) can propagate. The numbers m and » are indicated in the figure. For a
specific pair m,n, both # 0, two modes exist: the Ems-mode and the Hmn mode, with the
same cut-off frequency. For m or n = 0 only the modes Hon and Hmo are possible; Eon, Emo
and Hoo do not exist. :
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band recommended for standard-size operation of
rectangular waveguldes is only 1.6.

Mode. control

As mentioned above, special care has to be taken if,
in an oversized waveguide, a single mode is wanted.
This is because, even when a single mode is launched at
the input, many modes will easily arise in a circuit:
in each microwave component and even at each irregu-
larity in a waveguide there will be mode conversion, i.e.
if a wave of a certain mode is incident on the component
or at the irregularity, other modes are excited.

One may ask just why multimode operation is so
undesirable. The answer is that in multimode operation
a simple description of the electromagnetic waves in a
circuit is no longer possible. Even in a simple piece of
oversized waveguide the transverse field distribution is
not well defined and varies along the guide. More gen-
erally, if a component is considered as a black box
with a number of waveguide arms, the reflection and
transmission coefficients of the wanted modes as well
as the conversion coefficients must be known for a
complete description of such a component. If there are
several components in the circuit, the mathematical
description may soon become so unwieldy that in
practice the field distribution is unpredictable; on the
other hand, measurements in such a circuit will not
lead to definite conclusions about the characteristics
of a certain component.

If the conversion from the wanted mode to unwanted
modes is negligible, we can refer to single-mode or
stable operation of a specific oversized waveguide cir-
cuit. However, it should be emphasized that, even if the
coefficients describing the conversion into the separate
components are very small, higher-order modes with
substantial amplitudes may arise. This may occur for
exampleif the higher-order modes, excited at some irreg-
ularity, are trapped between two tapers, as shown in
fig. 5. A taper (to be treated in the following section)
gives a smooth transition between an oversized wave-
guidé and a standard-size waveguide. Since only the
fundamental mode can propagate in the standard guide,
a higher-order mode incident from the oversized
section is totally reflected. Multiple reflections of the
higher-order modes may give rise to resonance of
these modeés. If the frequency of the source coincides
‘with one 'of the resonance frequencies, absorption
takes place causing a considerable loss in the total
transmitted power. This, when plotted as a function
of frequency (fig. S), may exhibit a great number of
such resonance absorptions. The density of these
resonances increases with increasing degree of over-

sizing and increasing length of the trapped-mode -

resonator. Furthérmore, the larger the conversion
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coefficient of the irregularity and the lower the
attenuation per unit length of the resonating mode,
the stronger the absorption. In the limiting case of
vanishing attenuation the transmission may even be
zero 1101 which corresponds to a total reflection of the
incident wave.

There are some special applications of oversized
waveguides where it would be very difficult to achieve
single-mode transmission, but multimode operation
is however acceptable. For instance, if submillimetre
waves are transmitted through a standard centimetre-
waveguide, this guide is oversized to a very high
degree, and in such a case it is extremely difficult
to make an almost ideal taper and launch only a
single mode [11], Nevertheless, such a guide may be
useful, if only for transferring power over normal labor-
atory distances with low attenuation. In this case the
existence of higher-order modes does not essentially af-
fect the overall transmission, for if the waveguide is
long enough the trapped-mode resonances are well
damped out.

Such special cases apart, oversized waveguides will
usually be used in single-mode operation. This is almost
invariably so in measurement work. If, for instance,
a bridge circuit has to be designed, the components,
such as power dividers and directional couplers should
be substantially free from mode conversion, since the
excitation of higher-order modes may easily lead to
unpredictable errors.

a b c

Fig. 5. Trapped-mode resonances. Microwave power from a
swept-frequency generator / with standard-size output is fed
through a taper 2 into oversized waveguide 3 and by a second
taper 4 into a broadband detector 5 in standard-size waveguide.
The tapers are assumed to be free from mode conversion. Mode
conversion will take place at any irregularity 6. A higher-order
mode will be reflected in the tapers and be trapped, giving
resonance losses at certain frequencies, which can be determined
from the power-frequency plot on the oscxlloscope 7. a) Low
mode conversion at 6; b) high mode conversion; ¢) the density

of resonances increases if the length\Qf the oversized waveguide

3 or its degree of oversizing is increased.
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Some time ago, we began an investigation in this
laboratory to find out how to design components
with low mode conversion. For this work, we needed
equipment for measuring the conversion coefficients.
An essential element of such equipment is the mode
transducer, several types of which are described below.
If the components to be developed do not satisfy cer-
tain requirements for mode purity, this can be improved
by mode filters, which will be described later. The meas-
urements to test the components that had been devel-
oped were all made with the aid of a swept-frequency
technique in which we used a backward-wave oscillator
that could be swept between 72 and 77 GHz.

Mode transducers

A typical arrangement for the measurement of mode
conversion using a mode transducer is shown in fig. 6.
The waveguide component under test is excited by a
wave in the wanted Hio mode incident from the left.
An Hio mode and several higher-order modes produced

10

—|=zls s
. X

1 2 3

Fig. 6. Measurement of the conversion of the wanted mode Hio
into a specific higher-order mode X in a component (/) to be
tested. The test is carried out with the aid of a'mode transducer 3
combined with a mode filter 2. The fundamental mode is inci-
dent at the input (standard or oversized) of /. The fundamental
mode and several higher-order modes may leave by the output as
well as by the input (reflection). In 2 all the modes from the out-
put of 1, including H1g, are absorbed, except the mode X, which
is converted in 3 into the H1p mode in the standard-size output of
the transducer. In an ideal filter-transducer combination none
of the modes are reflected at the input of the mode filter.

in the component by mode conversion leave by the
right-hand arm. All these modes except the one to be
measured (X)) are completely absorbed by a mode filter
before the transducer. (The mode filter is often incorpo-
rated in the transducer.) The remaining mode X is con-
verted into the Hip mode in the outgoing standard-size
waveguide of the transducer. The way in which this
conversion is actually performed is different for each
type of mode transducer, and will be discussed below.
If the transmission characteristics of the mode trans-
ducer are known the overall Hy9 — Hio-transmission
of the arrangement is a measure of the mode conver-
sion Hyp — X in the component under test. Care must
be taken that the transducer does not reflect the mode X
to be measured, since a reflected wave might'cause
further mode conversion in the unknown device. The
input waveguide of the component under test may be
‘oversized or of standard size.

- A different approach for testing components is to
measure the distribution of the modes in the oversized
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waveguide by a method proposed by Peaudecerf [12]
and by Levinson and Rubinstein [13], This method is
based on probing the electromagnetic field with the
aid of a single movable probe or a number of identical
fixed probes. The amplitudes of the individual modes
can be evaluated from the field distribution measured
in this way. The probe method has the advantage that
the mode distribution can be measured in a system
while it is operating, while the method using mode
transducers only permits the evaluation of the mode
conversion in a single component. Small distortions of
the wanted mode pattern, however, cannot be accurate-
ly determined by the probe method, whereas with the
transducers to be described below, spurious mode
levels of more than 40 dB below the fundamental
mode level can easily be measured. Another disad-
vantage of the probe method is that the probes may
disturb the original field distribution.

Before describing a few types of mode transducer
in detail, let us consider the possible higher-order modes
in a rectangular waveguide. These modes (cf. fig. 2)
can be divided into two classes according to whether
the field does or does not vary in the y-direction (the
direction perpendicular to the broad face of the guide).
Class 1, in which the field does vary with y, consists of
the Enpn and Hyy modes with n £ 0. Class 2, in which
the field does not depend on y, contains the Hyo modes
with m £ 1. It will be shown that mode filters can
easily be designed for the modes belonging to class 1.
Thus no difficulties arise from conversion into these
modes provided the power loss of the Hio mode is not
excessive. For this reason, mode transducers have been
designed for the second class only, and in this class
only for the most interfering types Hso and Hzo.

An Hio=Hz9 mode transducer first proposed by
Montgomery, Dicke and Purcell 1141, is shown in fig. 7.
A standard-size waveguide is split into two parts by
means of a metal sheet perpendicular to the electric
field. The two guides then twist through 90° in opposite
senses. This brings the two field patterns side by side,
giving the wanted Hgo mode. Finally there is a smooth
linear taper to an oversized waveguide. As this device is
reciprocal it can be used in both directions, i.e. as an
Hsq detector or as an Hgg exciter. This transducer is
subject to some mode conversion in the taper, but this
effect can be made arbitrarily small by using a suffi- -

(101 H. J. Butterweck, A theorem about lossless reciprocal three-
ports, IEEE Trans. CT-15, No. 1, March 1968.

(11 H. J. Butterweck, unpublished; see also: H.-G. Unger,
Bell Syst. tech. J. 37, 899-912, 1958.

(121 M, Peaudecerf, The51s, University of Toulouse, 1966

(131 D, S. Levinson and I. Rubinstein, IEEE Trans. MTT-14,
310-322, 1966 and 15, 133-134, 1967 (No. 2).

(141 C. G. Montgomery, R. H. Dicke and E. M. Purcell Prin-
ciples of microwave circuits, Radiation Laboratory Series
No. 8, McGraw-Hill, New York 1948, p. 339.
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ciently smooth taper. Furthermore, a small asymmetry
in the twisted section may give rise to a residual Hyo
mode in the oversized waveguide; this is absorbed by
means of a resistive sheet placed at the centre of the
guide. An additional function of this sheet is the ab-
sorption of any Hip mode energy that might arrive from
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extremely thin or not positioned exactly, there is some
mode conversion Hsp — Hip, diminishing the effecti-
veness of the mode filter. (In the Hyo mode filter de-
scribed above the absorbing sheet need not be extreme-
ly thin, as there is no mode conversion Hzy — Hig
even in a thick sheet.)

Fig. 7, Hio <= H20 mode transducer.

the oversized section. Finally, care must be taken to
avoid trapped-mode resonances associated with modes
which cannot propagate through the taper. It is there-
fore advisable to use this transducer in connection
with one of the scparate mode filters described in the
following section.

We have developed a mode transducer for the Hso
mode, making use of the principle of mode-selective
directional coupling ( fig. 8). Two waveguides whose
widths differ by a factor of 3 are coupled by means of
a slot. Since the Hip mode in the narrow guide and the
H3o mode in the broad guide have equal phase veloci-
ties they interact strongly. In a way analogous to the
action of two coupled pendulums of equal resonance
frequency, the energy of the Hyy mode in the narrow
guide is transferred into the Hsp mode in the broad
guide, the distance for complete transfer depending on
the width of the slot. A smooth taper guides the Hsg
mode into the oversized waveguide.

Since the directional coupler and the taper are not
ideal the residual power propagating in the Hp mode
has to be dissipated in a suitable mode filter. We have
used two thin resistive sheets located at the nodes of
the electric field of the H3o mode. If the sheets are not

Measurements on a complete mode-transducer as-
sembly, using a 12-pm “Mylar” [*I sheet with a resistive
metallic film for the mode filter, have indicated an Hgo
mode purity of better than 50 dB. The surface impe-
dance of the resistive sheets of the mode filter can be
optimized by applying well-known principles described
elsewhere [19). For standard X-band (3-cm) waveguide
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Fig. 8. Transverse cross-section of Hip <= Hzo mode transducer.
Owing to the equal phase velocitics of the Hio mode in the upper
guide and the Hzo mode in the lower guide, power in one of these
modes will be completely transferred into the other in a distance
along the guides which depends on the width of the coupling slot.
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and a frequency f= 75 GHz (4 mm) one obtains an
optimum surface resistance of R = 560 ohms giving
an attenuation of « = 2.4 dB/cm for the Hip mode.
As in the Hgp¢ mode filter the resistive sheets have the
additional function of absorbers for any Hip mode
energy incident from the oversized waveguide section.
These sheets also suppress potential trapped-mode
resonances. :

Mode filters

In the mode transducers described above suitable
mode filters were incorporated where necessary. As,
however, mode conversion is an effect which can easily
occur in oversized components, separate mode filters
are desirable for mode control. A mode filter is essen-
tially a two-port which strongly attenuates unwant-
ed modes, while transmitting the -wanted mode (usually
the Hip mode) almost unperturbed. Furthermore, all
modes should be matched; in other words, the mode-
selective transmission should not be achieved by means
of reflecting obstacles as these might giverise to trapped-
mode resonances.

A simple design for a mode filter for the higher-
order modes of class 1 (cf. p. 91), thatis to say, the
Emn and Hp,, modes with n £ 0, consists of one or
more resistive sheets perpendicular to the electric field
lines of the wanted Hip mode ( fig. 9). Such sheets do
not perturb the propagation of the Hip mode, but
attenuate E,,, and H,,, modes with n = 0 since these
modes have an electric field component parallel to the
sheets. Unperturbed transmission can however occur
if the planes of the sheets happen to coincide with nodal
planes of one of these modes. .

It should be noted that an Ay, mode (n # 0) inci-
dent at one port of this general type of mode filter
gives not only an (attenuated) Hy, mode at the other
port,butan Eny, mode as well (with the same subscripts
m, n). Likewise, an incident E;,» mode sets up an Hyp
mode at the other port. This mode conversion is re-
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Fig. 9. Filter for the modes Em, and Humn with n %% 0. These
modes are attenuated by the resistive sheets 7, unless they happen
to have no tangential E-component at the sheets. The Hip mode
is unperturbed since its E-field is perpendicular to the sheets.

lated to what is called the “degeneracy” of the two
modes Euy,and Hin, which means that their phase vel-
ocities are equal. If the modes E,, and Hp, are
superimposed in a rectangular waveguide, their phase
difference does not vary along the guide, i.e. the field
pattern is stable. Thus every superposition of these
modes also gives a mode.

It has been shown 151 that there are two such com-
binations of the E;, and Hy, mode which undergo
no mode conversion in this type of mode filter. These
combinations are charactérized by the properties
Ey =0 and Hy = 0, respectively. This implies that
either the electric or the magnetic field lines lie in
planes parallel to the sheet. These two modified mn-
modes are often called “longitudinal-section modes”
(LS-modes). An Epyn or Hpyp wave incident from the
empty guide sets up both types of LS-mode. Thus for
an efficient filtering of Ewmn and H,, modes both LS-
modes have to be attenuated sufficiently in the mode -
filter.

The electric field patterns of the LS-modes inside
the mode filter are shown in fig. 70 for the case m = n
=1 and with one symmetrically located sheet. The

151 H. J. Butterweck, Mode filters for oversized rectangular
waveguide, to be published in IEEE Trans. MTT.
[*¥] Registered trade mark of Du Pont de Nemours.
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Fig. 10. The electric field pattern of the longitudinal-section (LS) modes with m = n =1,
EH1;(0) and EH11(®), in a mode filter with one symmetrically located resistive sheet. The LS
modes do not undergo mode conversion in a filter of l;he type of fig. 9.
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first mode, called EH1:1V, has two electric field com-
ponents, F; and F,, parallel to the sheet, E, being
negligible for highly oversized waveguide. This mode
is considerably attenuated by the sheet. For the second
mode, EH11®, however, the only important component
parallel to the sheet is E, and this axial component is
very small anyway, as might be expected since waves in
highly oversized waveguide are approximately trans-
verse electromagnetic in character (cf. fig. 3). Thus
the surface resistance of the sheet has to be chosen
carefully to obtain a reasonable value for the attenua-
tion of the EH11® mode. As is usual in absorption
problems, there is an optimum value of the surface
resistance R (neither a perfect conductor nor a per-
fect insulator absorb electromagnetic waves), and for
the case of a single symmetrically located sheet this
value has been shown to be [15];

RO = 140A/bohms. . . . .. ¥

The corresponding maximum attenuation of the
EH11® mode (in dB per unit length) is:

dmax = 3.8 B2 . . . .. .. (5

For our example of standard 3-cm waveguide (b =
10.16 mm) and 2 = 4 mm we obtain R = 56 ohms
and omax = 1.5 dB/cm.

It should be mentioned that the comparatively low
value of R given by eq. (4) is quite different from
the corresponding optimum value for the EHyj@
mode. For a high degree of oversizing, the attenuation
of the EMH1:™ mode can be even lower than that of the
EH:11® mode, if the optimum value for the latter is
chosen from eq. (4). In this case a compromise for the
value of the surface resistance R is recommended [15].

For the higher-order modes of class 2 (p. 91), that
is to say the Hmo modes with m 5 1, we were unable
to design a mode filter with such an almost ideal per-
formance as that of the filter described above. However,
we give details of two designs which do at least meet
certain requirements. The first type is inherently broad-
band and attenuates all the higher modes simultaneous-
ly; but the wanted Hip mode is also attenuated to a
certain extent. The second type of mode filter trans-
mits the H19 mode without losses, but is narrow-band
and absorbs only a specific higher-order mode.

The first design consists of a waveguide whose narrow
walls are made of lossy material (see fig. 11). If the
broad walls are assumed to be perfectly conducting,
the attenuation (in dB per unit length) of the Hpmo
modes is given by ' .

o =8.67 2 Y 6

Here vy, is the phase velocity of the mode under con-

sideration as given by eq. (1), Ry is the surface resist-
ance of the lossy walls, and Zy = 377 ohms is the free-
space characteristic impedance. If the waveguide is
highly oversized and if m is not too high, we have
vm &~ ¢ so that o, may be assumed to increase in
proportion to m2. Thus the H3p mode is attenuated
nine times as much as the Hip mode.

This dependence of the attenuation upon the mode number m
can be illustrated with the aid of the well-known representation of
an Hmo mode by the zigzag reflections of a plane wave (18],
The angle @ (see fig. 11) between its direction of propagation
and the reflecting wall follows from the relation:

sin © = Mlem = mAf2a. . . . . . . (0
Thus @ increases with increasing mode number m. The distance
L which the wave travels along the guide between two reflections
is given by:

L=aftan®. .. ...... 8

The relative power loss per reflection equals | —|r|2, where r is
the complex amplitude reflection coefficient of the wall. The
power loss in dB per unit length of the guide, which equals twice
the attenuation constant o, is therefore:

2am = 8.67(1 — [r|?)/L = 8.67(tan O) (I —|r|D/a. . (9

The power reflection coefficient |r|2 of a plane wave obliquely
incident on a dissipative medium with surface resistance R can
be found in standard textbooks and is given by:

|F|2 = 1 —4(Rw/Zo)sin O. (10)

If eqgs. (7) and (10) are substituted in (9) and use is made of eq. (1),
we obtain eq. (6) for the attenuation of the Hmo modes. It is
clear that the m? law is due to the fact that a) the number of re-
flections per unit length, and b) the power loss per reflection in-
crease with increasing mode number m.

Fig. 11. Filter for the modes Hpo with m = 2. The side walls are
made of lossy material. This filter is not ideal in principle as the
Hig9 mode undergoes some attenuation, but the attenuation in-
creases with the mode number m (cf. eq. 6). To illustrate the deri-
vation of eq. (6) an Hno mode is represented by the plane wave
1 which is reflected in a zigzag path by the narrow walls.

The second type of mode filter, designed for the
suppression of a specific H;no mode in a highly over-
sized waveguide, is shown in fig. 12. The filtering action
is based on the principle of mode-selective directional
coupling. Two subsidiary waveguides, are coupled to
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the main guide by means of dielectric sheets. Let the
mode to be absorbed by the filter be of the Hsp type.
In this case the width of the subsidiary guides is made
about a third of that of the main guide. The phase
velocity of the H1p mode in these subsidiary waveguides
then approximately equals the phase velocity of the
Hsp mode in the main guide, resulting in a strong inter-
action between these two modes. As in the Hio==Hag
transducer described in the preceding section, all the
power of the H3o mode in the main guide can be trans-
ferred to the subsidiary guides and dissipated there,
provided all the parameters (physical dimensions, di-
electric constant of the sheet) are related in a certain
manner which we shall not go into here. A detailed
theoretical treatment is given elsewhere [15],

3 7 3

Fig. 12. Filter for the Hso mode. Power in the H3 mode in the
main waveguide / is transferred by means of dielectric sheets 2
into the H1o mode in the subsidiary guides 3, which is absorbed
in the loads 4. For the filter to be effective the phase velocities of
Hso in J and Hio in 3 must be equal, i.e. ¢ must be equal to a/3.

Both types of Hxo mode filter described above suffer
from the general disadvantage of mode conversion
from the Hip mode to higher-order modes Hpo with m
odd. This effect is also described in reference [15],

Mode filters of the three designs described have
been made in standard 3-cm waveguide and their per-
formance in the 4-mm wave region has been measured.
In the first type (cf. fig. 9) we used three equidistant

resistive sheets with a surface resistance of 70 ohms.

and a length of 10 cm. We are not able to quote
quantitative results since we had no suitable mode
transducer, but the complete suppression of strong
trapped-mode resonances did give a rough indication
of an effective mode filtering. The second type (fig. 11)
was constructed with a lossy wall having a surface re-
sistance of about 250 ohms. With a length of 15cm
we obtained the following attenuations: 0.6 dB, 2.5 dB,
and 5.4 dB for the Hy, Hao, and H3p modes, respecti-
vely. A filter of the third type (fig. 12), with a length of
15 cm, gave attenuations of 0.3 dB and 30 dB for the
Hip and Hsp modes respectively. For both of the last
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two types of filter the mode conversion Hig— Hsg was
about —30 dB.

Components

We shall now describe several components for over-
sized rectangular waveguide, some of them new, paying
regard to mode conversion. Special attention will be
paid to their broadband characteristics. In most cases
we were able to design components for a 10 to 1 fre-
quency band with the lowest frequency corresponding
to standard-size operation. :

Tapers

The waveguide output of coherent microwave
sources is usually designed for standard-size operation.
This means that some sort of transition is needed
from standard-size to oversized waveguide. In order to
launch an almost pure Hio mode in the oversized
waveguide, this transition has to be very smooth. Such
a “taper” is also needed for the normal types of
detector mounted in standard-size waveguide. In
principle, a detector can also be designed for oversized
waveguide, e.g. in the form of a homogeneous detect-
ing sheet mounted transversely in the waveguide.
However, such a detector is too insensitive for most
applications. For good sensitivity some sort of con-
centration of the energy is required. This can be achieved
with a taper much more efficiently than with other
devices such as concave mirrors and lenses, which
moreover will excite higher modes in the oversized
guide. :

In a taper the field pattern of the Hip mode is elong-
ated in the transverse direction and compressed in the
longitudinal direction. This must not involve a sub-
stantial perturbation of the characteristic field pat-
tern of the mode; in other words, no serious mode con-
version is allowed to occur. Furthermore, the reflection
coefficient of a taper must be as low as possible. For-
tunately in most cases, tapers optimized for low mode
conversion also automatically exhibit negligible re-
flection coefficients. Measurements have indicated that
the reflection coefficient is of the order of 1%.

The tapers considered here have a smoothly-varying
cross-section with a) every cross-section rectangular,
b) the centres of all the rectangles on a straight line,
the “axis” of the taper, c¢) no twisting of the rectangles
with respect to each other. It has been shown [11] that
in a2 smooth rectangular waveguide taper the excitation
of the H3p mode, which is found to be the most trouble-
some one, is dependent only upon the axial variation of
the width a of the taper. Roughly speaking, the mode

{16 §,. Ramo and J. R. thnnery, Fields and waves in modern
radio, Wiley, New York 1944, p. 348. See also the article
by Opechowski [91, :
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conversion decreases with increasing length of the
taper, but for a given length the form of the taper can
be optimized in order to yield minimum mode conver-
sion.

In the theoretical design providing a minimum 10—
H3o mode conversion the function «(z) has a bottle-
like shape as shown in fig. /3; b can be a linear func-
tion of z. A taper of this form, 140 mm long, between
standard 4-mm waveguide (1.55x3.10 mm inner di-
mensions) and standard 3-cm waveguide, gave a mode
conversion Hig — Hag of less than —40 dB (i.e. the
excited H3p mode is at least 40 dB below the Homode).
On the other hand, a taper with a linear function a(z)
and the same length gave a much larger Hio — Hao
conversion (a value of about —18 dB was measured).

Fig. 13. The taper for transferring the H1o mode from standard-
size to oversized waveguide. The design is based on a minimum
Hio — Hso mode conversion for a given length of the taper.
The width « is a function of = with a bottle-like shape, the height
b a linear function of -

We can understand the superiority of the “bottle”
form shown in fig. 13 asfollows: owing to the finite in-
clination of the wallsan infinitesimal element of the taper
at z = zy gives rise to two elementary waves of the un-
wanted Hzg mode; one travels towards the oversized
section (to the right in fig. 13), the other in the opposite
direction. The wavetravellingtotheleftistotally reflected
in the cross-section at = — ze, for which the Hsp mode
becomes cut-off, then it too travels, as a secondary
wave, toward the oversized section. Now, for the primary
waves, let us consider the phase difference Ag between
the Hip wave incident at the origin (z = 0) and the
H3p wave leaving at the end (z = /). Ag is determined
by the phase velocity of the Hio wave from z = 0 up
to z = zg and that of the Hgo wave from z = zp up to

z — [. It is therefore dependent upon the position zg of

the infinitesimal mode-converting element under con-
sideration. Obviously the total Hszp amplitude found
by integration of the elementary contributions is far

less than the sum of the absolute values because of

“destructive interference” (i.e. contributions of oppo-
site phase cancel each other, partially or totally, de-
pending on their magnitudes). Since the phase constants
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(phase shifts per unit length) of the H1¢ and Hzo mode
both approach the free-space phase constant with
increasing width a of the taper, their difference tends to
zero as « tends to infinity. The destructive interference
therefore becomes less effective with increasing width,
which means that the contributions from the end of the
taper, corresponding to the largest values of the width
a, have a relatively large weighting factor. This part
therefore has to be designed with a very small slope to
ensure small elementary contributions to the mode con-
version, whereas the narrower part may have a greater
inclination. This approach leads to the “bottle” shape
for the taper. With the secondary waves reflected at
the cut-off plane, the sum of their two phase constants
determines the destructive interference; this leads,

0 5¢m

alter integration, to total amplitudes which are always
negligible when compared with the effect of the
primary waves.

An important concept in connection with the analy-
sis of tapers and other oversized waveguide components
is the bear wavelength A, of two distinct modes, i.e.
the length along which the phase difference of the two
modes changes by 2. In other words Ap equals 2
divided by the difference of the two phase constants.
To obtain sufficient destructive interference in a com-
ponent, it should be long with respect to the beat wave-
length Ap. For two specific modes 2y is dependent on
the frequency and the dimensions ¢ and 5. Thus, for
the modes H1p and Hzo, Ap = 130 mm for f = 75 GHz
and standard 3-cm waveguide.

Because of the symmetrical structure of this kind of
taper H,, modes with m even or n odd cannot be ex-
cited, and therefore only the types Hso, Hs0, ..., I,
Hso, . .., Hia, Haa, . .. occur. Of these, the Hzp mode
usually has the largest amplitude, since the correspond-
ing beat wavelength A, is by far the largest. The tendency
towards destructive interference is therefore particular-
ly small with this type of mode, and on this account
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our taper has only been optimized for low Hig — Hso
mode conversion. .

The only part of the taper which is significant in
mode conversion is the part where the unwanted higher
mode can propagate. The rest of the taper can be de-
signed more or less arbitrarily: we chose a linear func-
tion for a(z). We made the variation of b with z linear
throughout, since variation in height excites only the
types Hie, Hse, . .., Hia, Has, ... which always have
small amplitudes on account of their small beat wave-
lengths.

Bends

There are two different approaches to the design of the
majority of the components for oversized waveguide.
The first, used by most workers in this field [8 [17],
is the “optical approach”, in which the propagation
of electromagnetic energy is assumed to take place
essentially along “rays”, which undergo reflection and

b E\W—___
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narrow walls, this diffraction is obviously more marked
in the E-plane bend (on the left in fig. 14). In waveguide
terms diffraction means excitation of higher-order
modes; these belong to the Ei, and Hiy, types for the
E-plane bend and to the Hmo types for the H-plane bend.
Although the Ei, and Hi, modes can be absorbed
by using the mode filters described above, the overall
losses become so excessive (several decibels) that the
E-plane bend designed by the optical method is not
very attractive. On the other hand, the H-plane bend
gives satisfactory results provided the waveguide is
sufficiently oversized. An extensive theoretical analysis
has been given by Dr. C. J. Bouwkamp of this labora-
tory [18), For instance, the power loss due to mode con-
version into the Hpo modes has been shown to be less
than 0.4 dB if the frequency exceeds eight times the
cut-off frequency, in other words, if the waveguide is
more than about five times oversized. However, it
should be emphasized that the power loss in a complete

272
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Fig. 14. The 90° E-plane bend (on the left) and the 90° H-plane bend (on the right), designed
by the “optical approach”, in which the wave propagation is assumed to take place along

“rays »,

refraction, as in geometrical optics. This approach is
useful especially for a high degree of oversizing, since
in this case the fundamental Hio wave behaves very
much like a plane wave. However, there are some com-
ponents such as tapers and mode filters which cannot
be designed by using optical principles. It has been
found very difficult to make these indispensible ele-
ments with low enough mode conversion if the wave-
guide is highly oversized. In the work described here
we therefore used a different approach, suitable for a
medium degree of oversizing. This is the “waveguide
approach” in which the propagated wave is separated
into the waveguide modes, between which conversions
can take place.

H- and E-plane bends designed by the optical ap-
proach are shown in fig. /4. The incident wave, which
may be represented by a “ray”, falls upon a plane
mirror at a certain angle and is reflected at the same
angle towards the output port. However, some diffrac-
tion occurs, since in both waveguide arms a part of the
wall has to be left out to permit the desired deflection
of the ray. As the wall currents in the broad walls of a
highly oversized waveguide are much higher than in the

system may be substantially higher because of trapped-
mode resonances. :

Since the optical approach has proved to be unsatis-
factory in the case of an E-plane bend, a solution based
on the waveguide principle has been sought. In the
arrangement shown in fig. 15 the actual bend is made of
flat waveguide, which is connected with the full-height
oversized waveguides by means of two tapers. In the
bend section there is some mode conversion into the
Eyy and Hi, modes; but if the height of the flat wave-
guide does not exceed half the wavelength these modes
are evanescent and do not appear at the ports. A bend
of this type is usable from frequencies giving standard-
size operation to those at which there is a high degree
of overmoding, because the quantity determining the
cut-off frequency of the desired mode, i.e. the width,
does not change. The power loss, which is only of the
order of a few tenths of a decibel, is mainly due to the
wall losses in the flat guide.

{171 B. Z. Katsenelenbaum, Soviet ‘Phys. Uspekhi 7, 385-400,
1964/65; Radio Engng, Electronic Phys. 8, 1098-1106, 1963.

18] C. J. Bouwkamp, unpublished. See also: I. P. Kotik and
A. N. Sivov, Radio Engng.*Electronic Phys. 10, 140-142,
1965. .
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Fig. 15. The 90° E-plane bend designed from a “waveguide approach” in which the wave is split up into waveguide modes. Con-
version into Er» and Hi, can occur, but these modes do not propagate in the flat guide provided b1 A/2. In a design for use at

A = 4 mm the following dimensions were chosen: ¢ X b = 22.86 X 10.13 mm, r = 420 mm; b, 2 mn.
b 1 *E 5 b4
e iy 3
a e
&

Fig. [7. Principle of a three-port directional coupler. At the left, transverse
cross-section; on the right, longitudinal cross-scction. Power from port / is
divided in the ratio (b — v):y» between the ports 2 and 3. Ports 2 and 3 are
decoupled. 4 metallic sheet, 5 semi-transparent resistive sheet, 6 higher-order
mode filter*

Fig. 16. Directional coupler designed from optical principles. H
is in the plane of drawing. At the dielectric sheet S the incident
wave [ is partly retlected (3), partly transmitted (4). There is
some unwanted coupling / — 2 owing to diffraction, even without
any sheet.

-15¢em
Directional couplers

A well-known optical design for a directional coupler
is shown in fig. /6. It consists of an H-plane cross-junc-
tion of two waveguides, with a dielectric sheet placed
in the diagonal plane of the cross. This sheet acts as a
semi-transparent mirror and provides a directional
! coupling, as in optical interferometers. However, cven
without any sheet, a fundamental mode incident in

Fig. 18. Practical design of a 3-dB three-port directional coupler,
from the principle of fig. 17.
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one arm causes some radia-
tion into the side arms ow-
ing to diffraction. The dis-
tribution of this deflected
power as well as of the re-
flected and transmitted
power among the different
modes has been calculated
by Katsenelenbaumi'7 and
by Bouwkamp (181, These
diffraction phenomena give
rise to certain errors in the
performance of the directi-
onal coupler which decrease
with increasing degree of
overmoding. Special care
has to be taken if the direc-
tional coupler is used close
to the cut-off frequency of
a higher-order //,0 mode
which may give resonan-
ces in a system.

If there is no special rea-
son for using a four-port
directional coupler, and a
threc-port type of direction-
al coupler with built-in load
is sufficient, the following
arrangement based on the
waveguide principle is to be
preferred 1'%, A waveguide
is divided into two parts
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4
by a septum parallel to the ) y-

broad walls ( fig. 17). ThiS  eomemes - Pt ———
septum consists of two 4Em i A N 2 b
parts: a metal sheet and a | vt [ S
resistive film which is semi- — — % -

transparent to microwaves.
Power incident from the left
(port 1) is divided between
waveguides 2 and 3 in the
ratio of their heights. This
ratio determines the coupling factor of the directional
coupler. Port 2 does not couple to port 3, because in
two parallel guides separated by a homogeneous sheet,
a wave propagating in one of the guides does not excite
a wave propagating in the opposite direction in the
other guide. The higher-order modes excited by the re-
sistive sheet are attenuated by the mode filter at port /.
The resistive sheets of this filter and the resistive part of
the septum are equivalent to the buiit-in load used in
conventional standard-size directional couplers. A
more practical form of oversized waveguide directional
coupler is given in fig. /8. With this construction a di-

filters 4.

Fig. 19. Variable attenuator derived from the directional coupler of fig. 17. The guide is again
divided by a metallic sheet / and resistive sheets 2. Power in the upper guide is absorbed in the
matched load 3. The attenuation is varied by vertical displacement of the unit consisting of the
sheets / and 2 and the load 3. Higher-order modes are filtered out, as before, by the mode

rectivity of about 50 d B has been obtained for a coupling
of 3dB (4 = 4 mm, standard 3-cm waveguide). A great
advantage of the present device is the frequency inde-
pendence of the coupling, which is solely determined
by the physical dimensions. Like the E-plane bend
shown in fig. I5 the directional coupler is inherently
broadband.

Some variable components

In principle the directional coupler described above

1191 S, B. Cohn, Microwaves 5, No. 6, 62, 1966; G. W. Epprecht,
International Microwave Symposium Digest, Boston, May
1967, p. 10; W. K. Kahn, ibid. p. 54-57.
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can also be used as a frequency-independent atrenuator,
if one arm is terminated in a matched load. In fig. I9two
such directional couplers are connected symmetrically
in cascade, so that the input and output waveguides
are full-height again. The device can easily be made into
a variable attenuator by making the septum movable.
Aseachofthe directional couplerswith one arm matched
is a reciprocal two-port the total attenuation (in dB)
is theoretically equal to twice the coupling (in dB) of
each directional coupler; it is given by (cf. fig. 19):
attenuation

- 20 log (b/y). (n

Fig. 20. Variable phase
shifter (line stretcher). The
phase shift between the two
ends ot a waveguide is var-
ied by varying the length
of the line. By turning the
knob the part / is made to
slide in the transverse di-
rection, thereby causing
part 2 of the waveguide to
slide in the longitudinal di-
rection over the fixed part
3. The top and bottom of
the waveguide arc partly
formed by /. 4 is a thin
metal sheet covering the
hole of wvarying size be-
tween 2 and 3.

Measurements (4 = 4 mm, standard 3-cm waveguide)
have indicated a minimum attenuation of 0.5 dB, and
a maximum attenuation of 50 dB.

Fig. 20 shows a simple construction of a variable
phase-shifter; some of the details are explained in the

VOLUME 29

caption. This “line stretcher” can be used in all
cases where the variation of its total length causes no
difficulty.

A variable phase-shifter and a variable attenuator
connected in cascade and terminated in a short-circuit
constitute a variable impedance. Since in this case the
output port need not be accessible, the arrangement
can be simplified by using half of the attenuator shown
in fig. 19. This gives the configuration of fig. 2/ where
the metallic sheet of the directional coupler has clearly
become superfluous. The magnitude of the reflection
coefficient can be varied by vertical displacement of the
short-circuiting part togeth-
er with the resistive sheet
and the load: its value is
simply given by v/b. The
phase is varied by the line-
stretcher described above,
which is placed in front of
the present device.

Conclusions

Now that we have de-
scribed the particular fea-
tures of several special com-
ponents at some length, let
us summarize some princi-
pal aspects of the design of
single-mode oversized wave-
guide components. We have
secn that the components
designed from optical prin-
ciples work satisfactorily
only if the waveguide is
sufficiently oversized. If, on
the other hand, the wave-
guide is more than about ten
times oversized, the tapers
and mode filters — 1in-
dispensable components for
most applications - —
to be inconveniently long.
The quasi-optical compo-
nents will therefore be usable
only in a limited frequency
interval, roughly character-
ized in practice by the limits
“five times oversized” and
“ten times oversized”, cor-
responding to an octave. On the other hand, some of
the components described in this paper and designed
from “waveguide” principles, work over a frequency
decade, that is to say, between the frequencies corres-
ponding to “not oversized” and “ten times oversized”.

have
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Almost all components give rise to some mode
conversion into unwanted modes. This phenomenon is
annoying not only because of the loss in the power
transmitted in the fundamental mode, but also because

m@g@m
E [S=c==———-———C]

W/ 7

Fig. 21. Termination giving a reflection of variable magnitude and
phase. Thisdevice, together with the variable phase shifter of fig. 20
(6 in this figure) constitutes a variable impedance. The magnitude
of the reflection is varied by vertical displacement of the part /
together with the resistive sheet 2. 3 is a load, 4 a 90° E-plane
bend, both reflectionless. 5 mode filter. The magnitude of the
reflection coefficient is equal to y/b (cf. fig. 19).

of possibleinteractions between the higher-order modes
excited by different components and, in particular,
the possible occurrence of trapped-mode resonances.
On account of these effects mode filters have to be used
which suppress or at least reduce these interactions and
resonances. Since for the higher-order modes of class 1
(Emn and Hpy modes with n = 0) almost ideal filters
can be constructed in the form of resistive sheets, the
preferred components should be those which only give
conversion into these modes. This is the case with the
E-plane bend of fig. 15 and the directional coupler of
fig. 18. These components have the common characteris-
tic that all longitudinal cross-sections parallel to the
narrow wall are identical. Furthermore, they are in-
herently broadband because the only limitation to the
frequency of the dominant mode to be transmitted is a
lower limit: the cut-off frequency determined by the
width of the waveguide.

Tolerances in the form and dimensions of compo-
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nents have not been discussed in this article. Due atten-
tion has to be paid to precision manufacturing of the
components and careful alignment in a system, as
any deviation from ideal dimensions, any discontinuity
at the flanges or inhomogeneity along the guide, can
in principle give rise to higher-order modes.
Finally, let us enumerate some of the applications of
oversized rectangular waveguide equipment:

1) Short-distance transmission, e.g. in radar aerial
feeds.

2) Measurements of physical properties of materials
such as dielectric constant, conductivity, surface im-
pedance.

3) Simultaneous transmission of microwave signals of
several frequencies covering a wide band (multi-
plex).

4) High-power transmission. This application, how-
ever, may be limited by breakdown or excessive
rise of temperature in some of the components
described in this paper.

5) It may also be possible to apply the oversized rec-
tangular waveguide method to the submillimetre
region, by scaling down the components.

In applications such as these the rectangular waveguide

has proved to be superior to the circular waveguide

operated in the Hp1 mode. A serious drawback of the

Hy circular mode is that it is very difficult to design

mode-launchers and filters, which means that its use

is justified only if full advantage can be taken of the
extremely low loss in this mode. Mode control in the
circular guide is rather difficult, particularly since the

Hp1 mode in this guide is degenerate with the Ei;

mode, so that mode conversion easily takes place.

Summary. The use of oversized waveguide for the transmission of
millimetre waves has advantages over standard-size waveguide:
the larger guide is easier to manufacture and to handle, the losses
are smaller, and very broadband components can be made. For
measuring purposes in particular, single-mode operation of the
oversized waveguide is essential, as with multimode operation the
field pattern is in practice unpredictable. If single-mode operation
is to be achieved, mode control is necessary, i.e. measures have
to be taken to prevent the conversion of the fundamental mode
into higher-order modes, or to eliminate the effects of such con-
version. An essential element for examining the mode conversion
of components is the mode transducer, which converts a specific
higher-order mode into the fundamental mode. Another in-
dispensable element for mode control is the mode filter, which
ideally absorbs all the higher modes without attenuating the fun-
damental mode. Several mode transducers and filters are de-
scribed. Some of the oversized waveguide components discussed:
tapers, E-plane bends, directional couplers, variable attenuators,
phase shifters and impedances can be used over a 10 to 1 fre-
quency band.
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Stereo drawings made with a digital computer

I. Making stereo drawings with the COBR A-controlled drawing machine

II. Stereographic presentation of the “Duphaston” molecule

III. A solution of the Van der Pol equation, represented in three dimensions

When a computer is used to calculate a three-dimensional figure, the results usually have to
be studied in the form of a number of projections drawn by an x-y plotter. A much more
complete picture is obtained, however, if the figure can be seen in three dimensions, prefera-
bly from different sides. This is illustrated in the following three short articles. The first
article describes how a numerically-controlled drawing machine, starting with the co-
ordinates of the figure (determined, for example, by the computer), can make a pair of

“stereo drawings by first computing the required projections. The technique is shown applied

to the design of a television picture tube. The second article gives another example of
stereographic presentation: a large number of drawings are made of a molecule whose
structure has been determined by a computer from X-ray diffraction data; these drawings,
put together in a film, give the impression that the molecule is rotating, and combined in
pairs they also provide a three-dimensional picture. Here the projections are calculated by
the computer itself, and the drawings are then made by an x-y plotter. As the last example
the third article discusses the stereographic representation of a solution of Van der Pol’s non-

linear equation. All the examples are illustrated by anaglyphs.

I. Making ’stereo drawings with the COBRA-controlled drawing machine

QG. C. M. Schoenaker

Introduction

- Drawing and engraving machines are now being
extensively used for making workpieces of widely
different types, such as photographic masks for inte-
grated circuits and printed wiring, and also drawings
for checking the design of a product or of a particular
stage .in its manufacture. An example of the latter is
the checking of punched tapes for numerically-control-
led machine tools such as milling machines. The draw-
. ing machine in this case draws the projections of the
cutter path on the three co-ordinate planes; any errors
in the programme can then be seen. The control system

Ir. G. C. M. Schoenaker is with Philips Research Laboratories,
Eindhoven.

for such a drawing machine is usually of the same
type as used for the control of machine tools.

We have recently described in this journal a small
digital computer, the COBRA, which was designed
specially for use as a universal control system for ma-
chine tools, and which can also readily be used for
controlling a drawing machine 1], For making check
drawings of the type mentioned above, the COBRA
has two important advantages over conventional con-
trol systems. Firstly the COBRA-controlled drawing
machine can in principle check the punched tapes forall
the existing control systems, whereas most conventional
systems can check only those punched tapes that have
been made to be processed by the same type of control
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system. Secondly, without requiring the help of a com-
puter, this combination can not only produce drawings
of the orthogonal projections on the co-ordinate
planes, it can also produce drawings of orthogonal,
oblique and perspective projections on any arbitrary
plane, resulting in a much clearer picture of the cutter
path. Moreover, a stereographic presentation can
then be obtained from two perspective projections,
which is often a substantial improvement. We shall now
deal briefly with the operation of the COBRA before
discussing the making of check drawings with the
COBRA-controlled drawing machine.

Drawing with the COBRA

The COBRA is a small computer of conventional
construction, comprising a store (1024 addresses of
24 Dbits), an arithmetic unit and an internal control
unit. To enable it to control a given machine tool, the
COBRA is supplied with the necessary instructions in
the form of a control programme which is placed in its
store (stored logic). The data for the workpiece to be
produced, forming the workpiece programme, are fed
to the COBRA by means of punched tape during the
machining operation. The COBRA thus constitutes a
very flexible system: it is possible to switch over to the
control of another machine tool very quickly by put-
ting a different control programme, which is stored on
punched paper tape into the store: this programme
need be set up only once for any given machine tool.

To make a workpiece programme the required tool
path is calculated from the given shape of the work-
piece; the data that have to be fed to the COBRA in
the workpiece programme are derived from these
calculations. In milling a cam, for example, one
needs to know various points of the tool path and cer-
tain information about the cutter and the cutter speed.
The COBRA then computes the path to be followed
by the cutter by interpolation between the given points,
the computation being done during the machining.
For making a workpiece programme it is often nec-
essary to make use of a large computer, and in this
case the programming language used is generally the
APT language (2],

The COBRA works in the same way when used as a
control unit for a drawing machine. During the several
years that the COBRA has been used in combination
with a drawing machine (of the Aristomat type) at the
Philips laboratories, the making of drawings for
checking punched tapes for numerically-controlled ma-
chine tools has.been an important part of its work.
We shall take as an example the various stages in
the design and manufacture of a new type of television
picture tube. The starting point is set by various re-
quirements, some of them technical and others con-

STEREO DRAWINGS, 1 ) 103

cerned with industrial design. From these requirements
and a number of fixed data, a computer determines the
shape of a tube that meets these requirements. The
next step is to judge from drawings whether the pro-
cessing by the computer has resulted in any unexpected
effects, e.g. dents or flattenings in the shape of the tube.

In the next stage the workpiece programme is made
for the production of two hard-metal moulds for
pressing the tube. Before this operation is carried out
it is first necessary to check the punched tape con-
taining the workpiece programme for errors. For this
check the punched tape is fed to the COBR A-controlled
drawing machine, which then produces a projection
of the paths to be followed by the centre of the cutter
while the programme is being run ( fig. I). Any errors

Fig. 1. Check drawing of the workpiece programme used for
milling one of the moulds.for pressing a television picture tube.
The drawing represents an orthogonal projection on the x,y-
plane of various paths which the cutter centre will follow during
the milling operation.

in the programme now become apparent. The control
programme stored in the COBRA has to enable this
combination of computer and drawing machine to
give a complete simulation of the numerically-control-
led milling machine that will be used for production.
The drawing of these paths calls for great accuracy;
the drawing and engraving machine used in combina-
tion with the COBRA has an absolute accuracy of
425 pm over a working area of 85X 85 cm and a re-
producibility of 10 pm, which is more than adequate.

For a three-dimensional workpiece the check draw-
ings consist as a rule of the orthogonal projections on
the three co-ordinate planes. In some cases, for example
that of fig. 1, this provides sufficient information

1 R. Ch. van Ommering and G. C. M. Schoenaker, The CO-
BRA, a small digital computer for numerical control of ma-
chine tools, Philips tech. Rev. 27, 285-297, 1966.

2) J. Vlietstra, The APT programming language for the numer-
ical control of machine tools, Philips tech. Rev. 28, 329-335,
1967 (No. 11).
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about the correctness of the data on the punched tape.
Sometimes, however, it is very difficult to pick out the
cutter path in these projections. This is particularly so
in the case of a workpiece of complex shape made on a
three-axis milling machine, where only one slide can
move at a time during the milling operation, so that the
cutter is displaced either in the x-, the y- or the z-
direction. The projection drawings then give a large
number of straight lines in the x-, y- and z-directions,
from which it is difficult, if not impossible, to deter-
mine the cutter path (fig. 2).
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The perspective projection

To make a perspective projection, in which an ob-
ject is seen from one particular point, the object has to
be projected from that point, called the centre of pro-
jection, on to a plane which is perpendicular to the
“viewing direction”. If the object is to be seen from
the resultant drawing in the correct perspective, it is
advisable to make this plane lie within the object or
close to it.

A situation of this kind is shown in fig. 3. The posi-
tion of the centre of projection C in the co-ordinate

> Fig. 2. Check drawing of a workpiece programme for milling a workpiece on a three-axis
milling machine, where the displacement of the cutter during the operation always takes place
along one axis only. The drawing represents the orthogonal projections on the three co-ordi-
nate planes; S is the starting point of the cutter path. From drawings of this kind it is very
difficult to determine the cutter path. (This workpiece was a frame for an instrument.)

We noted earlier that a clearer picture of the cutter
paths is obtained if in addition to the orthogonal pro-
jections on the co-ordinate planes, check drawings can
also be produced as orthogonal, oblique or perspective
projections on an arbitrary plane. The additional cal-
culations needed for drawing these projections when
x-, y- and z-co-ordinates are given of particular points
of a workpiece, or of a tool path, can also be carried
out by the COBRA. With the control programme set up
for this purpose the COBRA-controlled drawing ma-
chine can produce, for example, a perspective drawing
from the data of the normal workpiece programme
which will later be used for manufacturing the work-
piece. We shall now first consider the calculations re-
quired for making a perspective projection.

system is determined by the angles « and § and the
distance OC= r. The projection plane is the plane
through the origin O of the co-ordinate system x,y,z
perpendicular to the line CO. We now define a second
co-ordinate system u,v,w, whose origin is also at 0, and
whose w-axis coincides with the line CO as the w-axis
lies in the x,y-plane. The chosen projection plane thus
coincides with the u,v-plane. We consider point P of
the object, which is projected from C to a point P’ on
the u,v-plane. We shall now determine the relation be-
tween the »- and the v-co-ordinate of P’ and the given
co-ordinates of P and C.

The calculation goes as follows. A perpendicular
is drawn from P to the u,v-plane. The foot P” of this
perpendicular then lies on OP’, and the length PP”
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Fig. 3. Diagram for computing the perspective projection P’ of a
point P seen from the centre of projection C. The projection
plane is the plane through O perpendicular to the line CO. The
w-axis of a co-ordinate system w,v,w coincides with CO, the
u,v-plane with the projection plane. The u,v-co-ordinates of P’can
be expressed in terms of «, B, r and the x,y,z-co-ordinates of P.

is equal to the w-co-ordinate of the point P. In the
right-angled triangle COP’ we now have:

OP"  r
OP"
With the help of (1) we can now express the u- and

the v-co-ordinates of P’ in terms of the u,v,w-co-ordi-
nates of P:

)

r— wp

e _ T )

By means of a simple linear transformation the uv,w-
co-ordinates of P can be calculated from the given
x,y,z-co-ordinates, and the co-ordinates of P’ then
follow from (2). The transformation can be rather ele-
gantly written as a multiplication of the vector of the
point P by a matrix M whose elements are determined
by the angles o and g. If is p the row vector (xp,yp,zp)
and p’ is the row vector (up+,vp’), We can write:

P = pM, € ))

where. .
wp = pm. S ()

Here m is a column vector whose elements are likewise
determined by « and §. ’
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For completeness we mention here the form of the matrix and
the column vector:

—sin « —cos « sin
M= cos a —sin « sin B ,
0 cos B
cos x cos
m= sin « cos B
sin 8-

The calculations using equations (3) and (4) include
a number of multiplications and divisions and can thus
be carried out entirely by the COBRA. This does need
a relatively long computing time (about 200 milli-
seconds), since the COBRA operates as a normal,
though simple, computer and carries out the operations
as a series of instructions, such as “add”, “shift” etc.

In drawing a perspective projection it would in
principle be necessary to carry out the calculation for
every point of the figure to be projected. However,
as we saw above, equation (3) represents a linear trans-
formation, which means that for linear motions of
the cutter only one calculation is needed for every line
element. Since in programming the cutter paths (e.g.
with the APT programming language) the curved lines
are approximated by a large number of straight-line

" elements, the number of calculations is limited. This is

important in view of the relatively long computing time
needed per point; an unduly large number of calcula-
tions would require the drawing machine to be slowed
down, since the COBR A would not have the commands
or the drawing machinefavailable in time.

To control a drawing machine the COBRA has to be

. provided with a control programme containing sub-

routines for carrying out linear interpolation, for the
automatic acceleration and deceleration of the slides,
for working with various scale factors in the x- and
y-directions, and so on. For drawing the projections a
programme is drawn up which in addition to these sub-
routines contains the subroutines for carrying out the
transformation calculations in accordance with equa-

_tions (3) and (4). The situation of the centre of pro-

jection C can still be selected at will. When the control
programme has been put into the COBRA store, the
data for the centre of projection must therefore be fed
in before drawing can bégin. The punched tape con-
taining the data for the drawing (the workpiece pro-
gramme) is then fed in once the process is under way.
These extra data — the distance r and the elements of
the matrix M and the vector m — can be putontoa
punched tape within a few minutes by means of a con-
ventional tape punch. If a number of these punched
tapes (each about 9 cm long) are held in reserve an
object can thus quickly be drawn from various view-
points. :
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As an example, based on the punched tape used for
the drawing in fig. 1, a perspective drawing was made
of the cutter paths for one of the moulds for a television
picture tube (fig. 4). The tube is of the 22 inch type,
that is to say the diagonal of the face of the tube is
22 inch long. We took as the centre of projection a point

for which ¢« = f8 = 45° and r = 64 cm. The actual
drawing was made atfull scale, but is shown here on a
reduced scale; the tube will appear in the right per-
spective if fig. 4 is viewed from a distance of about
20 cm. As a second example fig. 5 shows a perspective
drawing made with the workpiece programme of
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fig. 2. Here again, the centre-of-projection data are
o = f§ =45° and r = 64 cm. The cutter path can be
picked out much more easily from this figure than
from fig. 2.

In some cases the distortion occurring in a perspec-
tive projection can be a disadvantage. It may make it

Fig. 4. Perspective drawing of the cutter paths
in fig. 1; the drawing was made with the same
workpiece programme as in fig. 1; the pers-
pective projection was computed by the
COBRA while the drawing was being made.

. The tube is seen in the right perspective when
the drawing is viewed at a distance of 20 cm.

impossible, for instance, to measure certain important
dimensions in the check draw*ilng. In such cases a com-
promise can be obtained between the different require-
ments by drawing an oblique parallel projection, i.e.
a parallel projection on one of the co-ordinate planes
with the projection lines making an angle with that
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plane. If we take the projection angle as 45°, not only
do the dimensions in the relevant co-ordinate plane
remain unchanged; those in the third (obliquely drawn)
co-ordinate direction also remain unchanged. All di-
mensions in the three co-ordinate directions can now
be checked in the drawing while at the same time the
cutter path can still be picked out fairly clearly from
this projection. Fig. 6 shows such a projection for the
cutter path of fig. 5.

The oblique parallel projection, like the orthogonal
projection, can be made with the same control pro-
gramme as the perspective projection; all that is needed
for this purposeis to supply the COBRA with a different
matrix M and vector m. In fact one should also put
r = oo. This is of course impossible, but in equations
(3) and (4) the same effect can be achieved by substitut-
ing the zero vector for m.

Stereographic presentation

If we arrange things so that the drawing machine
draws two perspective projections of a three-dimension-
al object, seen from two different centres of projection,
these drawings form a stereoscopic pair where the
centres are taken as positions of the eyes. To obtain a
natural three-dimensional impression the centres of
projection should of course be situated at places which
really could correspond to the positions of the viewer’s

eyes. If we look at these drawings in a stereoscope we

receive the same impression of depth as the observer
would receive from the real thing. The improvement
which stereoscopic viewing offers when compared
with the viewing of a single perspective projection is of
special interest in forming an opinion of the design of
an object. Here it is essential to have the clearest pos-
sible idea of the final result at an early stage. By varying
certain parameters one can then modify the shape of
the object to meet specific requirements. This method is
in fact used for such complicated objects ascar bodies,
where of course the visual impression is of greatimpor-
tance.

As an illustration, fig. 7 shows a stereo pair in the
form of an anaglyph. The pair consists of two projec-
tions of the 22 inch television picture tube of fig. 1 and
fig. 4. The two perspective projections were drawn
with the aid of the same tape containing the workpiece
data, but the tube is seen from a different viewpoint
from that of fig. 4. The dimensions of the tube were

“halved by the COBRA before the perspective trans-
formations were computed (so that in fact an 11 inch
tube is represented). The centres of projection used are
two points at a distance equal to the distance between
the eyes and situated on both sides of a point M for
which r = 64 cm, « = 60° and # = 30°. The projections
which were drawn are shown in fig. 7 at the true scale.
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If we look at this figure from a distance of about 64 cm
we therefore se¢ an 11 inch tube in natural perspective.
We should have the same impression if we viewed the
22 inch tube from a distance of 128 cm, but with twice
the distance between the eyes.

Fig. 5. Perspective drawing of the cutter path in fig. 2, made with
the same workpiece programme. The cutter path here can be
followed clearly; S is the starting point of the path. The dimen-
sions in this figure are of course considerably distorted. The path
is seen in the right perspective when the drawing is viewed from a

distance of about 20 cm.

/

o

7 =
y.

Fig. 6. Oblique projection of the cutter path of fig. 5. S starting
point. This drawing has the advantage that the dimensions corre-
spond to the actual dimensions not only in the x,y-plane, but also
in the z-direction. The cutter path is not so easy to follow, how-
ever, as in fig. 5.




o

Fig. 7. Anaglyph of the cutter paths of an 11 inch television
picture tube. The anaglyph should be viewed at a distance of
about 64 cm. The tube is then seen in natural perspective.

The transparent coloured sheets enclosed with this issue may
be used to obtain the three-dimensional impression. Hold the
red one in front of the left eye and the two blue ones in front
of the right eye; a better filter effect may be obtained by folding
some of the sheets double.
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If it is intended to give a stereo pair in the form of an anaglyph,
the calculation of the perspective projections must be slightly
modified. The projection plane in the method used in fig. 3 is
perpendicular to CO. If we calculate the projections for a stereo
pair in this way, then on viewing each drawing must be located
so that the line connecting O to the appropriate eye is perpendi-
cular to the plane of the drawing. If the drawings are viewed in a
stereoscope, this requirement is fulfilled ( fig. 8a). In this arrange-
ment the optical axes should converge to a point (e.g. O’ in fig. 8a)
in the region where the object is observed, thus enabling the eye
to accommodate to this region without difficulty. This accommo-
dation and the convergence of the optical axes are both of great
importance if an optimum three-dimensional impression is to be
obtained.

When viewing an anaglyph the situation is somewhat different,
both projections then being in the same plane, i.e. the plane of the
drawing, which is at right angles to OM, the perpendicular bi-
sector of the connecting line between the eyes (fig. 86). In calcu-

I~~_0.--r
S

P, SOy Py S
d-9 0. dp
A i ,
L R L R
a b

Fig. 8. a) Schematic diagram of a stereoscope. L and R are the
viewer’s eyes. The stereo drawings dr, and dr are observed with
the aid of lenses; the eye sees images of these projections at iy,
and ir. b) Arrangement of the eyes L an! R when viewing the
anaglyph 4.

-
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lating the two projections the corresponding plane must therefore
be taken as the projection plane, that is to say the plane through
O which is at right angles to the line connecting O with the centre
of the line connecting the two centres of projection. Provided the
anaglyph is viewed from the right distance, the above-men-
tioned requirements for convergence and accommodation are
then satisfied.

In this case equation (4) for the perspective transformation
takes the form:

r

P = (a,0) + pM— (a0, ... ©

r — wp

where 24 is the distance between the centres of projection (equal
to the distance between the eyes); the plus sign relates to the pro-
jection intended for the right eye, and the minus sign to the other
projection.

Obviously, the calculations needed for drawing the
various projections can also be carried out quite easily
by a large computer in a computer centre. This is in
fact done in many places [3l. The advantage of the
method described above as compared with the use of a
normal computer is that, provided the various punched
tapes for the required centre-of-projection trans-
formations are available, the different drawings can be
made with the use of only one punched tape containing
the x,y,z-co-ordinates of the object. If the drawings are
for checking a workpiece programme, a further great
advantage of this method is that all it needs is the
punched tape which will be used in a later stage for
manufacturing the workpiece.

3] See R. Hartwig, Graphische Datenverarbeitung mit Priizi-
sions-Zeichenanlagen, Elektron. Rechenanl. 9, 185-193, 1967

(No. 4);

A. M. Noll, Stereographic projections by digital computer,
Computers and Automation 14, No. 5, 32-34, 1965;

G. Horn, Zeichnungen — maschinell hergestellt, Elektro-
techn. Z. B 19, 65-69, 1967 (No. 3).

Summary. The COBRA, a small digital computer specially de-
signed for the numerical control of machine tools, can also be
used as the control unit for an automatic drawing machine
(for instance of the Aristomat type). In this application the co-
ordinates of a number of points of the object to be drawn are fed
to the COBRA on punched tape. Three-dimensional objects can
be produced by drawing the orthogonal projections on the three
co-ordinate planes, but the COBRA can also be programmed to
produce a perspective drawing for any arbitrary centre of pro-
jection. Starting from the punched tape with the given x,y,z-co-~
ordinates, the COBRA then computes the co-ordinates of the
desired projection while the figure is being drawn. Oblique and

orthogonal projections on an arbitrary plane can also be drawn
in thisway. Two perspective drawings with suitably chosen centres
of projection can be combined to form a stereoscopic pair. The
article describes the calculations which the COBR A has to carry
out and discusses as an application the making of drawings for
checking punched tapes to be used for numerically-controlled
production. It is shown how the path traversed by the cutter when
a complex workpiece is being made can be followed clearly from
a perspective drawing: this is not always possible from three
orthogonal projections. The usefulness of stereographic
presentation is illustrated by an anaglyph of a stereo pair of
drawings of a mould for pressing a television picture tube.
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: II. Stereographic presentation of the “Duphaston’ molecule

J. 1. Leenhouts

In the investigation of a chemical compound it is
often necessary to determine not only the structural
formula but also the three-dimensional structure of the
molecule, since this has an important influence on the
properties of the substance, in particular its physiolo-
gical action. The three-dimensional structure of the
molecule can be determined with the aid of X-ray
diffraction data 1, and for this purpose the electronic
computers nowadays available are an invaluable help.
The procedure used at the Philips laboratories in Eind-
hoven will shortly be described elsewhere [2]; here we
shall deal only with the potential offered by the com-
puter for clear and rapid visual presentation of the
results. o

As an example we take the retro-steroid 6-dehydro-
retro-progesterone, or dydrogesterone 3], a pharma-
ceutical marketed under the name of “Duphaston™ [*1.
Fig. 1 shows the structural formula of this substance.

CHj3

c=0

CHs
1

Fig. 1. The structural formula of “Duphaston”.

We determined the three-dimensional arrangement of
the atoms in the molecule from the X-ray diffraction
data with the aid of the CDC 3600 computer, and in
the course of the calculations the computer also deter-
mined from the interatomic distances which of the
atoms were linked by chemical bonds We then used
the same computer for drawing a number of ortho-
gonal parallel projections, displaying the molecule from
many sides. After each projection the direction of pro-
jection was rotated through a small angle (4°) about an
axis lying roughly along the longitudinal axis of the
molecule. (The computer can easily effect this rotation
without the direction of projection being changed, by
applying a rotational transformation to the computed
co-ordinates of the centres of gravity of the atoms.)

J. I. Leenhouts is with Philips Research Laboratories, Eindhoven.

Fig. 2. An orthogonal parallel projection of the “Duphaston”
molecule. The centres of gravity of atoms that are linked by
chemical bonds are interconnected here by straight lines;
the direction of projection has been chosen so as to obtain close
resemblance to the structural formula.

Fig. 2 shows a projection of this kind, chosen so as to
give a picture that corresponds broadly to the chemi-
cal structural formula. The centres of gravity of atoms
linked by chemical bonds are shown here connected by
straight lines. For clarity, the hydrogen atoms have
been omitted in all the figures.

The projections could again have been drawn by
means of the COBRA-controlled drawing machine.
In this case, however, the accuracy required was much
less critical than in the examples described in the first

Fig. 3. Stereo pair of drawings of the “Duphaston” molecule,
seen more from the side than in fig. 2. The pictures should be
viewed from a distance of about 40 cm, the left eye looking at the
left-hand figure and the right eye at the right-hand one. Better re-
sults can often be obtained if a sheet of paper is held upright
between the two figures.
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article of this series. It was therefore sufficient to use an
x-y plotter of the type normally used in conjunction
with a computer. The figures in this article were made
by a plotter which gave an accuracy of $ mm over an
area of 30 30 cm.

An x-y plotter of this type can carry out the follow-

ing instructions:
1) Draw a straight line between points x1,v1 and xz,}.
2) Move the pen, without writing, from x3,)3 to xa4,Va.
With a suitable combination of these instructions, the
plotter can draw each figure once this has first been
approximated by the computer with straight-line
sections. Since the x-y plotter obviously draws much
more slowly than the computer calculates, the instruc-
tions are first recorded on magnetic tape, which is then
fed to the x-v plotter (off-line operation). The prepara-
tion of the magnetic tape (including the calculation of
the projections) takes the computer in our example onty
60 seconds for all 90 projections together.

All the successive drawings can be taken together to
form a ciné film, which shows the molecule rotating.
This gives a remarkably clear view of the three-
dimensional structure of the molecule. Two projec-
tions of this series made from slightly different angles
may also be combined to form a stereoscopic pair.
Fig. 3 shows an example, in which the angle between
the projection planes is 4°. The best impression of
depth is obtained when the angle between the axis of
the eyes when viewing is also 47; this corresponds to a
viewing distance of about 40 ¢cm.

Fig. 4. Stereo pair of drawings of the “Duphaston” molecule,
with the atoms represented by circles around the computed
centres of gravity. Optimum viewing distance about 20 ¢m.
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A more “natural™ picture of the molecule can be ob-
tained by drawing circles around the centres of gravity
in the projections, to represent the atoms. This opera-
tion was carried out for all the projections with the help
of the computer, which at the same time omitted the
parts of the circles which were hidden by the circles

Fig. 5. Anaglyph of the stereo pair from fig. 4. Optimum viewing
distance about 50 cm. The hgure should be viewed using the
coloured sheets incfuded in this issue; see the caption to fig. 7
in article I.

of atoms in front of them. A film can also be made of
these drawings as well; two of them are shown com-
bined here to form a stereoscopic pair ( fig. 4) and are
also given in the form of an anaglyph in fig. 5. The
angle between the projection planes here was 8°.

The three-dimensional impression given by this figure

(11 P, B. Braun and A. J. van Bommel, X-ray determination of
crystal structures, Philips tech. Rev. 22, 126-138, 1960/61.

21 A paper by P. B. Braun, J. Hornstra and J. I. Lecnhouts on
this subject will appear in Philips Res. Repts.

131 0. A. de Bruin, H. F. L. Schaler and J. N. Wulop, Retro-

steroids, i new class of compounds with sex-hormone action,

Philips tech. Rev. 28, 70-79, 1967 (No. 3/4).

Registered trade mark of N.V. Philips-Duphar.
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is in fact relatively poor compared with the examples
given in article I. This is so because we have not used
perspective projections, and the projections were not
both computed for the same projection plane, as they
really should be for an anaglyph. Moreover, owing to the
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absence of surface details we do not see the “atoms™ as
spheres — which would be desirable as the simplest
image — but as flat discs. Nevertheless, for practical
purposes these figures do give a good idea of the three-
dimensional form of the molecules.

II1. A solution of the Van der Pol equation, represented in three dimensions

J. A. Zonneveld

The differential equation
y'—el—y3y' +y=0, 1)

introduced in about 1926 by Van der Pol in the investi-
gation of relaxation oscillations ], has become the
prototype of a non-linear differential equation. For
every value of the dimensionless parameter ¢ this equa-
tion has a solution y(x) which, irrespective of the initial
values y(xo) and »'(xo), approximates to a periodic
function at large values of x. At large values of ¢
this stationary solution has the form of a “square
sine”. As a rule only the period and the amplitude of
the stationary solution are of importance; for large
values of & asymptotic series expansions for period
and amplitude are known [2). In order to find the com-
plete solution y(x) for a given value of &, it is necessary
to integrate equation (1) using methods of approxima-
tion. This used to be done by a combined graphic-
numerical method (the method of isoclines) [1] which
was not very accurate; nowadays, however, the whole
integration is done numerically with the aid of a com-
puter, using for example a Runge-Kutta method [31. In
view of the highly abnormal behaviour of the functions
at large values of ¢, the integration has to be carried
out with strongly varying discrete steps.

We have computed the stationary solution in this
way for & = 10 making use of the Runge-Kutta formu-

Dr. J. A. Zonneveld is with Philips Research Laboratories, Eind-
hoven.

(1) Balth. van der Pol, Phil. Mag. 2, 978-992, 1926; see also
Philips tech. Rev. 1, 39-45, 1936; H. Bremmer, The scientific
work of Balthasar van der Pol, Philips tech. Rev. 22, 36-52,
1960/61.

21 A. A. Dorodnicyn, Prikl. Mat. Mekh. 11, 313-328, 1947,
English translation in Amer. Math. Soc. Transl. No. 88,
1953. J. A. Zonneveld, Periodic solutions of the Van der Pol
equation, Indag. math. 28, 620-622, 1966.

31 J. A. Zonneveld, Automatic numerical integration, Math.
Centre Tracts No. 8, Amsterdam 1964.

la RK4n B, This method gives a result in the form of
sets of values of x, y and y’, called triples (x,y,y"), which
constitute a curve in the x,y,)’-space; this curve gives
the stationary solution of (1); see fig. /. The data for
fig. 1, which was drawn by hand, were calculated by
the computer.

The drawing can be carried out fully automatically,
however, using the COBRA-controlled drawing ma-
chine as described in article I of this series. The com-
puter (we used an Electrologica X8) need then only cal-

Fig. 1. Stationary solution (independent of the initial values)
of the Van der Pol equation for ¢ = 10. The three-dimensional
curve and its orthogonal projections on the three co-ordinate
planes were calculated by a computer; so also was the complete
projection on the plane of the drawing.
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planes were calculated by a computer; so also was the complete
projection on the plane of the drawing.
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culate as many triples as are needed for linear interpo-
lation between these points to yield a curve which ap-
proximates to the solution with sufficient accuracy. A
punched paper tape containing the x-, p-, and y'-co-
ordinates of these points is now fed to the COBRA,

which then causes an orthogonal, oblique or perspec-
tive projection to be drawn, whichever may be required.
As an illustration, two perspective projections, forming
a stereo pair, have been drawn for the solution for
e = 10; in fig. 2 these are given by an anaglyph.

Fig. 2. Anaglyph of the solution represented in fig. I. The two perspective projections nceded
for these were computed and automatically drawn by the COBR A-controlled drawing machine.
The figure should be viewed using the coloured sheets included in this issue; see the caption to

fig. 7 in article I.
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Anomalous transmission of X-rays in highly perfect crystals

B. Okkerse and 'P. Penning'

X-ray diffraction is well known as a means for the investigation of crystal structures. It
is not so well known that the “anomalous transmission” of X-rays can be utilized to
investigate lattice disturbances in highly perfect crystals with striking results: dislo-
cations can be made visible and bending of lattice planes with a radius of curvature

as great as 500 km can be detected.

In recent years techniques for producing highly per-
fect single crystals have been developed to such an
extent that “dislocation-free” crystals are no longer
the rarity they used to be. This is particularly true in
the case of the semiconductor materials silicon and ger-
manium and to a lesser extent with gallium arsenide
and indium antimonide.

One consequence of this has been to awaken renewed
interest in X-ray diffraction theory, particularly in
the “dynamical” theory, because of the rather startling
phenomenon known as anomalous transmission or the
Borrmann effect {11 which is only observed in highly
perfect crystals. Interest in this effect was first aroused
in our laboratories by Hunter 21 who showed that
anomalous transmission is highly sensitive to disloca-
tions and to lattice disturbances due to elastic strain. It
therefore offered a means of assessing the perfection
of the very high quality crystals which we produce £31,

The phenomenon of anomalous transmission

In studying X-ray diffraction one can distinguish
between the Bragg case and the Laue case; in the first
case the reflected beam leaves the crystal at the
entrance surface, in the second case the beam passes
through the crystal and leaves it at the other side.
Only in this latter case does anomalous transmission
occur. It is most easily studied if the entrance and the
exit surfaces of the crystal are perpendicular to the
reflecting planes. We shall confine our attention to this
case, the symmetrical Laue case.

The absorption coefficient of germanium for CuKa
X-rays is 352 cm~t. This means that the intensity of
an X-ray beam after transmission through a slice of
germanium 1 mm thick will be reduced to exp (—35.2)

Dr. Ir. B. Okkerseis with the Philips Electronic Components and
Materials Division (Elcoma), Eindhoven; Dr. Ir. P. Penning is
Professor in Theoretical and Applied Physics at the Technical
University of Delft; both were formerly with Philips Research
Laboratories, Eindhoven.

or 5x 1016 times the intensity of the incident beam.
So if one wishes to study the diffraction of X-rays by
transmission through germanium crystals, then in or-
der to have sufficient transmitted intensity, one would
have to prepare slices which are at the most about
50 pm thick. However, if the crystal under examination
is sufficiently perfect, and the Bragg condition is
satisfied, the transmitted intensity is many orders of
magnitude larger than expected. For example, if dif-
fraction of CuKa radiation takes place at (220) planes
in germanium the absorption coefficient is reduced to
approximately 14 cm~1.

The effect can be readily demonstrated by means of
the arrangement shown diagrammatically on the left-
hand side of fig. 1. The specimen is a slice of a highly
perfect germanium crystal which has been carefully
prepared by suitable etching so that all surface damage
due to cutting and grinding has been removed. The
plane of the slice is best chosen as either {110} or
{111} so that there are sets of {220} type planes nor-
mal to the faces of the slice, which will be used as re-
flecting planes. The specimen is illuminated with a
narrow beam of CuKa X-rays and the transmitted in-
tensity is measured as a function of the angle of inci-
dence @.Itis observed that at an angle @g correspond-
ing to the Bragg angle, there is a considerable increase
in the transmitted intensity and two beams emerge:
a transmitted beam T, which is parallel to the incident
beam 7, and a reflected beam R.

If in this arrangement a film is placed behind the
crystal so as to register the emergent beams and if, in
addition, we allow the incident beam to mark the
straight-through position (e.g. by removing the crystal),
then, when the film has been developed, three images
will be visible as shown on the right-hand side of fig. 1.
It is seen that beams T and R are approximately of
equal intensity, implying that the energy emerging from
the crystal is. being divided equally between them. To
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explain the position of the images it is necessary to
assume the X-ray path shown. Careful measurement
will verify that the two emerging beams originate from
one location at the back of the crystal; to arrive at this
location the incident beam must have traversed the
crystal parallel to the reflecting planes.

(220),
E /
v
. <)
B A
05\‘/
o
) S
7 |

Fig. I. Anomalous X-ray transmission. The beam geometry on
the left explains the image positions seen in the photograph
on the right. The X-rays appear to propagate parallel to the
diffracting (220) planes. / incident beam. ©p Bragg angle. § per-
fect crystal. The intensities of the reflected beam R and the
transmitted beam T are much greater than expected from the
kinematical diffraction theory.

Dynamical explanation of X-ray diffraction in perfect
crystals [4]

The diffraction of a parallel beam

Two theories are in current use to explain the in-
tensities observed in X-ray diffraction studies: the
kinematical theory and the dynamical theory. In its
simplest form the kinematical theory is based on the
following assumptions: a) X-rays, which are electro-
magnetic waves, are assumed to travel with the velocity
of light in the crystal. In other words, the index of re-
fraction is assumed to be unity. b) Radiation once scat-
tered by the electron cloud surrounding an atom, is
supposed to pass out of the crystal without further
scattering. ¢) The decrease in intensity of both the
primary (or transmitted) beam and the reflected beam
is governed by the normal laws of absorption, which
means that the relative decrease in intensity per unit
length of path is constant and independent of the di-
rection of the path.

These assumptions are quite justified provided one is
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dealing with a very small crystal, or a mosaic crystal
consisting of very small crystal blocks misaligned
slightly with respect to each other, or a fine powder.
However, as the size of the crystal or of the perfect
crystal blocks increases, the intensity expressions do not
adequately describe the experimental observations.
The main reason for the breakdown in validity of the
kinematical theory for larger crystals is the violation
of assumption (b) mentioned above.

The scattering power of a single free electron is very
small. The total reflected intensity of a small crystal
even if it contains a large number of electrons and even
if all scattered wavelets are added, as is achieved in
Bragg reflection, is still very small compared with the
incident intensity. As an example let us consider that
a slice of germanium | pm thick is being investigated
in the arrangement of fig. 1. The addition of all the
scattered wavelets results in a reflected amplitude of
only about 5% of the incident amplitude. In view of
this small ratio a second scattering can be neglected. If,
however, the thickness had been 10 um the reflected
wave would have had an amplitude of half the ampli-
tude of the incident wave. It will be clear that for such a
thickness multiple scattering cannot be neglected. In
fact, the photograph in fig. | was made with a slice of
germanium which was no less than 1.85 mm thick.

The theory that takes the second and further scatter-
ing into account properly is the dynamical theory. For
the scattering by any electron located at re this theory
takes into account the rotal wave-field, amplitude D(re),
at the location of that electron, and not the incident
wave-field, amplitude Di(r.), alone. This means that
the correct solution must be self-consistent: the total
amplitude D(r) at any point r of space is the sum of the
amplitude Di(r) of the incident wave plus the ampli-
tude of the waves set up by scattering, at the electrons,
of the total wave-field of amplitude D(r), assumed
to be known already. (The term amplitude here refers
both to the magnitude and the phase.)

In the dynamical theory the self-consistent solu-
tions in unbounded crystals are considered first. We
shall refer to these solutions as modes of propagation.
For crystals of finite size, application of the proper
boundary conditions then determines which modes of

Ll The phenomenon of anomalous transmission was first ob-
served in 1941 by Borrmann when investigating the trans-
mission of X-rays through certain selected calcite and
quartz crystals; see for instance G. Borrmann, Phys. Z. 42,
157, 1941.

{2F L. P. Hunter, Proc. Kon. Ned. Akad. Wetensch. B 61, 214,
1958.

[31 B. Okkerse, Philips tech. Rev. 21, 340, 1959/60.

141 'W. H. Zachariasen, Theory of’ X-ray dilfraction in crystals,
Wiley, New York 1946; R. W. James, Solid State Physics
15, 53, 1963; B. W. Batterman and H. Cole, Revs. mod. Phys.
36, 681, 1964; P. Penning, thesis, Delft 1966 (also published
in Philips Res. Repts. Suppl. 1966, No. 5.)
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propagation are activated by the incoming beam and
to what extent.

Rather than treating the dynamical theory in detail
we shall illustrate the procedure with the special
example considered above. We assume at first that the
medium is non-absorbing. The incoming beam is
assumed to be parallel and linearly polarized such that
the electric vector D is parallel to the reflecting planes
(o-polarization). (Waves with D normal to the reflecting
planes, i.e. m-polarized waves, will not be discussed
since these do not contribute to the anomalous trans-
mission.) According to the dynamical theory two modes
of propagation are activated by a o-polarized wave in-
side the crystal. Both modes again have their vector
D parallel to the reflecting planes. For a special di-
rection of incidence, which as we shall show later
satisfies the Bragg condition, the wave fields of both
modes travel in a direction parallel to the reflecting
planes (the z-direction), while at the same time they form
standing waves in the x-direction, i.e. perpendicular to
the reflecting planes. One mode, A,, has its nodes in the
reflecting planes. The other mode, B,, has its anti-
nodes there. In fig. 2 the amplitudes are shown as a
function of x. The reflecting planes are located at
x = nd, where d is the spacing of the planes and n an
integer 0, 1, 2, .. . . In mathematical terms the ampli-
tudes D are given

for mode A, by and

for mode B, by

D sin (zzx/d) exp (—ik az),
Dy cos (zzx/d) exp (—ik pz).

Fig. 2. The two modes A, and B, activated by a plane wave
linearly polarized in the y-direction (o-polarization) and incident
exactly at the Bragg angle. The reflecting planes, drawn as thick
horizontal lines, are normal to the surface. The modes, which are
similarly polarized in the y-direction, behave as standing waves
in the x-direction and as travelling waves in the z-direction.

The standing wave character in the x-direction is
expressed by the sine and cosine terms, the travelling
wave character in the z-direction follows from the
exponential term; k4 — 27/24 is the magnitude of the
wave vector of mode A4, and similarly kg = 2m/4p for
mode B.
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Let us consider in particular the case in which the
set of reflecting planes contains all the atoms of the
crystal lattice, as with the (220) planes in germanium.
This means that the scattering electrons are located
close to the reflecting planes. The interaction between
mode A4, and the electrons will be much weaker than
the interaction between mode B, and theelectrons, since
the amplitude of mode A4, at the location of the elec-
trons is very small. The interaction with the electrons
causes the wave to move faster and hence increases the
wave length and decreases the magnitude of the wave
vector for a given frequency. Therefore we must
expect k4 to be larger than kp. The difference

Ak = ka—ks

is of the order of a few times 1075 % 2x/4 and propor-
tional to the Fourier component with period d of the
electron density in the crystat lattice (5],

The power flow associated with the wave fields of
modes A, and B, follows immediately from the fact
that these modes have a standing wave character in
the v-direction. No power flow takes place parallel to
the x-axis so that it must be parallel to the reflecting
planes for both modes.

Let us now consider the matching at the entrance
surface located at z — 0. The total wave field just in-
side the crystal, arising from the two modes, has to be
equal in amplitude and period to the wave field just
outside the crystal arising from the incident plane
wave with amplitude Dy. A possible solution is that
the two modes have equal magnitude and a phase
difference of 90°:

D4 = Dy,
Djp Dy.

Then we obtain for the amplitude just inside the crystal:
D — Dy exp (—jmx/d).

The sum of both modes is now a wave travelling along
the surface with wave vector z/d. This wave has to be
matched with the wave just outside the crystal. The wave
vector component in the x-direction is equal to
(27 sin ©)/4 with O the glancing angle. This compo-
nent must be equal to w/d so that:

A = 2dsin 6,

In other words, the case in which modes 4, and B, are
excited inside the crystal with equal magnitude arises
if the incident plane wave satisfies the Bragg condition
exactly.

The matching conditions at the front surface re-

151 Or in other words it is proportional to the corresponding
structure factor; see for instance P. B. Braun and A. J. van
Bommel, Philips tech. Rev. 22, 126, 1960/61, where this
factor (F)is given by formula (3) on page 129.



1968, No. 3/4

quires a phase difference of 90° between modes A,
and B,. During passage through the crystal this phase
difference changes because k4 is larger than kg It s
convenient to introduce the parameter L, defined as
the distance over which the modes A, and B, have
to travel before the phase difference between the two
modes changes 2z radians. Hence:

== 2/l p — k5).

The value of L is of the order of 10 pm.
Let us consider a crystal slab whose thickness is
exactly L. At the back surface the phase difference be-
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amplitude of the reflected wave vary with thickness.

According to the kinematical theory the amplitude
of the reflected wave varies linearly with thethickness of
the crystal. This is apparently only true for a thickness
much smaller than L.

This remarkable result that the distribution of the
emerging intensity over the transmitted and the reflected
beam varies periodically with thickness (the period
being L, which is therefore often called “Pendellosung
length™) can be verified experimentally by recording
the intensity reflected by a wedge-shaped sample. If
the angle of the wedge is y, L is given by sin y times

a

¢

Fig. 3. Wave behaviour in non-absorbing crystals. When an incident o-polarized plane wave
satisfics the Bragg condition exactly, two modes A, and B, are cxcited in the crystal; these
travel with a small difterence in velocity, Lbeing the distance over which their phase difference

changes by 27 (of the order of 10 um). When

the thickness 7 is a multiple of L, the two modes

set up a single transmitted wave parallel to the incident wave, behind the crystal (case «); when
h = (n + )L, n being integer, a single reflected wave emerges (case b). For an intermediate

thickness both waves are present (case ¢).

tween A, and B, is again 90°. The situation as far as
matching conditions are concerned is identical at the
front and back surfaces so that in the vacuum behind
the crystal there appears a wave travelling parallel to
the incident wave. There is no reflected wave even
though the incident beam satisfies the Bragg condi-
tion exactly.

Next we consider a crystal with a thickness of L.
At the back surface there is now a phase difference of
270° between modes A, and B,. Just inside the crystal
we have:

D = Dy exp (jux/d) exp (—jhsL/2).

This is again a travelling wave, but it travels in the
opposite x-direction. The matching now requires that
only a reflected wave is present in the vacuum behind
the crystal. The results are shown diagrammatically in
fig. 3. The case of a crystal of intermediate thickness is
also shown. Now there are two plane waves in the
vacuum behind the crystal, one travelling parallel to
the incident wave and one parallel to the reflected
wave. Fig. 4 shows how the amplitude of the trans-
mitted wave (parallel to the incident wave) and the

the distance between fringes. Figs. 5a and b show such
a record for a germanium wedge, with CuKa« and
MoKa radiation respectively. The reflecting planes
are (220). From the figures it follows that L is approx-
imately 8 um for CuKa radiation and approximately
17 um for MoKa.

It is a well known fact that the X-rays may also
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Fig. 4. Amplitude variation |D| of the reficeted beam (solid
line) and the transmitted beam (dashed line) as a function of the
crystal thickness /1.
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interact with electrons in such a way that the inci-
dent X-ray energy is transformed into other forms of
energy and is lost for diffraction. The amount of
energy absorbed in this way will be proportional to the
square of the amplitude of the wave field at the loca-
tion of the absorbing electrons. From the structure
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perfect crystals both modes are strongly absorbed. The
power flow in mode A, is parallel to the reflecting
planes. At the back surface it breaks down into two
plane waves of equal amplitude. In fig. | the same
conclusions have been drawn from experimental evi-
dence.

Cu Kot

Mo Kae

Fig. 5. Fringes corresponding to fig. 4, visible in the intensity reflected from a thin {I11} ger-
manium wedge using {220} reflecting planes and CuKa or MoKa radiation. The fading
out of the fringes is due to absorption and the divergence of the incident beam. The angle

of the wedge is 155"

of the modes 4, and B, as drawn in fig. 2 it follows
immediately that mode A, is absorbed much less than
mode B,. If the crystal is sufficiently thick only mode
A, will remain. At the back surface the matching now
always gives two waves, one in the transmitted direc-
tion and one in the reflected direction ( fig. 6). This
can easily be seen if the amplitude distribution in
mode A, is written in a slightly different way:

D 1 D (Tx
€X
Tl N W

ax i

kaz|—expj| ~kaz
\ o

This shows that the two emerging waves have cqual
amplitudes.
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Fig. 6. Diagram showing how in a thick crystal, tor the exact
Bragg condition, the mode A, remains and splits into (wo
waves of equal intensity on reaching the back surface.

The explanation of the phenomenon of anomalous
transmission is now clear. The incident wave that satis-
fies the Bragg condition exactly, excites modes A4, and
B, inside the crystal. Mode B, is absorbed completely,
while mode A, only undergoes a small absorption if
the crystal is perfect or near-perfect, whereas in non-

The diffraction of a divergent beam

In actual experiments the beam is more or less diver-
gent, and we have to consider now what happens to an
incident wave that does not satisfy Bragg’s law exactly.
In the dynamical theory it is shown that in these cases
the wave field is no longer a standing wave in the di-
rection perpendicular to the reflecting planes; a travel-
ling wave is added to it as well. The more the incident
wave deviates from the exact Bragg angle, the larger
the travelling wave will become in comparison with
the standing wave. Well away from the exact Bragg
angle the standing wave is zero and the total wave
field corresponds to a single travelling wave. Its wave
vector is now close to the wave vector of the incident
wave. The deviation of the refractive index from
unity is small (&~ 3 x 107%) and arises from the overall
polarizability of the electrons. The intermediate cases
where in the direction perpendicular to the reflecting
planes the wave is neither a pure standing wave nor a
pure travelling wave are found only in a very narrow
angular range around the exact Bragg angle. The width
is of the order of a minute of arc. Because there is now
also a travelling wave in the direction perpendicular
to the reflecting planes the nodes no longer have zero
amplitude. The ratio of the amplitude at the nodes (the
minimum amplitude) to the amplitude at the antinodes
(the maximum amplitude) rises steadily from 0 to I,
as the deviation from the Bragg angle increases. For
modes A, the minimum amplitude lies at the reflecting
planes whilst for modes B,’ the amplitude is a maxi-
mum there.

A first consequence of the presence of a travelling
wave in the direction perpendicular to the reflecting
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planes is that the direction of power flow is no longer
parallel to the reflecting planes. The larger the devia-
tion from the Bragg angle the more the power flow
deviates from being parallel to the reflecting planes.
An example is given in fig. 7. The direction of inci-
dence (@ = Gy — 9) is a few seconds of arc smaller
than the exact Bragg angle. Two modes are activated in-
side the crystal. The power flow in mode A, is tilted

Fig. 7. As the angle of incidence deviates from the Bragg angle
O (deviation angle 0) two modes are still excited in the crystal
but the power flow in each makes an angle x (=<®y) with the
ditlracting planes.

upwards over an angle x and thatin mode B, over the
same angle downwards. Decreasing the angle of in-
cidence still more leads to an increasing angle . When
O is a few minutes of arc off @p, the power flow for
A, has become parallel to the incident beam and for
B, (which is not excited any more because of the boun-
dary conditions) parallel to the reflected beam. The
entire “fan” 2@y in possible directions of power flow
is scanned by changing the direction of the incident
wave by only a few minutes of arc.

There is a second consequence of the presence of a
travelling wave in the direction perpendicular to the
reflecting planes, connected with the absorption. Mode
A, 1s absorbed only very slightly because its ampli-
tude is small at the location of the absorbing electrons.
For modes A4, activated by a beam incident at an
angle slightly different from the Bragg angle, the nodes
no longer have zero amplitudes although the mini-
mum is still located at the absorbing electrons. Accord-
ingly these modes still undergo little absorption but
the absorption will be greater for increasing deviations
from the Bragg angle, until for deviations of more than
a few minutes of arc from the exact Bragg angle the
absorption coefficient reaches its normal value uo. For
modes B,” the amplitude is a maximum in the reflect-
ing planes. Hence they will suffer enhanced absorption,
but it decreases with increasing deviations from @g.
The limit is again the normal absorption coefficient
sto (which corresponds to a wave interacting with the
average electron density).

Fig. 8 shows what happens inside the crystal and at
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the back surface if a wave slightly off the Bragg angle
strikes the crystal. The incident wave is considered to be
a rather narrow beam and is indicated by a straight
line. The two modes thatare activated inside the crystal
are narrow also and propagate in the direction of
their respective directions of power flow 6], Mode
B, is absorbed strongly and the beam does not reach
the back surface for sufficiently thick crystals. Mode A4,

Fig. 8. The ratio of the transmitted and reflected intensities
for a beam incident at an angle slightly different from the Bragg
angle can be determined from the vector parallelogram of the
energy flow vectors.

may reach the back surface. There it breaks down again
into a transmitted and a reflected wave. The distribu-
tion of intensity over the two beams is such that the
vector sum of the power-flow vectors is parallel to
the power flow in mode 4," and that the absolute sum
is equal to the magnitude of the power flow in this
mode on arrival at the back surface.

o

Fig. 9. Polar diagram showing the variation of the reciprocal
absorption cocfficient g ! with the angle a which the power flow
makes with the reflecting planes for mode A,.

We have seen above that the absorption depends
on the direction of power flow. Fig. 9is a polar dia-
gram in which the reciprocal of the absorption coeffi-
cient for mode A," is plotied against its direction of
power flow. From this we conclude that as the crystal
thickness is increased in a transmission experiment,

51 Because they are not parallel, the beamis become separated in
space. The interference that leads to the fringes (fig. 5)
therefore no longer occurs.
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more and more of the rays in the fan 2@y are absorbed
until eventually only those rays travelling almost par-
allel to the lattice planes will remain. These will emerge
at the exit surface in the form of rays in the trans-
mitted and reflected directions. A thick crystal (i.e.
woh > 10, where 1 is the normal absorption coefficient
and /1 the thickness) therefore acts as a kind of colli-
mator by selecting for transmission only those rays
from the divergent incident beam which can undergo
anomalous transmission. The beams emerging from
such a crystal therefore have very little divergence. A
typical half-width is in fact only a few seconds.

In fig. 10 are given the results of calculations accord-
ing to the dynamical theory, which show the sharp-
ness of an anomalously transmitted beam compared
with that of a beam which has undergone diffraction
in the symmetrical Bragg case (i.e. with the crystal
surface parallel to the reflecting planes). It is also in-
teresting to note that according to these calculations
the regions of diffraction do not coincide, and that the

a
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Fig. 10. Result of calculations based on the dynamical theory
of X-ray transmission and reflection in a perfect crystal, where it
is assumed that the set of diffracting planes is the same in trans-
mission as in reflection, and that the incident beam is a plane
wave. Curve L is calculated forthe case where the diffracting planes
are perpendicular to the entrance and exit surfaces of the crystal
(symmetrical Laue case), curve B for the case of diffracting planes
parallel to the crystal surfaces (symmetrical Bragg case). T ratio
of transmitted and incident intensity. R ratio of reflected and in-
cident intensity. ® angle of incidence. It is seen that the intensity
maxima occur at angles of incidence differing by an amount of
the order of 10 seconds of arc, and that Laue diffraction occurs in
a much smaller angular region than Bragg diffraction.

b

Fig. 11. Hlustration of the Borrmann delta effect. «) A grid of 25 um wires when placed on the
front surface of the crystal (facing the X-ray source) produces an image in which the shadow
of the vertical wires, which are parallel to the diffracting planes, is diffuse. In (b) the grid is on
the back surface and the shadow of the wires is sharp.

angles of incidence at which there are diffraction maxi-
ma differ by about 10 seconds. In the next section we
shall discuss experiments which confirm these theoret-
ical results.

The presence of the fan (or Borrmann delta as it is
sometimes called) can be clearly demonstrated by tak-
ing anomalous transmission pictures of a parallel-
sided slab of dislocation-free germanium, first with a
grid of fine copper wires on the front surface, i.e.
between specimen and X-ray source, and secondly with
the grid between specimen and film (fig. /7). It is

seen that in (@) the shadow images of the vertical wires,
which are parallel to the net planes, are diffuse where-
as in (b) they are quite sharp. Reference to fig. /2
readily shows why this is so. The absorption by a wire
on the front face eliminates the complete “fan” arising
at its location so that a broad shadow image is formed
whereas a wire on the back absorbs only the emergent
parallel rays. The influence of the Borrmann delta can
also be seen in fig. | where the narrow incident beam
I after transmission through the crystal gives relatively
wide images T and R on the film.
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Fig. 12. Ray diagram showing formation of diffuse (¢) and sharp
images (b) for wires on front and back surfaces respectively.

Evaluation of the minimum in absorption

The minimum value of the absorption coefficient is
usually written in the form po(l — €), where ¢ is a
parameter close to unity. Its actual value depends on a
number of factors. The first factor is the type of re-
flecting plane that is used. In discussing the absorption
of mode A, we assumed that all atoms are in the re-
flecting planes; only in that case will the minimum in
absorption coefficient be low. This assumption, how-
ever, is not valid for all the permitted reflections in the
diamond lattice of germanium. In fig. /3 a view of the
lattice projected on to the (110) plane is given. It shows
that for the (220), (224) and the (004) reflections (and
in general all the reflections with even indices whose
sum is a multiple of 4) the set of reflecting planes con-
tains all the atoms. For the (111) reflections this is not
the case. Hence we expect that for the (111) reflections
(and in general all the reflections with odd indices) ¢
is much smaller than unity. It has been verified ex-
perimentally that these reflections do indeed show a
much less pronounced Borrmann effect.

Another factor that influences the value of ¢ is the
thermal motion, since the atoms are not fixed at their
equilibrium positions, but vibrate around them and
accordingly move out of the reflecting planes.

It is found that the temperature dependence of € can be de-
scribed by a Debye-Waller factor, i.e. € = €gexp (—M),similar to

the temperature dependence for the structure factor. The value of

M is related to the root-mean-square amplitude of the vibrations
of the atom and hence depends on the Debye temperature of the
crystal. The value of €g is related to the distribution of electrons
around the nucleus and to the order of the reflection.

The value of 1 — ¢ has been determined for the
three lattice planes (220), (400) and (422) of germanium
by measuring the anomalously transmitted intensity
through a wedge at constant temperature [71. The re-
sults are given in Table /.
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Table I. Experimental values of | — ¢, at 25 °C, for the re-
flections (220), (400) and (422) in germanium.

Reflection | i— e } (I — &2 Lh2 1)
220 0.0408 ‘ 0.00510
400 ‘ 0.0812 ‘ 0.00508
422 0.1216 | 0.00507
|

It is apparent that the absorption coefficient is lar-
gest when the distance between the reflecting planes is
smallest. This is to be expected since the effect of the
atomic size and thermal vibration will be greater. In
practical terms this means that the anomalous trans-
mission in germanium is greatest for (220)-type planes.

It is also to be noted from the last column that | —
is proportional to /12 4~ k2 - /2. This means that if
I — ¢ has been determined for one reflection it can be
calculated for other reflections.

G
[711] \l%* A

Fig. 13. Projection of_a germanium lattice on to a (lTO) plane.
Planes like (220), (224) and (004) contain all the atoms present in
the lattice whereas (111) planes do not.

Experimental investigations of anomalous transmission

Consecutive reflections in the same perfect crystal
; V.

The sharpness of the anomalously transmitted beam
enables us to measure extremely small differences in
angle. For example, an anomalously transmitted beam
from one part of the crystal can be made to undergo a

"1 B. Okkerse, Philips Res. Repts. 17, 464, 1962.
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further reflection in another portion by utilizing spe-
cial shapes of crystals. Two possible arrangements are
shown in the diagram of fig. /4.

The L-shaped configuration in fig. 14a can be used
to demonstrate the result of the dynamical theory that
the diffraction angle in the case of Laue reflection
(Ry) is different from that in the case of Bragg re-
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reflected beam. If no load is used, and the reflecting
planes of the two parts of the L may be assumed to be
parallel the reflected intensity of the Bragg reflection is
relatively weak ; it increases on varying the angle of
incidence and reaches a maximum at the angle corres-
ponding to the maximum of the Bragg peak in fig. 10.
In this way we have determined the intensity variation

— Ry
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Fig. 14. Anomalous transmission experiments on single crystals of special shape. @) L-shaped
configuration cut with (220) planes normal to the surface on which the X-rays are incident.
The beam is first transmitted anomalously through the vertical part of the crystal and then the
transmitted beam T; undergoes Bragg reflection (R2) against its horizontal part. b) U-shaped
configuration in which the (220) planes now make an angle ®p with the normal to the entrance
surface. The beam is transmitted through both arms of the U-shaped crystal.

Variations in the relative orientation of the two parts of the L and the two arms of the U
result in intensity variations of the second diffraction, since the Bragg condition is no longer

satisfied exactly.

flection (R2), for the same type of reflecting planes, as
indicated in fig. 10. This is done experimentally by
varying the relative orientation of the two sides of the
L, using different loads as is illustrated in fig. 15, in
this way varying the angle of incidence of the Bragg

\

/f/ LN

Fig. 15. Special crystal form for experiments as indicated in
fig. 14a. By applying different loads the narrow bridge of the
crystal can be bent elastically and in this way the angle of inci-
dence on the base of the L is varied. (The regions of the crystal
where the diffraction takes place are nor deformed.)

of (220) and (400) reflections of germanium as a func-
tion of the angle of incidence. They showed good agree-
ment with the intensities that can be calculated when
“scanning” the whole region of diffraction angles with
the Laue peak. These results provide a convincing
proof of the validity of the dynamical theory [81.

The method of consecutive reflections is extremely
sensitive to lattice disturbances: angular changes as
small as 107 radians can be detected. This means
that the method can detect a bending of the lattice
planes in the U-shaped crystals with a radius of curva-
ture of 500 km. The method of consecutive reflections
can also be utilized to measure the refractive index 1.
This has been done for a number of plastic materials
using CuKa radiation. The technique is illustrated in
fig. 16. The values are found to differ from unity by
only a few parts in a million. (In order to explain the
figure it should be recalled that the refractive index
for X-rays is smaller than unity so that these rays are
refracted away from the normal when travelling from
air into a medium that is denser for X-rays.)

Another application of consecutive reflections is the X-ray
interferometer, as first described by Bonse and Hart in 1965 (10},
It is illustrated diagrammatically in fig. /7.

The device is manufactured from a large, highly perfect single
crystal of silicon cut in the form of a letter E {111, Each arm is
thick enough for anomalous transmission of CuKe radiation to
take place along the (220) planes. The principle of its operation
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Fig. 16.

Owing to refraction in the prism W the transmitted
beam changes in direction by an angle . Because of the change in
direction the Bragg condition is no longer satistied exactly.
The resulting decrease in intensity can be compensated by bend-
ing the U-shaped crystal, which gives us the value of . The re-
fractive index »n is calculated from the standard formula for

minimum deviation [®1: » = sin ¥(f — d)/sin £f. (The change of
direction is exaggerated in the figurc: for instance for a prism
made from plastic, 0 is less than one second of arc. Since this
angle is so small the direction of the power flow in the second
arm of the crystal can be made parallel to the reflecting planes
by bending the horizontal part of the crystal.)

is qualitatively as follows. The X-ray beam incident on the arm
S of the device is split by Laue diffraction into two coherent
beams DSt and DSi. On reaching the “mirror crystal” M they
cach undergo further Laue diffraction to produce beams DM,
DMy, DMpr and DMpy. The geometry is so arranged M
being cquidistant between A and S — that the beams DMrgr and
DMyr are incident on the same area of the analyser crystal 4. In
the region where these two beams overlap interference occurs and
two  waves emerge from A, DAt = DArgp - DArrr and
DA g = DA+ DArrr. Each consists of two anomalously trans-
mitted beams of coherent waves which are in phase. If a phase
shift is introduced into one of the beams before A, for example
DS, by placing a piece of material in the beam, then there will
be a corresponding phase shiftin the bcam DMy (and DMpr)and
consequently also in DArgg and DApy. This will result in a re-
duced intensity in the beams DAt and D2 . Since anomalously
transmitted beams show practically no divergence, variations of the
phase shift in the cross-section of such a beam will result in local
intensity variations. A photographic plate on which either the
DY or DAg beam is incident, therefore, will record the phase

A_ A A A_nA A
D7'=Drpe+ Drpr Dg =Drpr* Dree

: /ﬂ
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Fig. 17. lllustrating the principle of the X-ray interferometer.
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variations due either to path length differences or to inhomoge-
neities of the material placed in the beam.

An interference pattern will also be observed if there is a
misalignment of any of the three arms. This can be utilized in
a variety of ways [12],

Influence of lattice disturbances on anomalous trans-
mission

The dynamical diffraction theory discussed so far
has only been concerned with perfect crystals. Real
crystals usually are not perfectly periodic but possess a
variety of defects which affect the periodicity to a great-
er or lesser extent and thereby influence the diffraction
properties. For example, a large number of small angle
grain boundaries, as in a mosaic crystal, destroys the
long-range periodicity so that there is a complete
breakdown of the conditions necessary for anomalous
transmission. On the other hand, one would expect that
in lightly deformed crystals the influence of the defor-
mation could be determined in much the same way
as in geometrical optics where beam propagation
through a medium of slowly varying refractive index
is treated.

An extension of the dynamical theory has in fact
been developed based on this analogy 131, The defor-
mation in the crystal is described by a slowly varying
reciprocal lattice vector, and it is assumed that a mode
of propagation remains a single mode as it progresses
through the crystal. To comply with the changing
lattice parameter, the mode of propagation must grad-
ually change its wave character and hence also its di-
rection of power flow. In general, it is found that as the
beam progresses through the crystal its path becomes
curved. At the exit face transmitted and reflected beams
emerge as in an unstrained crystal. The ratio of their
intensities depends on the angle the beam in the crystal
makes with the back surface.

We now give some examples of different types of
deformation and their
mission.

Example 1. 1f all the atoms in the reflecting planes
are moved parallel to these planes no effect is expected
since the distance between the reflecting planes remains
unchanged. All the atoms still lie on the nodal planes
of mode A. Again, subjecting the crystal to uniform
expansion or contraction does not change the trans-
mission since the periodicity is maintained;
the Bragg angles change slightly.

Example 2. A crystal in which the reflecting planes
are perpendicular to the entrance and exit surfaces is

effect on anomalous trans-

however,

81 B. Okkerse, Philips Res. Repts. 18, 413, 1963.

191 B. Okkerse, Philips Res. Repts. 20, 377 and 389, 1965.

(191 U. Bonse and M. Hart, Appl. Phys. Letters 6, 155, 1965.
(111 y. Bonse and M. Hart, Appl. Phys. Letters 7, 99, 1965.
[t21 U. Bonse and M. Hart, Z. Physik 190, 455, 1966.

P. Penning and D. Polder, Philips Res. Repts. 16, 419, 1961.
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bent so that there is a tapering of these planes which,
however, still remain flat. This can also be achieved by
means of a temperature gradient parallel to the reflect-
ing planes. The situation is shown diagrammatically
infig. 18. In thisexample as well the anomalously trans-
mitted beam is unaffected by the distortion. However,
the diffraction angle at the entrance surface is different
from the diffraction angle at the exit surface [141. The
distortion has no effect because modes of propagation
can be found which consist entirely of cylindrical (or
spherical) waves, whose origin is situated in the axis of
bending: all the atoms in the lattice then lie once
more on the nodal planes.

Example 3. If the deformation is such as to cause a
bending of the lattice planes, a large change in the
transmitted and reflected intensity can be observed [151.
Such a situation occurs when the lattice planes of
the last example make an angle other than 90° with
the surface as in fig. /9, or when a temperature gra-
dient is applied to the crystal perpendicular to the re-
flecting planes ( fig. 20). The path of the X-ray beam

Fig. 18

Fig. 19
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the transmitted and reflected beamsemerging from the
crystal depend on the angle the beam in the crystal
makes with the exit surface. The path of the beam is
also dependent on the angle of incidence.

Example 4. The effect of the strain field around a
serateh is illustrated in fig. 21. The lattice distortion
surrounding the scratch causes the intensity of the
transmitted and reflected beams to decrease so that the
scratch is visible as a region of reduced intensity.
When the distorted region is removed, for example by
etching, the scratch is no longer visible in X-ray photo-
graphs although the trace of the scratch can often be
seen optically as a groove. Bending the crystal gives rise
to stress concentrations around the groove so that the
“scratch™ is again visibie by X-rays.

Example 5. Dislocations represent another distur-
bance of the lattice, in the interior of the crystal. Here,
the exact matching of the atomic positions with the
nodes of the wave field is disturbed around the disloca-
tionsothattheanomaloustransmission pictures ofa par-
allel beam incident at the Bragg angle will contain the

Fig. 18. In a crystal deformed so that the lattice planes taper while remaining undistorted, the
nodes of a cylindrical standing wave can be matched to the tapering planes, which means that
the absorption of the transmitted beams is still small. The transmitted and the reflected beam
now emerge at an angle @ which is smaller than the angle of incidence 41, This type
of deformation can be produced by applying a temperature gradicnt parallel to the reflecting
planes.

Fig. 19. The path of the X-ray beam in a deformed crystal with a bending of the lattice planes.
The beam curvature is very much greater than the lattice curvature (roughly 107 times).
Additional absorption takes place. Minute curvatures can be detected in this way.

Fig. 20. Crystal with a temperature gradient normal to the reflection planes. Changing the
angle of incidence varies the path in the crystal. Path /: the power flow is parallel to the re-
flecting planes at the exit surface. Path 2: the sume in the middle of the crystal. Path 3: the
same at the entrance surface. Path 2is the path of minimum absorption. For path / the inten-
sity of R is approximately equal to that of T'; for paths 2 and 3 the intensity of R is greater than
that of T (15,

in the crystal is now strongly curved. This curvature is
very much greater (roughly 104 times greater) than that
of the bending of the lattice planes, and so for most
of its path the beam will cut across them and thereby
undergo considerable absorption. The intensities of

shadows of dislocations. This property has been devel-
oped into a method of revealing dislocations in highly
perfect crystals which will be discussed now. The me-
thod is generally referred to as the Barth-Hosemann
technique [161.
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a b c

Fig. 21. a) The influence on anomalous transmission of a scrarch
on the back surface of a germanium crystal. In (5) the scratch is
removed by etching and in (¢) the crystal is bent subsequently. In
(a) a lattice distortion is present around the scratch, in (¢) the

stress around the remaining groove is higher than in the bulk of

the bent crystal. The strong contrast in (¢) occurs because of the
different bending of the lattice planes on the two sides of the
groove causing the reflected intensity to be greater than the trans-
mitted intensity in one case and smaller in the other case. The
pictures were made with the reflected beams.

The Barth-Hosemann technique resembles the Lang technique
described earlier in this journal U171, An essential ditference is
however that in the Lang technique only very thin crystals
(#oh << 1), whercas in the Barth-Hosemann technique only thick
crystals cuan be used (uo/ 10). As a consequence the disloca-
tions show up in the Lang technique as regions of enhanced
transmission.

Revealing dislocations by anomalous transmission

The principle of the Barth-Hosemann technique is
shown diagrammatically in fig. 22. In a highly perfect
crystal of sufficient thickness (uo/t > 10) only the rays
nearly parallel to the reflecting planes can reach the
back surface. Therefore, the emerging reflected and
transmitted beams will produce on a film two equal
projection pictures (topographs) of the part of the
crystal traversed. In these pictures the images of all
points lying behind each other in the direction parallel
to the reflecting planes will coincide. It is common
practice to use the reflected beam only; the transmitted
beam is then intercepted by a lead screen. Because the
crystal itself acts as a plane collimator theincident beam
may be rather divergent in one direction, namely the
direction perpendicular to the reflecting planes. The
only disadvantage of such a divergent beam is that rays
incident at the Bragg angle corresponding to the
Koy and also the Ko wavelength (and possibly the
KpB wavelength) will be present, so that multiple
images result, which will affect the resolution of closely
spaced dislocations in the direction perpendicular to
the reflecting planes.
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The resolution in the direction parallel to the re-
flecting planes is governed entirely by the size of the
X-ray focus in this direction. The crystal does not give
any collimation in this direction. The smaller this size
of the focus, the better the resolution.

To avoid images due to CuKp, a nickel filter can
be placed over the exit window of the X-ray tube.
Alternatively, the Kf images can be avoided by previ-
ous collimation so that the angular spread of the in-
cident beam is less than the difference in Bragg angles
of the Ko and K components of the radiation used.
This has in fact been done in the experimental arrange-
ment used at the Philips Research Laboratories in

~(220)

V.

4

Fig. 22. Principle of the Barth-Hosemann technique for revealing
dislocations. A divergent X-ray beam is incident on the crystal
S. Only those rays which arc incident at an angle differing
not more than a few seconds from the Bragg angle will be
anomalously transmitted; all the other rays will be strongly
absorbed in the thick crystal. Dislocations situated in the illumi-
nated region of the crystal are visible on the tilm in both the T
and R images as regions of low intensity.

Eindhoven, shown in fig. 23, in which an effective
X-ray focus of [ < I mm is available. Since the beam
is small in the direction perpendicular to the reflecting
planes we need to scan the crystal in this direction,
in order to get a complete picture of the crystal. As
we move the crystal and the film together in the same
direction the topographical relationship between crys-
tal and film is preserved in the overlapping diffraction
images produced in the successive positions. This
scanning movement gives the additional advantage of
smoothing out the local intensity variations of the
X-ray source.

1111 H. Cole and G. E. Brock, Phys. Rev. 116, 868, 1959.

(151 B. Okkerse and P. Penning, Philips Res. Repts. 18, 82, 1963.
(161 H. Barth and R. Hosemann, Z. Naturf. 13a, 792, 1958.

(171 A. E. Jenkinson, Philips tech. Rev. 23, 82, 1961/62.
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Fig. 23. Diagram of the equipment used at the Philips laboratory
in Eindhoven for recording topographs by means of the Barth-
Hosemann technique. A suitable X-ray generator is the standard
Philips PW 1010 with a copper target. The best operating condi-
tions for this work are 26 kV and 36 mA. At this rating the ratio
of characteristic to continuous radiation is favourable. The speci-
men S is attached to a lead plate Pbwhichhasasuitablehole. Both
are then attached to the plate P of the goniometer. The diffracting
planes are parallel to the plane of the ribbon-shaped X-ray beam
from the collimator C. To obtain this orientation, the specimen
can be rotated about the axis y (/). Means of adjustment in the
vertical direction is also provided (/I). To set to the appropriate
Bragg angle, corresponding rotation is provided (/II). A reci-
procating motion (IV) along the x-axis ensures that the whole
crystal is scanned by the beam. A further degree of freedom is al-
so provided around the x-axis (V). Finally the whole goniometer
can be displaced bodily in the y-direction (VI). The film holder
(not shown) is mounted on the base of the goniometer and
undergoes the same reciprocating motion as the specimen. It can
be set at any angle with respect to the specimen but is usually best
set parallel to the specimen. One beam can be suppressed.

With referenceto fig. 24 we now calculate the distance
Ox between the Koy and the Kap images to learn to
what degree it affects the resolution. This distance on
the film is given by

S00

ox = ———.
x cos? @

Since A = 2d sin @ it follows that

_Ssin@ Ly
= cos3@ 1

The minimum distance dxm of the images occurs when
we place the film as close to the crystal as possible, i.e.
atadistance Sy = /2 sin ©. Asin thiscase / = 1 mm,
we can calculate that for (220) reflections in germanium
0xm = 1% wm, wh<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>