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This paper presents an overview of the Digital Daia Sysiem. The services
lo be provided are described and the premises for establishing both service
and system objectives are discussed. The nelwork concept, planning for
its growth and administration, and a description of the network elements
are presenled as an introduction to the detailed papers which follow.

I. INTRODUCTION

The Digital Data System (pps) is a new data communications net-
work that is integrated into the nationwide telecommunications system.
With this network, Dataphone® digital services are available. Point-to-
point and multipoint private line services are provided. The first
allows digital communication between two subscriber terminals, while
the latter allows several terminals at different locations to share a
common transmission channel. Data rates of 2.4, 4.8, 9.6, and 56.0
kb/s are offered. These services are similar to those which have heen
available for the past deeade using analog telephone channels of various
bandwidths. The new system, however, utilizes station-to-station
digital transmission techniques as contrasted to modulation and de-
modulation of digital signals to and from analog form for transmission
over telephone channels,

Existing business machine terminals are directly usable on the
system through industry standard interfaces or, if the customers prefer,
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connection may be made at a four-wire channel service interface.
Data transmission is synchronous; timing signals are always supplied
from the network.

The pps has become practical and desirable through the large-scale
deployment of digital transmission systems in metropolitan areas, the
development of long-haul digital transmission systems, progress in
technology, and the development of a sufficient market for the services.
It offers economies in the cost of transmission and, by taking advantage
of the regeneration, monitoring, and protection approaches applicable
to digital signals, it promises a higher-quality service than has been
realized in using analog telephone systems for data communication.

The system is complex in that it comprises many elements of hard-
ware, planning, operation, and administration. A unique set of abbre-
viations and acronyms has naturally developed. The appendix is a
glossary of those used in this and the accompanying papers.

Il. A DDS SERVICE

A point-to-point Dataphone® digital service in which a customer’s
channel interconnects two stations located in different cities is shown
in Fig. 1. Three main parts of the pps are readily identifiable: a local
distribution system that makes use of readily available telephone
distribution cable pairs to reach the subscriber, a metropolitan area
network of digital lines for collecting customer channels from many
serving central offices into one “hub” office which acts as the serving
test and administration center, and the intercity network of long-haul
digital transmission facilities.

From a station, the customer’s channel is carried to a local serving
office by & newly designed loop transmission system which includes
station equipment, a four-wire loop {cable pairs), and an office channel
unit which processes the data signals into a format for entry into the
network. The local serving office serves as a collection point for
individual channels.

The channel is then combined with other channels terminating in
the same serving office by a time-division multiplexer into one high-
speed signal for efficient transmission over a digital line to a hub
office. A hub office acts as a collection point for channels coming from
numerous serving offices in the metropolitan area. In the hub office,
the channel is separated from other channels by demultiplexing it from
the incoming high-speed bit stream to provide maintenance test access
and to allow it to be connected to the desired long-haul transmission
gystem.

The channel is then combined with other channels destined for the
game distant city by & time-division multiplexer into a single high-

812 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1975



]

5351W34d
43IW0.1snJ

.IT!

FOVAHILNI T
43wousn) —

nso

4001 _ _
Iy

‘2a1AI98 s¢a juiod-0y-yuod y—1 31
AUOMLIN NYLIOJOHLIN

30430

_ _—_ 3Nn
o Iviioig

o - 30430 ___
anH

e 334D
anH

STINNVHI
Hanl "™
Wol wWal
INVH woL fe—
N0 e L03NNDI-55043
aHY084SIL
$331440 VLM
9107 =t w0l
Y3H10
SWILSAS NOISSINSNYEL 378Y¥3 HD 0IOVH TYLINQ
AHOMLIN TNVH-IKOT
5331440
WOL fet-ie 14307
HIXITAILINW NOISIAD IWIL-WaL
0¥v0d153L H3HLD LIND TANNYHD 33144D-N30
vl LINA 3JIAHIS V1VO-—NSa
” S1INNYHD
INVHY [ 4310
bl WOL -
L1J3INNOJ-SS{HI WOL e walL
—— 30v4y3ini
R 20 nso — HIROLENT

o _awn 33440
TvLiaia 01

YUY NVLIMNOJOHLIIN

v
||I_A|. mﬂﬁ_.hk- — sasINud
HIWO0 L[5R]

AYOMLIN — — — Noingiisig _
1¥a01

813

SYSTEM OVERVIEW



speed signal for long-haul transmission through the intercity network
to the distant hub office. The high-speed signal may be carried over
radio or cable systems of several types.

When the high-speed signal reaches the hub office in the destination
city, the individual channels are again separated and each is made
available for maintenance test access. The customer’s channel is then
routed to the desired serving office via multiplexers and digital lines
in the metropolitan area network and finally to the second station
by means of a local loop-transmission system.

This example shows the most simple point-to-point channel including
a single link in the long-haul intercity network between hub offices
and one local office in each of the two cities involved. In reality, a
customer’s channel may pass through several local and hub offices of
different kinds while traversing the network and may be demulti-
plexed and remultiplexed several times to efficiently load each link
encountered.

IIl. NETWORK CONCEPT

It is planned that the pps will rapidly grow into a nationwide net-
work arranged in a three-level facility hierarchy. The highest-level
regional hub offices are interconnected by large cross-section trans-
mission facilities and are located along major existing radic and cable
transmission routes. Second-level sectional hub offices home on and
have transmission links to only one regional hub. Third-level metro
hub offices, in turn, home on only one sectional hub office. Within this
three-level framework, the geographical area surrounding a hub office
is designated either a class I, class II, or class III digital serving area
(psa) corresponding, respectively, to the level of hub office. Facility
engineering rules have been developed to provide the required digital
transmission capacity between any psas in the network in a manner
that realizes efficient loading of the facilities.

Each hub office contains time-division digital multiplexers, timing
supplies, digital testboards, cross-connect arrangements for flexible
channel interconnection, and customer loop terminations for the
immediate geographical area. Transmission throughout the network
is synchronous. One regional hub office will ultimately contain the
timing supply that acts as the master source for the entire network.
This supply will be locked to the Bell System reference frequency
standard. Timing is derived in each office from selected incoming
communication bit streams and is successively passed to equal or
lower-level offices in the same manner. This approach synchronizes
the entire network by creating a tree-structured timing network.
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Homing on the hub offices of the three-level intercity network are
the metropolitan networks of serving central offices. An example is
shown in Fig. 2. Local serving offices are designated either as inter-
mediate offices or end offices. They are at the end branches of the
tree-structured timing network and derive timing information, in the
gsame manner a8 higher-level hub offices, from selected incoming bit
streams, The manner in which local offices are engineered and desig-
nated is determined by the characteristics of a particular metropelitan
area and the network configuration best suited to the existing central
office locations and subseriber distribution. As in the hub offices, local
offices contain digital multiplexers, timing supplies, and subscriber
loop terminations.

Standard telephone loop plant is used from the nearest pps central
office, local or hub, to reach the subseriber premises, Station terminal
equipment is provided to operate at the service data rate and with the
appropriate interface,

HUB SERVING
AREA NO.1

—— ——
e e — ot CUY

—

HUB SERVING
AREA NO.2

——— — T1LINE(S)

— HUB QFFICE

III — LOCAL INTERMEDIATE OFFICE

— LOCAL END OFFICE

Fig. 2—Example of pps metropolitan network,
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All long-haul facilities in the network are protected by the normal
radio or cable protection-switching systems. Digital line facilities in
the metropolitan area plant are continuously monitored and protected
by standby lines. Time-division multiplexer terminals are continuously
monitored and, if a failure oceurs, protection equipment automatically
takes over. Service-affecting failures result in major alarms, while
failures covered by protection equipment result in minor alarms calling
for maintenance effort.

Transmission testing for installation or maintenance of subscriber
channels is carried out primarily from testboard positions located in
hub offices where each channel may be accessed with digital test equip-
ment. Remotely controlled loop-around features activated by digital
control code signals make it possible for a testhoard operator to isolate
trouble to the station, loop, or network without aid from either the
subscriber or another testboard operator. Most troubles in or between
offices are detected and appropriate personnel informed by alarms
before the customer has reported a trouble.

Facility assignment, monitoring, and restoration activities are
carried out by the same centralized approaches as have been recently
evolving for voice telephone facilities. Within metropolitan areas, this
is primarily through T-carrier restoration control centers, and, in the
long-haul plant, by regional operating control centers.

IV. OBJECTIVES

New approaches have been taken in establishing both service and
system objectives for the pps.' It is recognized that the long-term
average bit error rate is not a complete characterization of the per-
formance of a data communication service. For the user to plan effec-
tive communication systems, a more useful characterization of per-
formance includes (¢) the expected amount of the time the service
will be available for use, and (¢7) knowledge of how error events are
distributed in time while the service is available. These are the terms
in which the objectives for the pps have been established. Equipment
designs, maintenance approaches, and administrative procedures have
been directed toward achieving the cbjectives.

In establishing error performance objectives, the causes of errors
were considered. These include such events as protection switches of
terminals or transmission links and radio transmission fades. From
past experience, it is known that errors usually occur in bursts that can
cauge congiderable variation in the measured average bit error rate
but have little effect on the efficiency of the communication. An ob-
jective has been established to provide transmission which is error-free
in 99.5 percent of all one-secand intervals. This objective now offers
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guidance, for example, in the design of terminals that use block re-
transmission for error correction and places a bound on the overall
throughput efficiency that can be expected.

In establishing serviee-availability objectives, the kinds of failures
that can occur as well as experience in restoring such failures have
been considered. An objective has been established that a customer’s
service will be available for his use an average of 99.96 percent of the
time. Allowable outage time is allotted to the various parts of a
customer channel. After realistic experience values of repair or restora-
tion time are applied to the transmission systems, subscribers’ loops,
etc., the remaining time within the objective is allotted to new parts
of the system. Where necessary, automatic protection features have
been included in terminal or transmission system designs to eliminate
most causes of system outage. Maintenance alarm and testing features
with appropriate procedures are designed into the system for isolation
of trouble conditions and initiation of repair based upon allocations
within the objectives.

Planning the system design and operation, while based upon new
approaches to establishing objectives, has followed the concepts of
centralized administration and restoration control that have been
introduced into the telephone network. pps signal transmission formats
are identical to those of PcM voice systems, so they require no special
treatment or recognition for either maintenance or administrative
activities.

V. NETWORK PLANNING

Communities of interest requiring data communication services are
geographically widespread. For the pps to provide effective communi-
cation systems, the network must grow to reach almost every part of
the country. Growth must be simultaneous in two dimensions: the
interconnection of many metropolitan areas by long-haul digital
routes and the penetration of each area to a large number of serving
central offices.

Developing a viable growth plan? requires the determination of not
only a facility network but also the rate of growth in each dimension
if the available resources are to be properly used. Estimates of the
potential market and location, and information on available or planned
transmission routes, have been the basic inputs to the planning studies.
Computer aids have been developed to assist in optimizing the initial
and growth configurations of the intercity and metropolitan area
portions of the network. The output of these aids is directly usable in
engineering the system, in forecasting, and ultimately in programming
equipment manufacture.
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Many objectives and features of the network have led to new areas
of planning. For example, maintaining the network synchronization
plan requires long-term centralized control of the plan and rapid
availability of information to permit connection of new offices or
routine rearrangements. New forms of circuit-layout cards specifically
designed for digital channels must be available quickly at numerous
locations so that tests may be conducted and trouble isolated within
objective time limits. Time-shared computer approaches are being
utilized where possible for these and other areas of network planning
and administration.

V. NETWORK ELEMENTS

Development of the pps network concept required the formulation
of a plan to use the digital transmission systems already available, or
planned for various other services, and definition of the required equip-
ment or systems specific to data services and their unique objectives.
The T1 carrier ps-1 digital signal rate {1.544 Mb/s) offered a basic
digital capacity available in both short-haul and long-haul transmis-
sion plant. Subscriber loop cable plant offered the practical way of
reaching the subscriber premises. The additional systems requiring
design and development effort to implement the network were the
loop and station transmission system, time-division multiplexers and
protection equipment, channel interconnection arrangements, test ac-
cess and test equipment, and timing supplies for signal synchronization.

Figure 3 shows the relationship of network elements below the 1.544-
Mb/s (ps-1) digital transmission level.

6.1 Loop transmission system

The subscriber loop transmission system® utilizes twisted-pair cable
facilities to provide full-duplex four-wire transmission between the
subscriber’s premises and his serving pos office. The loop is terminated
in either a data service unit (psu) or a channel service unit (csu) at
the subseriber’s location and in an office channel unit {ocu) at the
central office. A psu interfaces a business machine terminal with in-
dustry standard control, timing, and data leads and performs all the
signal shaping, encoding, and decoding necessary to communicate with
the network. A c¢svu provides only the necessary circuitry to properly
terminate the loop with a well-defined interface and allow it to be
tested from a central office location. Where a ¢svU unit is provided, the
timing recovery and signal encoding and decoding is ineorporated
into the business machine terminal. Transmission on the loop is bi-
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polar baseband with specific violation patterns to encode test and
supervisory control information into the bit stream. Pulse rates are
at the service data rate. Transmitting power levels are chosen to
minimize the problems of pair selection and coordination with other
gervices in the same cable sheath. The ocu performs similar functions
to those of the nsu toward its loop side. On the central office side, it
forms the data signals into a “byte” format, adds the necessary con-
trol information, and, regardless of the service data rate, builds the
signal up to a universal 64-kb/s interconnection rate that has been
designated as a “‘ps-0’’ signal. This prepares the signal for interconnee-
tion to multiplex ports, junction units, or other subscriber loop
terminations.

6.2 Time-division multiplexers

A two-stage synchronous multiplexer organization has been de-
veloped.* The first stage is available in arrangements that accept
either twenty 2.4-, ten 4.8-, or five 9.6-kh/s service rate channels, each
having been converted to the ps-0 format by the office channel unit,
and deliver a single ps-0 signal. Since the multiplexing organization is
synchronous, the required rate-changing is a simple process of “byte”
repetition or deletion. Two types of second-stage multiplexers are
provided: the Tipy which eombines up to 23 data channels into a
ps-1 signal format, and the Tiws4 which, in eonjunction with &
D-type channel bank, eombines a flexible mixture of up to 24 data
and voice channels into the same format. The latter type provides less
equipment redundancy and is more economically suited to central
offices serving a small number of pbs subscribers. The channels derived
by either will accept the ps-0 signal from office channel units, first-
stage multiplexers, a 56-kb/s service rate channel, or other multi-
plexer ports. Modular hardware design of the multiplexer terminals
aliows complete freedom to equip only the channel capacity required,
and to change capacity by addition or removal of plug-in circuit
modules without service interruption. Performance-monitor equipment
continuously scans the multiplexers in an office and, if a persistent
failure is detected, causes protection circuitry to be switched into
operation.

By application of the two stages of multiplexing, a flexible mix of
customer channels may be derived from a 1.544-Mb/s ps-1 signal which
ranges from 23 operating at 56.0 kb/s to 460 operating at 2.4 kb/s.
The economics are evident when a eomparison is made to the 24 voice-
frequency analog channels normally derived by a D-type channel bank
from a ps-1 signal, which could be used as 24 data channels operating
at 2.4 kb/s.
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6.3 Channel interconnection

Interconnection between loops or channels in an office is always
accomplished at the 64-kb/s (ps-0) signal rate. In local offices, this
may be through jack and connector panels, while in hub offices the
interconnection is by plug-ended jumpers on a DSX-0 cross-connect
frame. The former provides test access and limited cross-connect
flexibility, while the latter provides total flexibility of equipment
assignment, channel interconnection, and introduction of jack field
appearances for test access.

Since all signals at the psx-0 cross-connect are in the universal 64-
kb/s format, any channel may be cross-connected to any multiplex
port of equal or higher rate designation. For example, a 4.8-kb/s
channel can be connected to a 4.8-, 9.6-, or 56-kb/s port, but not to a
2.4-kh/s port. This feature makes it possible to minimize or eliminate
the installation of first-stage multiplexers until the number of channels
required is large enough to necessitate efficient use of the line capacity.

6.4 Multipoint channel arrangements

Multipoint junction units, interconnected at the psX-0 cross-connect,
permit a number of channels and/or loops to be associated with one
multipoint communication system. This arrangement is similar to a
full-duplex telegraph hub in concept. The maintenance testing fea-
tures, however, allow remote selection of ““legs,” which facilitate one-
man testing of a multipoint service.

6.5 Synchronization timing supplies

All multiplexers, channel units, junction units, and test equipment
within an office operate synchronously from one timing supply which
derives its frequency information from a selected incoming bps-1
facility.®

The timing supply in a hub office is designated a “nodal timing
supply.” The frequency of this supply is inherently contained in trans-
mitted ps-1 signals, and is therefore passed on to other offices of equal
or lower level in the transmission hierarchy. The hardware is totally
redundant, since failure would disable all communication through the
office. Occupying so strategic a position in the network demands that
the nodal timing supplies employ highly stable oscillators with memory
so that loss of incoming frequency information does not disrupt or
degrade performance on other facilities and channels through the office
before restoration or repair can be effected.

While the network is growing geographically, a nodal timing supply
will act as the master timing supply. Its loecation in the network will
change from time to time. Ultimately, one such supply will be con-
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nected to the Bell System reference frequency standard and become
the “master timing supply.”

The timing supply in local offices is designated a “local timing
supply.” It is, in principle, identical to a nodal timing supply with the
exception that lower-cost, less stable oscillators are used. Redundancy
is again employed to insure reliability and, since local offices are likely
to be unattended for relatively large periods of time, automatic
switching to a secondary source of incoming frequency information
is provided if such a source exists. A local timing supply may pass fre-
quency information to other local offices, but never back to a higher-
level office in the network.

6.6 Maintenance testing

A new digital testboard that will be located in facility hub offices
is provided for installation and maintenance testing of pps channels.®
A 450-channel-capacity testboard position provides a six-jack (four
transmission and two monitor) appearance for each channel. The full
duplex channels may be monitored in either direction of transmission,
or the channel may be opened and test signals transmitted and re-
ceived in either direction. Remote loopback tests may be conducted
around the loops shown as A, B, or C in Fig. 3. The loopback connec-
tions are activated and maintained by control signals and test data
generated by a digital transmitter test set. Return signals are ob-
served by a digital receiver test set. The test sets are an integral part
of the testboard design and are also available as portable test sets.

The testboard has a number of additional features suited to its
serving test center (src) functions. These include the ability to gen-
erate unique test codes which may be connected to a channel for ex-
tended periods of time when required in tracing a channel through the
network to locate a problem condition. A multipoint signaling unit
(Msu) provides a method of selecting a route through remote multi-
point junction unit (M7U) branches until a particular station is reached.
Loopback tests may then be conducted as with one end of a point-to-
point channel. Responses from each MIU encountered along the way
verify its identity and the selected branch by means of a numeric
display on the Msv. A telephone circuit with key equipment is provided
to pick up a number of order wire or dial lines for voice communica-
tion. All connections of test equipment to channel appearances are
made by means of retracting cord reel circuits. Display of status and
test results is by a combination of light-emitting-diode lamps and
light-emitting-diode numeric displays.

Use is made of the portable test set versions of the digital trans-
mitter and digital receivers in office equipment areas away from the
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testboard. Access is provided by test points on channel, junction, and
multiplexer units where individual customer channels or selected
channels from a multiplexed bit stream may be observed. In local
offices, jack and connector panels in the equipment bays provide access
to individual channels where loopback tests may be conducted in the
same manner as from a testboard.

The one-man testing capabilities designed into the system will en-
able craftspeople to quickly isolate trouble in a customer’s channel
and will, in conjunction with the many equipment alarms, aid in
identifying the type of maintenance required.

6.7 Facilities

Figure 4 depicts the digital transmission facilities that will be used
in the pps network. The hierarchy of facilities begins with the ps-1
(1.544-Mb/s) signal rate of the 11 carrier line. Within metropolitan
areas, the T1 line will actually be the primary facility used to inter-
connect local end offices and local intermediate offices to the hub
office.

DIGITS ON RADIC
DT RDT*
[0 Mafs — 3 6,312 MEfs)

DIGITS ON COAX
LMDT LMDT
(13 Mbfs — 2 6.312 mb/s}

I I
Gx T2 LINE DSX—
)

16.312 Mbis — 4 1.544 Mb/s) 2

RADIO P
1ARDT 1 :
B.312 Mbls | (1.544 Mbfs - 24 64 kbis) 8.312 b5

DSX— T1 LINE DEX—
1 (1.564 Mofs — 24 B4 kbjs) \:

1.544 piofs 1.544 Mb/s

"RADID DIGITAL TERMINAL

Fig. 4—Digital transmission hierarchy.
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Hub offices at all levels will ultimately be interconneected with a
variety of long-haul digital systems. During the early years of network
growth, the system most used will be the 1a radio digital system
{1arps) which operates at the ps-1 signal rate. This system, also
referred to as puv (data under voice), employs multilevel signal en-
coding and shaping to compress the baseband spectrum to a band-
width that oecupies the bottom 500 kHz of the radic baseband. In
this manner, a 1.544-Mb/s digital capacity may be derived from each
radio system in a route without reducing the message channel capacity
of the system.

As the network route cross-section requirements grow beyond the
capacity available by application of 1ambps, it will be necessary to
utilize higher-capacity systems. Several have been developed, al-
though not yet deployed. Up to four ps-1 signals may be combined
by the m12 multiplexer to form a ps-2 signal of approximately 6.3
Mhb/s. In some cable routes, this signal will be directly applicable to
the 12 digital line. Further combination of two Ds-2 signals (comprising
gight ps-1 signals) by the m2L multiplexer produces a signal that
will, by use of the L-mastergroup digital terminal (LMpT), oceupy one
mastergroup band of either the L4 or L5 coaxial cable carrier system.

Another alternative that has been successfully demonstrated for
large cross-section digital capaecity occupies a full radioc channel and
has a capacity of approximately 20 Mb/s. By use of m12 multi-
plexers, this system can provide up to 12 ps-1 facilities.

The range in digital capacity of the available transmission systems
and those currently being developed will allow selection to fit the
needs of the pps network during its early years of growth and to meet
the needs for the future.

All multiplexing above the ps-1 signal level is asynchronous, using
bit-stuffing techniques for rate synchronization. The pps utilizes hub-
to-hub synchrenization at the ps-1 rate; therefore, it is not necessary
to tie the pps synchronization network to any of the higher-level
multiplexers or transmission systems.

Vil. PHYSICAL DESIGN

A key consideration in the physical design’ of pps central office
equipment is flexibility: {7) to permit engineering, ordering, and
installation tc meet service needs, (#) to grow easily with short in-
stallation intervals, and (#4%) to allow rearrangements for changing
service needs with little or no downtime.

Initial and growth installations are greatly simplified by the use of
factory-supplied connectorized cables to interconnect bays of equip-
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ment or assemblies within a bay. Installation time and chance of
installer wiring error are greatly reduced.

Considerable flexibility has been realized within unit designs and
the total number of circuit pack codes held as low as possible by de-
voting special attention to the physical partitioning of circuit functions.
For example, the office channel unit {ocv) assembly can function at
any of the four data rates or mixes thereof by inserting appropriate
plug-in circuit packs. Similarily, the subrate data multiplexer (srpm)
assembly may be equipped with a flexible mix of 5, 10, or 20 port
multiplexers for 9.6, 4.8, or 2.4 kb/s channels by selecting the proper
circuit packs and the connectors into which they are plugged. Where
different channel operating rates are involved within the same equip-
ment assembly, color coding of circuit-pack face-plate labels is used
for identification.

Care has been taken to ensure reliability of channel connections at
the DsX-0 cross-connect where the interconnection of 64-kb/s signals
among channel units, multiplex ports, etc., is accomplished as a con-
tinuing activity. The cross-connect panels mount on duect-type bays
that can be located in the same lineup with other equipment bays.
Within the panels, four-wire plug-ended jumpers engage four recessed
pins in a plastic cell structure. Seated jumper plugs are automatically
locked in place to avoid accidental disconnections. Removal of a
jumper can be accomplished only with a special tool that is secured
to the bay.

Precautions have been exercised in developing cabling, shielding,
and grounding arrangements to ensure performance in the wide range
of operating environments to be encountered. Designs have been
realized that make it easy to introduce the required service capacity
into existing telephone central offices. While fixed equipment con-
figurations have been coded for convenience in engineering and order-
ing, the connectorized assemblies may be mounted on a miscellaneous
basis if special arrangements are desired by an operating company.

vill. SUMMARY

The services, the objectives, and the elements for realization of the
Digital Data System have been outlined. The papers that follow de-
scribe in more depth the systems that have been developed, the
strategies for their use, and the planning being carried out to provide
the features of a specialized digital data communications network,
while utilizing to a maximum the existing Bell System network and
its established operating methods.
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APPENDIX
Glossary of Acronyms and Abbreviations

Throughout this series of papers, certain terms, abbreviations, and
acronyms are used to simplify and shorten the presentation of ideas.
A listing of some more commonly used terms relating to the Digital
Data System is presented here with brief deseriptions.

ALBO Automatic line-build-out network.

AVAILABILITY Percentage of time that satisfactory data communica-
tion service is available. The term ‘“satisfactory’”’ implies that
terminal equipment and eables are in working order.

BASEBAND In the Digital Data System, a digital stream designated
to contain data for only one customer station. For example, data
on a customer’s loop or at the ps-0a level are at baseband, while
data at the ps-0B level are not at baseband.

BASEBAND OFFICE An office in a pDs digital serving area that contains
no pps multiplexing gear, but acts as a link-up point between the
four-wire connection to a customer’s station and an interoffice
eable.

Bepa (bay clock, power, and alarms shelf) A pps equipment shelf
used in conjunction with office timing supplies to supply timing
to equipment bays. It also supplies power to equipment in the
bays and combines alarms.

BIPOLAR R% (BPRz) (bipolar return to zero} A three-level code in
which alternate 1s change in sign (for example, 1011 becomes
+1, 0, —1, +1) and transitions between adjacent 1s pause at
the zero voltage level.

BIPOLAR NRz (BPNRz) (bipolar nonreturn to zero) The same as bipolar
Rz, except that transitions between adjacent 1s do not stop at
zero level.

&PV (bipolar violation) A violation of the alternating +1, —1 pattern
in a three-level code.

B6z8 (bipolar with 6 zero substitution) A coding scheme, imple-
mented by the m12 multiplex, whereby any group of six con-
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secutive zeros is converted into a known bipolar violation pattern
at the ps-2 level.

BYPASS CIRCUIT A DDs circuit that is routed directly from psx-0B
in the local access multiplexing section of a hub office to pax-oB
in the long-haul access multiplexing section without appearing at
DSX-0A.

BYTE In the Digital Data System, a group of eight consecutive
binary digits associated with a single user.

BYTE STUFFING In the Digital Data System, the technique by which
the bit rate of a digital stream is increased by repeating bytes and
transmitting them at a faster rate. The information content of
the stream is not increased.

CHAIN OFFICE A local end office having a Tiws4 at one of the inter-
mediate points connecting two links in a Tiws4 chain.

CHAIN See 7T1WBj chain.

CONTROL SIGNALS Signals in byte format used for synchronization,
status, and remote testing.

CROSS-CONNECT A piece of hardware used to interconnect multi-
plexers with line-terminating equipment and other multiplexers.
Access to signals is often available through jacks associated with a
testboard located near the cross-connect.

cp (circuit pack) A unit that contains part of the pps circuitry and
can be inserted into equipment shelves where required.

¢sU (channel service unit) A unit located on the customer’s premises
that terminates a pps channel and is used with the customer's
logic and timing recovery circuitry.

DATA MODE A condition of the psu with respect to the transmitter
in which its data-set-ready and request-to-send cireuits are own
and it is presumably sending data.

pps Digital Data System.

pps Loop That portion of an individual customer’s channel between
the station and its associated office channel unit (ocu).

pmc {data-message combiner) Combines analog multiplexed voice
signals with a ps-1 level data signal.

powN TIME Time during which data communication is not available
or is unsatisfactory (see Awailebilily) because of malfunction.
Time required for preventive maintenance is not included.

psa (digital serving area) The combined geographical serving areas
of a set of pps serving offices, as specified in the appropriate
tariff (s}. The pps office serving areas making up a pSA are not
necessarily contiguous, and a Dsa may overlap state and associated
company boundaries; however, a typical psa might encompass
one urban area of a single associated company.
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psy (Data Service Unit) A terminal located on the customer’s
premises for the purpose of accessing the Digital Data System
through a standard Electronic Industries Association (EIA) or
Comité Consultatif International Télégraphique et Téléphonique
{(CCITT) interface.

ps-0 (digital signal at the Oth level of the pps ToM hierarchy, the ps-0
level) A signal at the 64-kb/s rate (the ps-0 rate).

Ds-0A A ps-0 signal designated to carry data for only one station.
For subrate speeds, successive bytes are repeated as necessary
to match the customer’s data speed. Only ps-0a data signals ap-
pear at the psx-0a cross-connect.

pg-1 (digital signal at the first level of the pps Tom hierarchy, the
pe-1 level) A biopolar return-to-zero signal at a 1.544-Mb/s rate
(the ps-1 rate).

ps-2 (digital signal at the second level of the pps Tom hierarchy, the
ps-2 level) A bipolar return-to-zero signal at a 6.312-Mb/s rate
{the pa-2 rate).

psx-0 (hub X-conn) Digital cross-conneet used to interconnect
equipment at the ns-0 level. Note that no cross-connects are used
in poe local offices.

bsx-0a (sTc X-conn} The psx-0 digital cross-connect at a pps hub
office where individual customer circuits are properly routed.

psx-0B (multiplex X-conn) The psx-0 digital cross-connect at a bos
hub office used to connect Tipm and TiwB4 ports with 8rRpMs
and to connect Tlpm and/or TiwB4 ports together for through
or bypass circuits.

psx-1,2,3 Digital cross-connect used to interconnect equipment, pro-
vide patch capability, and provide test access at the ps-1, ps-2, or
p&-3 level respectively.

DPUPLEX A communication mode in which transmission ean oceur in
both directions simultaneously (sometimes referred to as full
duplex).

pUTY cycLE The percent of a single pulse period {for a 1) during
which the voltage is nonzero.

pUV See 14ARDS.

EFFICIENCY OF DATA COMMUNICATIONS Percentage of one-second in-
tervals in which data are delivered free of error.

Ers Error-free seconds.

ENn OFFICE In a digital serving area, a local office that passes on
toward the hub-only circuits that entered the office over local
loops. The main function of an end office is to combine several
individual customer channels, by means of pbs multiplexers, and
to transmit the combined bit stream toward the sTc hub.
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FMT/FMR (FM transmitter and ¥ receiver) Used with broadband
radio systems.

FOUR-WIRE ciRcurtr A facility that provides two full-time, inde-
pendent channels for transmission in opposite directions. It is
historieally associated with two wires for transmission and two
wires for reception.

rraME On a 71 line, 193 binary dibits, that is, 24 bytes plus one
framing bit.

HALF DUPLEX A facility that permits transmission in both directions,
but only one direction at a time.

mir  Any disruption of service that persists for less than one second.

"HUB An offiece in the Digital Data System that combines the ps-1
data streams from a number of local offices into signals suitable
for transmission over pps facilities at the ps-1 level or above.
Cross-connects at a hub are made via psx-0. Also see 87C hub, Col-
lection Hub, Regional Hub, Sectional Hub, and Metro Hub.

HUB CROSS-CONNECT See DSX-0.

IDLE cODE A hipolar violation sequence transmitted by the psu to
indicate no data are being sent over the line.

IpLE MODE A condition of the psu with respect to the transmitter
in which its data-set-ready circuit is ox, but its request-to-send
circuit is oFF, and it is sending idle code.

INTERMEDIATE OFFICE In a pps digital serving area, a local office that
passes on toward the hub circuits that entered the office over a
T1 line, in addition to those that entered over local loops.

1sMx {integral subrate multiplexer} A subrate multiplexer arrange-
ment used only in local offices, in which the subrate multiplexing
funetion is eontained within the ocu shelves.

Jcp (jack and eonnector panel) A unit used in a local office to connect
the various equipment pieces and to provide test access with
portable test sets. See M-JCP and 83-JCP,

kb/s Kilobits (10° bits} per second.

LoFMc (long-distance faeilities maintenance center) A long-lines toll
test room concerned with maintenance of long-haul digital
systems.

LMps (L-mastergroup digital system) A system that provides for the
transmission of two ps-2 signals in one of the mastergroup bands
of the L4 or L5 coaxial cable systems.

LMpT L-mastergroup digital terminal.

LOCAL ACCESS MULTIPLEXING The multiplexing equipment in a pps
hub office dedicated to combining circuits for transmission to
local offices or another hub office in the same digital serving area.

rocal LooP The cable pairs between a pps office and customer
premises.
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LOCAL OFFICE A DDs office that concentrates “‘on-net” customer eir-
cuits into T1 streams which can be transmitted to a hub office.
Cross-connects at a local office are made via Jeps.

L1s (local timing supply) Common timing source for a pps local
office. In the absence of input timing information, this unit is
less stable than the NTs.

LONG-HAUL Transmission distances typically beyond 50 miles utiliz-
ing, for example, Tp, T2, L1, or L5 facilities.

LONG-HAUL ACCESS MULTIPLEXING The multiplexing equipment in a
ppg hub office dedicated to combining circuits for efficient trans-
mission to other local serving areas.

LOOPING (LOOPBACK) A testing procedure that causes a received
signal to be transmitted (i.e., returned to the source).

Mb/s Megabits (10° bits) per second.

M12 A multiplexer that combines four ps-1 signals into a ps-2 signal.

METRO {cLASS I11) HUB A hub office in the lowest of three levels in the
interhub routing hierarchy.

MTs (master timing supply) The modified nodal timing supply that
receives input timing information from the Bell System reference
frequency standard and provides this timing information to the
rest of the system.

METROPOLITAN AREA See Digital Serving Area.

M-Tce A jack and connector panel that gives access to the ports of a
TIDM OT & TIWB4.

MJu (multipoint junction unit) A unit employed at a pps hub office
to link together three or more segments of a multipoint circuit.

MULTIPLEX CROSS-CONNECT See DSX-0B.

MULTIPOINT A customer circuit with more than two end points. One
end point is designated the “control’” station.

MsU (multipoint signaling unit) A device used in conjunction with
the DDs test equipment to isolate and test various segments of a
pps multipoint circuit.

MUx Multiplexer.

N1 (nodal timing supply) Common timing source for a pps office.
This unit is highly stable in the absence of input timing informa-
tion, and is only used at hub offices.

ocy (office channel unit) A terminal located in the central office
which terminates the customer’s loop and provides signal and
format conversions between the two types of baseband signals
{Ds-cs and Ds=04).

OFF-NET A location beyond the primary serving area of the Digital
Data System.

OoN-NET A location within the primary serving area of the Digital
Data System.
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1arDs (14 radio digital system) A system that provides for the
transmission of one Ds-1 signal over a microwave radio link. This
gystem is also known as data under voice (pUv).

1aRDT (1A radio digital terminal) A digital terminal used in the
1ARDS which converts a r1 line signal to a seven-level partial
response format. The resultant signal has a bandwidth of 0 to
500 kHz, and it can be transmitted below the message on & radio
facility.

oUTAGE Any disruption of service that persists for more than one
second.

pcM (pulse code modulation) The process in which analog signals are
sampled, quantized, and coded into a digital bit stream.

pLL (phase locked loop) A circuit containing a variable frequency
oscillator whose phase is compared with a reference signal. By a
suitable feedback mechanism, both signals are forced to agree in
frequency and possibly in phase.

q (quad) A group of four wires that carry a four-wire circuit.

rocc (regional operations control center) Coordinates the restoration
of failed 14, L5 carrier, or To/TH radio routes.

sLtp A defect in timing that causes a single bit or a sequence of bits
to be omitted or read twice.

sitorT-HAUL Transmission distances typically less than 50 miles.

sM-ycp A jack and connector panel that gives access to the ports of a
subrate data multiplexer.

STC BERVING AREA The geographical area for which an src has
maintenance responsibilities.

src (serving test center) A test location established to control and
maintain circuit layout records {cLr), receive customer trouble
reports, assist in the checkout of newly installed stations, perform
trouble localization, and coordinate service restorals.

STC CROBS-CONNECT See DSX-DA.

stc HUB A hub office that has an sTc.

STC HUB SERVING AREs The geographic area covered by all pps
customer stations that home on a single svc hub office.

STRAIGHTAWAY TEST A test procedure in which a test signal is
transmitted from one point to a receiver at a different point.

sppM (substrate data multiplexer) A unit that combines a number of
data streams at or below some basic rate (2.4, 4.8, 9.6 kb/s) into
a single ps-0B 64-kb/s time-division multiplexed signal.

sUBRATE In the Digital Data System, a data bit rate that is either
2.4, 4.8, or 9.6 kb/s.

Tcac (T-carrier administration center) A center with responsibility
for the maintenance and restoration of the T-carrier facilities on
an automated basis.
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TD-2, -3, ete. A point-to-point mierowave radio transmission system.

oM (time division multiplexing) The process of combining a number
of digital signals into a single digital stream by an orderly assign-
ment of time slots.

TEST MODE A condition of the psv in which its transmitter and re-
ceiver are inoperative because of a test in progress on the line.

TRec (rl-carrier restoration and control center) Performs the same
functions as the Tcac, but on a manual basis.

T1 AUTOMATIC STANDBY UNIT {T1AsU) A unit that monitors a regular
1 line and its standby T1 line, and automatically switches
to the standby, based on the bipolar violation rate of the regular
line.

T1LINE A digital trausmission line that carries data at the 1.544-Mb/s
rate (ps-1 level); in pps, it is used primarily for short-haul links.

TipM {T1 data multiplexer) A multiplexer that is capable of time-
division muitiplexing up to twenty-three 64-kb/s channels and
synchronizing information into a ps-1 signal.

TlwB4 A voice-data multiplexer capable of combining up to twelve
64-kb/s ps-0B data channels with pcM-encoded voice channels
from a p3 or D1D channel bank. The resultant Tom format is a
ps-1 signal. Development is under way to permit up to 24 ps-0B
data channels, instead of up to 12.

TIWRB4 CHAIN An arrangement using Tiwsb4s to allow a local end
office and up to two chain offices to share usage of a single T1
line, which is routed to an src hub.

T2 LINE A digital transmission line that carries data at the 6.312
mh/s rate (ps-2 level) for distances up to 500 miles.

vOICE MMX (voice mastergroup multiplex) Used to combine 600
voice channels into a spectrum suitable for transmission via
broadband radio systems.

X-coNN Cross-connect.
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The wtilitarian aspect of the Digital Data System s discussed with
emphasis on performance objectives that will be imporiant when data
communications is inserted inlo a system of data processing. Objectives
for the dependability and quality of deta communications are quaniified
and evaluated in terms of their impact on daie processing. Characteristics
of the several types of channels available are described in detail along with
operational features of particular importance at the interface between dala
communication and data processing.

. PERFORMANCE OBJECTIVES
1.1 General

Modern industries are motivated to centralize the control of their
integrated operations at a powerful computer and to disperse important
operational functions to outlying areas. Modern telecommunications
provide the data transmission services that are essential to coordinate
dispersed functions with centralized control. Viewed in this light, data
communication becomes one link in a larger chain of operations.
Objectives for the reliability and quality of data transmission are
evaluated in terms of their impact on the larger operation. Data service
should generally be deemed excellent when the capability of a data
processing system is not diminished perceptibly by the insertion of data
communication,

1.2 Availability

The dependability of data service may be expressed in terms of
availability, which is simply the complement of average annual down
time. The dependability of the service of the pps is quite naturally
related to the inherent reliabilitv of the network of telecommunications
facilities from which individual data transmission paths are derived.
Dependability of service has been enhanced by providing for auto-
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matic substitution of standby facilities during emergencies. The most
vulnerable part of the service tends to be the portion of plant that is
necessarily dedicated to s single user, where redundant facilities would
be most expensive. With automatic substitution to maintain con-
tinuity of service during failure of facilities in the common network
and with prompt repair of dedicated plant, the design objective for
DDS services is to attain average availability of at least 99.96 percent.
This objective would permit average annual down time no greater
than 210 minutes, which amounts to 0.04 percent of the total time
in the 24-hour days of a 365-day year. Thus, communications down
time is expected to be a small fraction of the total down time of an
entire system of data processing.

The causes of communieation failure cover such a wide range of
possibilities that it is not possible to speecify an amount of down time
expected in a particular year for the maximum duration of failure if
it should oceur.

1.3 Qualily

Along with stringent objectives for availability and maintainability,
a quantitative description of the quality of data communieations is
necessary to guide efficient use of the service. It has been traditional to
describe the quality of data communication in a simple one-number
characterization called error rate, which is the ratio of bit errors to
the total number of bits transmitted in a test period. Efficient utiliza-
tion of data services, however, depends on the exact structure of error
patterns as well as the average probability of bit error. For example,
where data is blocked into messages containing substantial numbers
of bits, the throughput efficiency realized is sensitive to the correlation
among bit errors. If bit errors are independent (i.e., no correlation),
the number of messages that must be retransmitted to avoid error ig
very nearly equal to the number of bit errors. Where bit errors are
clumped within the block interval, the number of error-free messages
is substantially greater than indicated by the average probability
of bit error. To minimize the impact of imperfect data communieation
on the overall system of data processing, the design objective for
average efficiency of data communication is to attain 99.5-percent
error-free seconds. The percentage of error-free seconds is not related
to the more familiar bit-error rate in any simple way, but the propor-
tion of error-free seconds is often estimated by the mathematically
convenient, relationship,

r(EFs) = (1 — P,)5,

which gives the probability of an error-free second that would arise
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from the probability of bit-error P, at bit rate B. This formula con-
sistently underestimates the percentage of error-free seconds because
it relies on complete independence among bit-errors, an assumption
known to be invalid. In a practical communications network, trans-
mission is subject to occasional and momentary perturbations, e.g.,
the automatic substitution of standby facilities to avoid outage of
significant duration. Such perturbations seldom persist longer than a
small fraction of a second, but they may be interpreted as error bursts.
Short-term unavailability of this type is included in allowances of
erroneous seconds. Thus, the objective is properly stated in terms of
error-free seconds without implication about the ratio of bits found
in error to total bits transmitted.

The 1-second sample is short enough to display high resolution in
the description of data communication quality, yet long enough to
encompass most block lengths that users may choose for error control,
and long enough to span most momentary degradations of service.
Thus, 1-second samples should approach the behavior of independent
events in probabilistic analysis. Since 1 second is regarded as an upper
bound on the duration of error bursts, the user may attain transmis-
sion efficiency greater than the objective for data communications
efficiency if his block length is less than the number of bits transmitted
in 1 second. The throughput he actually attains will, of course, depend
on irreducible transit time in communication over long distances and
on other delays, including those encountered in his own method of
error control.

1.4 Allocation of quality

A model of the limiting pps connection would comprise a long-haul
network interconnecting two local serving areas in which there are
two local T1 carrier lines in tandem with one baseband loop. The
results of field tests, modified by experienced judgment, lead to
allocating the total tolerance of errors in the following way:

2 baseband loops would account for 2/10
4 local lines would account for 3/10
1 long-haul network connection would account for 5/10.

The carrier facilities (both long-haul and local) are interfaced at the
ps-1 bit rate of 1.544 Mb/s, and the error performance objectives are
expressed in error-free seconds at the ps-1 interface for those facilities.
The method of allocation is based on the general formula:

Percent EFs cbjective = 100 — TAP/N,
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where

T = total tolerance of 0.5 percent, the complement of 99.5-percent
EFs

A = fractional allocation

P = number of ports demultiplexed

N = an empirical factor relating the average number of errored
seconds expected in ps-0 ports for each one found on the
facility.

Appropriate N factors are not yet firmly established but estimates
derived from preliminary field tests indicate that 99.6-percent EFs
would he applicable to individual local carrier lines. On & comparahle
basis, the indicated objective would be 99-percent ErFs for long-haul
network connections. Both objectives would apply at the ps-1 inter-
face where the bit rate is 1.544 Mb/s.

1.5 Performance estimales

Maintainability studies are continuing, but they are necessarily
based on hypothetical probabilities of failure and estimates of the time
that will be required to restore service. Contributions to annual down
time from many of the possible failures have been rendered negligible
by providing for automatic substitution of standby facilities. Where
automatic protection of service is not provided, system fault-location
features have been built in to reduce the duration of service outage
by minimizing the time required to locate faults. Study results to date
indicate that the objective for availability will be feasible for the large
majority of connections expected. Preliminary results of field tests of
individual subsystems indicate that the objective for quality of data
communications will generally be met.

1. POINT-TO-POINT DDS SERVICE

The duplex private line types of channels are point-to-point and
multipoint. As indicated in the article by Snow and Knapp, these are
synchronous channels operating at 2.4, 4.8, 9.6, or 56 kb/s. Two choices
of terminations are available to the customer. The first is known as the
data service umnit (psu) and the second is the channel service unit
(csu) which is part of the basic channel offering.

2.1 Data Service Unit (DSU}

The psv is physically located on the customer’s premises with the
output connected to a four-wire loop facility connected to the central

836 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1975



office and the input connected to the customer’s data-terminal equip-
ment. The psu consists of two basic sections, a channel terminator,
and an encoder-decoder. The function of the channel terminator is (%)
to provide a balanced termination for the four-wire loops, and (i) to
provide the circuitry for implementing the loopback tests. The encoder-
decoder consists of a transmitter, a receiver, and a clock recovery sec-
tion and provides the EIA and CCITT drivers and terminators that
interface with the data terminal equipment. The basic function of this
unit is the conversion of BIA RS-232-C or CCITT V.35 interface
signals to baseband bipolar line signals, and vice versa.

2.2 Data terminal interface

The psvu uses one of two interface connectors, depending on the
service offering, one for 2.4-, 4.8-, or 9.6-kb/s service, and the other for
56-kb/s service. For the former, the interface signals exchanged be-
tween the data terminal and the psv are in bipolar voltage form and
conform to EIA Standard RS-232-C.

For 56-kh/s service, the clocks and data (transmit and receive) are
de coupled balanced signals. These signals and the interface circuits
involved meet the balanced interface standard of CCITT Recommen-
dation V.35. The control signals conform to EIA Standard RS-232-C.
For 56-kb/s service, all interface signals should be transmitted over
balanced-pair conductors for improved performance and less crosstalk.

For each service offering the interface circuits provided by the psu
match the Type-D interface of RS-232-C for dedicated line service.
When the Permanent Request to Send option is used, the psu has a
Type-E interface. Therefore, the psv provides “plug-for-plug” inter-
changeability with Type-I or Type-E interfaces of present data sets
used on private-line, analog, voiceband networks.

2.3 System operalion

The pps, in the initial service offering, provides for two-point, four-
wire, duplex, private-line, digital-data transmission. Although the pps
is a four-wire network, the customer terminals may operate either in
a one-way, half-duplex, or in a duplex manner. In describing the
operations of the psu, four modes of operation can be defined: data,
idle, out of service, and test. The transmitting section of the psu can
attain the data or idle mode independent of the state of the receiving
section, while the receiving section can attain the data, idle, or out of
service mode independent of the state of the transmitter section. The
test mode involves both the transmitting and receiving section of the
DSU.
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2.3.1 Half-duplex operation

In half-duplex operation only one terminal transmits at a time. The
data terminal desiring to transmit switches its request-to-send circuit
on. After a delay, the clear-to-send circuit switches on, indicating that
the data terminal may begin transmission. The receiving data terminal
has its request-to-send circuit switched off.

To turn the circuit around, the transmitting data-terminal equip-
ment should send an end-of-message (Eom) code and then switch its
request-to-send cireuit off. Upon receiving the oM code, the receiving
data terminal equipment switches the request-to-send cireuit on and
after a short delay receives a clear-to-send on signal. If the permanent-
request-to-send option is used, the receiving terminal may start
transmitting immediately after the Eom code is received. The trans-
mission delay between terminals consists of the propagation delay
determined by the routing of the specific circuit and a fixed delay
through Bell System terminal equipments. The transmission delay
for one-way transmissions over terrestrial facilities will generally be
less than 50 ms.

For transmit-only service, it is advisable that the permanent-re-
quest-to-send option be used to avoid the clear-to-send delay.

2.3.2 Duplex operation

Sinee the pps provides four-wire point-to-point service, and simul-
taneous transmission in both directions is possible, it is convenient to
use the permanent request-to-send option of the psU so that the
clear-to-send circuit is always on. With this option, the data terminal
equipment must have a Type-E interface of EIA RS-232-C. When the
request-to-send eircuit is under the control of the data terminal
equipment, the psu has a Type-D interface.

2.4 Testing and maintenance

The psvU provides testing ability under manual-switch control on
the psU or under the control of the Serving Test Center (sTc). When
the psvU is in the Test mode, an indieation is given to the customer by
means of either the LL (local test) lamp or the RT (remote test) lamp.

2.4.1 Manual control of test modes

A test switch provides the customer with the capability of perform-
ing an LL or an RT.

2.4.1.1 Local test. With the test switch in the LL position, the DsU is
in the loeal test mode. The LL test permits the customer with a duplex
terminal to test the back-to-back performance of hiz data-terminal
equipment and p8U by connecting the transmitter section of the psu
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to the receiver section. In addition, the receive line is connected
through terminating equipment to the transmit line to allow a signal
to be maintained in both directions. For this test the data-set-ready
circuit is switched off, but the other control interface cireuits, re-
quest-to-send, clear-to-send, and received-line-signal-detector, operate
as in the idle or data mode.

When the LL test switch is operated, the line is looped in both direc-
tions. This gives the remote terminal the capability of testing the
transmission path to and from the local psu as well as permitting the
local terminal to test its psu, as described above. During LL test, the
clock of the local sy is held in synehronization with the system clock.

2.4.1.2 Remote test. With the test switch in the RT position, the psU
is in the remote test mode. In this test mode the output of the received
data circuit is connected to the input of the transmitted data circuit
at the data terminal interface of the psu. For this test, the control
interface eircuit drivers to the data-terminal equipment are switched
off and the transmitted data and received data circuits from and to the
customer are left open.

With the local psu in the RT test mode, the remote data terminal
has the eapability of checking system operation exclusive of the loeal
data terminal. This permits the customer to deduce whether the local
dats terminal is responsible for a system trouble condition.

2.4.2 Remote control of lest modes from the serving test cenler

In addition to the manual control of the test modes, the telephone
company’s sTC can place the psvU in either the LL or RT mode to test
the operations of the line and psv.

In the RT mode, the sTc ascertains whether there are any defects
in the transmitter, receiver, and interface circuits of the psvu and the
transmission path to and from the customer. It does not ascertain
whether the customer is putting proper signals on the interface circuits.

If the results of the RT test show that there is a trouble eondition,
then the sTc can place the psU in the LL test mode to isolate the trouble
condition between the psu and the transmission path.

2.5 Channel service unit (CSU)

An optional interface to the psu is available and is known as the
csu. It provides a minimum channel termination that allows for the
remote testing of the local pps channel.

Nominal 50-percent duty cyele, bipolar pulses are accepted from
the eustomer on the data transmit (pT) and data receive {pR) leads.
These pulses must be synchronous with the pps and limited to a
specified maximum jitter. The input bipolar pulses are amplified and
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filtered, and pass through the transmit-repeat coil to the transmit pair.
The received signal is first amplified and equalized and then sliced.
The resultant bipolar pulses are then passed to the customer. From
these pulses, the customer must recover the synchronous clock used
for timing the transmit data and sampling the received data.

lll. MULTIPOINT DDS SERVICE

Multipoint serviee has existed in data communications from the
earliest days of telegraphy as means for sharing a single channel among
several stations which individually do not generate sufficient traffic
to justify a full-time dedicated circuit. With multipoint pps service,
three or more customer stations may be connected onto a single
circuit that can be operated more efficiently than existing circuits due
to lower channel turnaround delays. pps makes multipoint service
available at 2.4 kb/s, 4.8 kb/s, and, for the first time, 9.6 kb/s and
56 kb/s. The customer stations may be located at a number of different
customer sites served by pps and all stations on a single circuit will
transmit at the same DDs transmission rate (i.e., 2.4 kb/s, 4.8 kb/s,
9.6 kb/s, or 56 kb/s). All pps multipoint circuits have two-way simul-
taneous transmission capability, but can, of course, be used in &
half-duplex or one-way-at-a-time fashion. Like two-point pps circuits,
multipoint pps circuits are transparent (no coding restrictions) to the
content and format of the data which the customer transmits.

pps multipoint service serves only those multipoint eircuits that
have a single customer-control location and a number of outlying
stations. Communication is from any outlying station to the control
lzcation and from the control location to any set of outlying stations.
Communication from one outlying station to another is not possible
except via the control location. All data transmitted by the control
location is delivered by pDs to every station on the multipoint cireuit.

The customer is responsible for the overall supervision and signaling
control of the circuit. His responsibilities include:

(7) Inserting addressing information at the control station to
permit cutlying stations tc determine if the information is
destined for them.

(#¢) Detecting the addressing information at outlying stations.

(#74) Supervising the communications cireuit from the control loca-
tion to insure that outlying stations do not attempt to transmit
simultaneously.

These responsibilities are normally performed by the customer through
the use of a eommunications controller at outlying stations and a com-
puter at the control location.
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3.1 Multipoint junction unit

Multipoint service eapability in the pps is provided by interconnect-
ing standard, point-to-point customer channels at the 64-kb/s level
by means of Multipoint Junction Units (Miu). To facilitate testing,
MJUs are located in pps hub offices. Although multipoint service is
available at all ppe standard data rates, the MJu itself is independent
of customer data rates since input and output is at the 64-kb/s level.

MJUs are inserted into a multipoint eircuit at hub locations, where
they can split the data path from the control station into two or more
branches directed toward the outlying stations and combine the data
branches from the outlying station into one path toward the control
station. The mJu itself is a two-circuit card device that can provide
one path toward the control location and two branches on one card,
or one path toward the control location and up to four branches on a
total of two cards. Additional branches are obtained by cascading
MJUs with a cascade of N four-branch MJUs resulting in 3N + 1 avail-
able branches.

Data being transmitted along the communications path from the
control location is passed through the MJv unaltered and delivered to
all branches toward the outlying stations. Data transmitted from out-
lying stations to the control location enter a 1-byte serial-shift register
whose output is connected to the input of an AND gate. If an incoming
byte from a branch is a data byte, it passes unchanged to the ANp-gate
input. If the byte is a network-control byte, however, it is changed to
the all-1’s byte when passed to the anp gate. In effect, the control
byte is suppressed to a data byte of all 1’s. This results in confining
possible trouble condition indications to a single branch, thus prevent-
ing interference with communication from other branches.

3.2 Clrcuit operation and implications

There are at least two major ways of operating & pps multistation
line. In the first method, all stations, including the control station,
normally have the request-to-send (rTs) cireuit to the psv switched off.
The control station begins operation by switching the rTs on and
waiting for the clear-to-send (cTs) cireuit from the psu to be switched
on. When the cTs is switched on, the control station begins transmitting
addressing characters which are to be delivered to all outlying stations
via the digital channels and msus. These addressing characters indicate
to customer-supplied communication controllers at outlying stations
whether the data message is destined for them. The station selected then
switches on its rTS lead to its psu, waits for cTs from its psu, and re-
sponds to selection with a message to the control station. Communi-
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cation then continues between these two as if they were on a two-point
private channel. When communication is completed, the control sta-
tion and outlying station exchange completion notices and switch off
their rTs leads, and the circuit returns to ite idle state.

The implications of this type of operation are that the idle state of
the multipoint pps circuit has circuit-idle characters generated by pps
office channe] units {ocus) in all channels. When the control station is
transmitting or receiving from an outlying station, data is flowing
along those channels but idle codes remain in all other branches. The
idle codes, however, are suppressed by the MIus in the circuit as de-
scribed previously, thus there is no interference from other branches.
Moreover if transmission errors occur on idle branches, the errors are
suppressed unless they happen to convert the idle code into a data
byte. The advantage of this type of operation has a corresponding dis-
advantage, namely, that this security has been paid for by sacrificing
the time required to start up communications (i.e., switching rTs to on,
waiting for ¢Ts, ete.).

An alternative method for operating a multipoint pps circuit is to
require all stations (including the control station) to normally have
their rTs lead switched on and to be transmitting & constant steady
series of 1’s as an idle pattern. In this case, there is no need to wait for
cts, and the control location can begin operation by merely transmit-
ting addressing characters. As described above, all stations receive
these characters, one is selected, and that one may immediately begin
transmitting to the control station. Of course, the data transmitted
from this station is combined by the mJsu with data from all other
branches; however, the other stations are transmitting a steady series
of 1's and, when they are combined with data in the AND gate of the
MJU, the data remains as it was on input.

This type of operation clearly has less delay and, consequently,
higher efficiency than the one described previously since there is no
requirement to switch RT8 on and wait for cts before transmitting.
However, the inherent disadvantage is that to the myvU, it appears that
all stations are transmitting data at all times, even though most
stations are transmitting an idle pattern of steady 1’s. Therefore, any
transmission errors in any branch of the multipoint eircuit, which con-
vert a 1 to a 0, will cause errors to occur and propagate through the
circuit to the control location.

The pps multipeint is designed to be compatible with either type of
operation described above. The customer chooses by which method
he wishes to operate on the basis of the amount of delay he can tolerate
and the degree of protection against transmission errors he desires.
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3.3 Delay and efficiency of transmission

An important attribute of any multipoint service is the absolute
time delay introduced by the communieations system. This delay is
important because the basic motivation behind multipoint service is
one of providing an economical means for connecting several lightly
loaded stations to a single circuit. Obviously, wasiing more time in
establishing a connection on a multipoint circuit leaves less time avail-
able for data communication, and, consequently, fewer stations may
be connected to a single ecircuit.

BO
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70 4.8 kb/fs

9.6 kb/s

€0

86 kb/s

TYPICAL EXPECTED DELAY IN MILLISECONDS

| 1 | | i
0 5G0 1000 1500 2000 2800 3000

OISTANCE BETWEEN CONTROL ANO REMOTE STATIONS IN AIRLINE MILES

Fig. 1—Typical polling response delays for pps circuits.
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The basic elements of the pps that introduce delay are the rate at
which electrical signals propagate through the transmission media
and the built in bit and byte delays in psus, ocus, MiUs, and digital
multiplexing equipment. For any specific circuit, these delays can be
accurately predicted from knowledge of the distances involved, the
equipment through which the circuit is routed, and the actual trans-
mission speed of the circuit.

Figure 1 provides an indication of polling response delay for pps
multipoint circuits as a function of the distance between the control
station and the outlying station. This figure is based on the assump-
tion that the customer's master or control station continually keeps its
RTS circuit switched on, and transmits polling characters to the remote
station. The remote station then switches its rTs on, waits for a cTs
indication from the psu, then transmits a response. Therefore, the
delays encountered are one round-trip propagation delay plus one
start-up delay at the remote psu.

When using existing analog data sets, the time delay between rTa
and ¢Ts in itself generally exceeds the delays indicated on Fig. 1 by
significant amounts. It should be clear, therefore, that similar curves
for analog circuits would generally show pps to have less delay and,
consequently, pbs would permit the user to operate his circuit more
efficiently than he could using analog. However, the user must be
aware that these curves are representative of typical delays and do not
portray what may be encountered in any individual case. The specific
delays encountered are dependent on the exaet routing of a particular
channel. Moreover, the user should be aware of the possibility that
the delays he experiences on an individual circuit may change due to
internal network rearrangements or due to network trouble conditions.
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Digital Data System:

Testing and Maintenance
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Reliability and maintainability are tmportant aspects of the service
objectives for the Digital Data System. Consequently, maintenance plan-
ning was an essenital element tn the DDS development. Maintenance features
provided by the system include in-service performance monttoring, pro-
tection switching, comprehensive alarms, and the means for rapid Fault
isolation and repair.

I. INTRODUCTION

The service objectives for the Digital Data System described in
the preceding article’ represent substantial improvements over the
performance and availability of existing data services. Since the pps
exists in the present telephone plant environment, it is subjected to
the same kinds of random interruptions and failures that occur in that
environment. Hence, speeial arrangements and procedures are provided
to meet the more stringent service requirements.

To meet the desired service objectives, pps equipment at the ps-1
(1.544 Mb/s) and higher levels monitors system performance full-
time, with manual or automatic switching to standby equipment in
the event of a failure.* Alarms on pps equipment alert craft personnel
to system failures. Many new features in the system permit rapid
sectionalization of troubles on a one-man basis and rapid identification
and replacement of defective units.

Since the pps utilizes existing carrier systems for both exchange-
area and long-haul transmission, maintenance planning is compatible
with present and planned carrier maintenance and restoration pro-
cedures. The reliability estimates cited in the preceding paper have,
therefore, included allowances for carrier system failures and
restoration.

* The subrate data multiplexer (snos}, which operates at the ps-o (64-kb/s) level,
also provides performance monitoring and protection swilching (Ref. 2).
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This paper describes the overall maintenance philosophy incorpo-
rated into the design of the pps and the administrative organizations
that implement this philosophy. The trouble detection and sectionali-
zation capability designed into the system as well as restoration and
repair procedures are also described.

Il. OVERALL MAINTENANCE PHILOSOPHY

The maintenance philosophy for the pps can be divided into two
distinct approaches based upon the level of the digital signal, viz.,
ps-1 and above and ps-0 and below.?

2.1 DS-1 (1.544-Mb/s signal) and above

The 1.544-Mb/s signal utilizes existing (and planned) transmission
facilities for both exchange area and long-haul transmission. Mainte-
nance and administration of these facilities for the nps, therefore, cover
existing procedures for maintaining the exchange and long-haul trans-
mission networks. Restoration techniques normally employed to pro-
tect voice services minimize outage durations. This includes automatic
protection switching of long-haul radio channels or coaxial tubes on
cable systems.

Since offices in the exchange area are often unmanned and beeause
of the large number of customers affected by a ps-1 channel failure,
performance monitoring and automatic protection switching of pps
T1 carrier lines minimize the number of outages and annual outage
duration. Terminal equipment carrying ns-1 level signals on both
exchange and long-haul facilities provides performance monitoring
and either manual or automatic protection switching. In addition to
the protection switching feature, the terminal equipment generates
office alarms and indications that are useful in the sectionalization
and repair of equipment failures.

Briefly, then, the ps-1-level maintenance philosophy is characterized
by performance monitoring and protection switching features, use of
alarms for trouble sectionalization, and reliance upon existing facility
maintenance arrangements.

2.2 DS-0 (64-kb/s signal) and below

At the ps-0 and lower data rates, equipment is modularized on a
customer-circuit basis so that a failure usually affects only one cus-
tomer. Therefore, redundancy and/or protection switching are not
provided except in the SRpM, common power supplies, and some com-
mon timing distribution cireuits where a failure affects many customers.
Instead, the ability to alert the customer to service outages and the
means for rapid one-man sectionalization of failures are provided.
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Testing a customer channel can be aceomplished on both an in-service
or out-of-service basis, depending upon the type of trouble.

In summary, the maintengnce philosophy for ps-0 and lower-level
signals is characterized by a high degree of test access and sectionali-
zation capability.

lll. ADMINISTRATIVE RESPONSIBILITIES

Since pps service uses some of the same transmission systems used
for voice service and encompasses customer stations in widely separated
locations, a number of different organizations have administrative re-
sponsibilities for service maintenance. Figure 1 depicts typical equip-
ment configurations® for several offices providing pps service in a
metropolitan area. The figure also indicates the areas of responsibility
exercised by the following three administrative organizations charged
with maintenance of nps service:

{(#) Serving test center (sTc)—Responsible for all customer trouble
reports and sectionalization of troubles at ps-0 and lower data
rates.

(Z2) T-carrier restoration control center (Trcc)—Responsible for
restoration activities on pe-1 level channels in the metropolitan
area.

(#7) Regional operations control center (Rocc)—Responsible for
restoration activities on long-haul facilities.

The responsibilities of each of these organizations as they relate to
DDS maintenance are covered in more detail in the following sections.

3.1 Serving test center

The stc is responsible for customer service on an end-to-end, in-
dividual-circuit basis. Every pps circuit appears in at least one sTc
located at a hub office. From the stc, ps-0 level signals may be trans-
mitted, received, or monitored on any customer cireuit in either direc-
tion of transmission. The primary maintenance activities of an stc
are receipt of customer trouble reports, circuit testing, restoral of
service outages, and various administrative functions.

The ste performs three types of circuit tests: performance evalua-
ticn, in-service monitoring, and fault localization. Performance evalua-
tion involves measuring the error performance of a circuit and is

* Most equ ‘pment. shown in Fig. 1 has been described in detail in other papers in
this issue (Iefs. 2, 4, and 5). Brief descriptions of those units not described elsewhere
appear in Appendlx A of the paper entitled “System Overview.”
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normally done before a circuit is turned over to a customer initially,
after a service rearrangement, or after a service outage has been
restored. In-service monitoring of an individual circuit is done on a
byte-by-byte basis. The existence of certain repeated control bytes
indicates specific circuit failures, thus aiding in the recognition and
localization of failures. Fault localization permits one man to isolate
faults to the network or to the station apparatus or loop facilities in
either his local metropolitan area or a distant metropolitan area.
These tests can be made on either two-point or multipoint ecircuits.
Fault loecation within the network usually requires the cooperative
effort of other stTc or central office craft forees.

Customer service is restored after a fault has been isolated. Restora-
tion activities include referral of trouble indications to other organi-
zations such as the TRcc or Rocc, requests for dispatch of central office
or station craft forces, and patching at the ps-0 level. Other functions
inelude the responsibility for coordinating these activities and verify-
ing that a circuit is again operational.

The administrative functions of an stc include administration of
the ps-0 cross-conneet, maintenancee of individual customer records,
and summary and reporting of pps service results.

3.2 T-carrier restoration control center

The growth of T-carrier systems in many metropolitan areas has
resulted in the implementation of administrative centers known as
TRCcs. These centers have overall responsibility for administering the
restoration of T-carrier facilities within a metropolitan area. Where
possible, the restoration is on a terminal-to-terminal basis using
“backbone’ lines {maintenance spare lines) to minimize outage time.
Sectionalization and fault-locating activities are the responsibility of
the eentral office eraft forces.

Since the T1 lines carrying ppe service are protected from most
service interruptions by the T1asvU, the main function of the TRcc with
respect to Dbs service is to restore the failed line so as to minimize
the interval during which the channel is being operated in an unpro-
tected mode.

In the event of a serviee interruption, the Trecc advises the stc of the
status of TI systems earrying pps service so that customers may be
properly appraised of the situation. The Trec also ensures that non-
service-affecting pps equipment failures are repaired promptly to
minimize the duration of the unprotected mode of operation. This
latter function will become increasingly important with the imple-
mentation of centralized alarm reporting arrangements and the resul-
tant uncovering of many offices.
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Alarms generated by the 1A radio digital terminal® can be used by
the TrRce in analysis of terminal failure indications. In addition to
alerting the central office eraft personnel of 1ARDT equipment failures
and the need for initiation of a switch to the spare terminal, these
alarms can alert the Trcc of long-haul failures, thereby aiding in the
interpretation of sympathetic alarms* generated within the metro-
politan area. In the absence of a Trce, these functions are performed
by a terminal office.

3.3 Reglonal operations conirol center

Present, long-haul broadband transmission facilities are administered
by regional operations control centers. The primary function of these
centers is to select and control the execution of plans to restore broad-
band facility failures. These centers are well established and interact
with the sTc and TRec to provide information on the status of broad-
band channels carrying pps service.

IV. CUSTOMER SERVICE

Customer service in the pps is characterized by the service objectives
deseribed in Ref. 1. These service objectives are:

(i) Quality—Average of at least 99.5-percent error-free seconds.
(#7) Availability—Long-term average of at least 99.96-percent
channel availability.

To achieve these objectives, the pps provides in-service monitoring
and either automatic or manual protection switching, equipment
alarms, and rapid isolation and restoral of customer-reported troubles.

4.1 Service protection

As mentioned in Sections 2.1 and 2.2, the ability to protect pps
channels from incurring appreciable outage time is provided for all
signals at the ps-1 level and above and usually for those ps-¢ level
signals that affect many customers.

4.1.1 Equipment

The three pps equipments that provide in-service monitoring and
automatic protection switching are the T1 data multiplexer (T1pM),
the T1 data-voice multiplexer (T1wn4), and the skDM. In each case,
s performance monitor continuously verifies the operation of the
equipment.? In the event of a detected fault, a protection spare is

* Bympathetic alarms are simultaneous alarms generated when a failure is detieéted
in other equipment on the same circuit as the failed equipment.

850 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1975



automatically switched in place of the faulty unit and an office alarm
is generated. The level of performance that results from fault detection
and automatic protection switching is expected to satisfy the overall
performance objectives cited above.

The 1arpT provides a ps-1 data channel on existing radio systems
for pps as well as other services. It uses signal level and format
monitoring to detect terminal failures and provides a manually ini-
tiated protection switching arrangement for service protection. If
the 1ARDT location is not manned, the alarms and protection switching
controls can be transmitted to a remote manned location.

4.1.2 Facilily protection

Long-haul facilities carrying pps service utilize the same protection-
switching arrangements as are provided for voice services. Specifically,
broadband radio systems provide the capability of automatically
switching to a protection channel in the event of valid signal loss
or fading. At the ends of each message unit radio link, automatic
switching arrangements are provided to protect against failure of the
wire line entrance link or FM transmitter or receiver. Digital Data
System channels utilize these same protection switehing arrangements.
Similar arrangements are inherent in the design of all higher-level
transmission systems.

In the exchange area, automatic protection switching arrangements
are not normally provided for voice services. Therefore, a protected
r1 line arrangement has been developed for the pps. This arrangement
provides a dedicated T1 line as a standby for each pps line on a ter-
minal-to-terminal basis. The lines are double-fed at the transmit
terminal and switched at the receive terminal. Bipolar violations and
pulse shsences are the criteria for determining whether the regular
and standby lines are working satisfactorily. Office alarms are gen-
erated in a failure of either or both 1 lines.

4.2 Trouble delection

Digital Data System central office equipment provides alarm infor-
mation for detecting and sectionalizing failures. This information is
presented locally within the office in the form of major and minor
gudible alarms as well as visual aisle pilots and status indications on
the failed equipment. The major audible alarm is used only for a
serviee outage and indieates to the craft forees that prompt corrective
action is required. The minor audible alarm indicates that a failure
has occurred that places the service in jeopardy of an outage. The
visual aisle pilots locate the equipment generating the alarm, while
the status indications denote the nature of the failure.
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ps-1 level equipment (and the sgkpM at the ps-0 level) also provides
a set of status indications for transmission to a central location such
as the Trec. These indications can be used to rapidly sectionalize
troubles from the central location, especially when failures occur in
unattended offices.

Because of the large number of customer circuits affected by a ps-1
channel failure, extensive trouble detection capabilities are provided
in pe-1 level equipment. Central office craft forces are alerted via
office alarms to such failures as loss of input signal, elock or power
failure, or high error rate. As a result, those troubles reported by the
customer to the sTc that have not already been brought to the atten-
tion of the central office craft forces normally relate to faults of in-
dividual ps-0 channels, loop facilities, or station apparatus.

V. TROUBLE ISOLATION
5.1 Alarm analysis

As described above, ps-1-level signal failures are detected and
sectionalized by analysis of the office alarms. In nonservice-affecting
failures, the alarms are confined to the failed equipment or that unit
which detected the failure condition. These alarms are readily identi-
fied and do not require extensive analysis. However, in a service-
affecting failure, sympathetic alarms may be generated. These alarms
must be analyzed to determine the nature and location of the failure.
As an example, Fig. 2 depicts a typical exchange area »s-1 channel
between two offices. As shown, the channel consists of DDs equipment
(ripMs and Tlasus) located in the terminal offices (A and Z) and
interconnected by T1 lines. The regular and standby 71 lines are part
of the protection switehing arrangement provided by the Tlasu and
usually employ diverse routing to ensure service protection. The
restoration backbone line is a manually patched 1 line which appears
at the ps-1 cross-connect (psx-1) in each terminal office. It is adminis-
tered by the Trcc and is used to temporarily replace a failed T1 line.
The backbone line normally restores T-carrier voice services and is
not dedicated to the pps. The T1 lines pass through a number of
intermediate offices (B through J) and are available at office repeater
bays for testing during trouble sectionalization. However, signal failure
alarms are only generated at the terminal offices. Figure 3 is an example
of the alarm analysis procedures used by craft forces in a terminal
office to loealize troubles and restore service on a ps-1 channel such as
that shown in Fig. 2. As shown in the figure, certain failures, such as a
ps-1 signal failure, result in alarms from both the Tipm and the
T1asvU, while other types of failures cause alarms in only one of the
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units. In addition, some types of failures require coordination with the
distant terminal office or the Tree. It should be noted that the sec-
tionalization procedures require minimal circuit testing to sectionalize
failures to the defective unit and effect restoration. The alarm analysis
described above ean be conducted either by the local office craft forces
using the office alarms or by a central location, such as the TRec, using
status indications at a remote manned location. Similar procedures are
required to sectionalize other possible alarm conditions generated by
ps-1-level equipment.

5.2 Customer-reported troubles

Ag noted earlier, all customer trouble reports are received by an stc.
An stc is equipped with 950A testboards, supplemental jack bays,
and a ps-0 cross-connect (psx-0), each of which is specifically designed
for use in the pps. The 950A testboard and supplemental jack bays
provide test access to individual customer circuits, while the psx-0
permits interconnection of pps equipment at the 64-kb/s level. Each
testboard contains two newly designed data test sets, the digital trans-
mitter and the digital receiver. The transmitter operates at the ps-0
single channel level and the receiver operates at both the ps-0 single
and multiplexed channel level. In addition to their application in the
sTO, these test sets are used as portable units in pps equipment areas.

When a customer trouble report is received at an stc, the customer
cireuit is monitored in both directions of transmission on an in-serviee
basis for specific repeated control bytes. The existence of these control
bytes indicates that certain fault conditions are present within the
network. An example is the absence of a ps-1 signal on the long-haul
portion of the circuit. This fault results in the repeated generation of a
fixed eontrol byte by the receiving T1pm. Whenever repeated control
bytes suggest a network fault, further testing is required to isolate
the fault. Between stcs, testing of ps-0 signals requires the cooperative
efforts of craft forces from each stc. Within the metropolitan area,
ps-0 level testing usually involves signal tracing and the cooperative
efforts of stc and central office craft forces. The digital transmitter
and receiver are used as portable units at the pp8 equipment frames
for this purpose. In local offices, jack and connector panels provide
jack access in testing (as well as the interconnection of pps equip-
ment).” In addition, all input-cutput signals at the 64-kb/s level on
all pps equipment are available on individual circuit-pack face plates.

If no indication of a network failure is provided by monitoring, then
loopback tests are made of the data service unit (pstu) or channel
service unit (csu) and the office channel unit (ocu).* The stc can
remotely test these units by transmitting alternate loopback control
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bytes and pseudo-random data. During loopback, data received from
the sTc are retransmitted back to the stc and error performance mea-
surements are made. The tests can be made for every station on a
customer circuit, whether located in a local or distant city or on a
two-point or multipoint circuit. On a multipoint circuit, a station is
selected for testing by means of the multipoint signaling unit (mMsu)
deseribed later.

As an example of loopback testing and its use in fault isolation,
congider station A in Fig. 1. Three loopbacks are associated with this
station, one at the psu-customer interface, one at the loop-psU inter-
face, and one at the ocu-loop interface. These are labeled X, Y, and Z,
respectively, on Fig. 1 and are called psu loopback, channel loopback,
and ocu loopback. First, psu loopback is attempted, followed by error
performance measurements. If these tests are successful, then the
customer circuit between the customer interface and the sTc is satis-
factory. If these tests are unsuccessful, then channel loopback is at-
tempted. If these tests are successful and a preceding psu loopback is
unsueccessful, then a fault exists in the psv. If channel loopback is un-
successful, then ocu loopback is attempted next. If these tests are
successful and a preceding channel loopback is unsuccessful, then a
fault exists on the loop. 1f these tests are unsuccessful, then a fault
exists between the ocu-loop interface and the sTc. By using these
techniques, sTc personnel can rapidly isolate a circuit trouble to the
psU (either loeal or distant), to the loop (either local or distant), or to
the network. Similar procedures are used for csUs.

Loopback testing for multipoint circuits! requires special procedures
at the sTc. Consider the typieal multipoint circuit in Fig. 4. This
circuit consists of seven stations and three multipoint junction units
(MruUs). The MiUs are located only in hub offices where all input/output
ports of the MIU appear at a 950A testboard. It is apparent that, if a
loopback eommand were transmitted downstream from the St. Louis
8TC on the main channel (the unnumbered input/output port of the
miu), all stations B through G would leop back simultaneously. The
result would be garbled data at the digital receiver of the Bt. Louis
s7C. Congequently, before loopback testing on a multipoint circuit can
begin, a specific station must be selected for testing. Using the multi-
point signaling unit, an sTc selects one branch (a numbered input/
output port) of each downstream Miu for data transmission and blocks
all other branches. The seleetion process involves a prescribed control
dialogue in the ps-0 channel between the Msu and the Myus. For ex-
ample, an MsU in St. Louis can select branches one, four, and two in
8t. Louis, Chicago, and Boston, respectively, to set up an equivalent
two-point eireuit from the mMsu to station G. SBtations B through F
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Fig. 4 —A typical multipoint eircuit.

are blocked and cannot transmit data to or receive data from the
MsU. Now loopback tests for station G can be made as described above.
Each station in turn can be tested in a similar manner.

If the control dialogue between an Msv and any Myu of a multipoint
circuit fails, the affected sTes must determine whether the ps-0 channel
between sTcs or the MyU itself has failed.

VI. SERVICE RESTORATION

A service outage in pps is restored by either of two techniques, de-
pending upon the type of fault. The first is to manually patch around
the fault and the second is to replace defective units.

6.1 Below DS-0

Station apparatus (psvUs or ¢sUs), loop facilities, and ocus all
operate below the ps-0 level. As described above, a fault can be iso-
lated to each of these units from the src. Once isclated, the method
of restoration is different for each.

Station apparatus is restored by dispatching craft forces to the
customer’s premises. Service is usually restored by replacing the psu
or the csu.

A loop facility is usually restored by isclating the fault to a cable
segment with convenient access at each end. Restoration is then
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accomplished by changing to a spare eable pair if available. If a spare
is not available, the fault must be repaired. Since the pps uses the
standard loop plant, existing fault loeation and repair procedures are
normally followed.

An ocv is restored by replacing defective cireuit packs, power sup-
plies, or fuses. The defective unit is isolated through analysis of bay
alarms and use of portable test sets.

6.2 DS-G

Integral subrate data multiplexers (1sMxs),* srpMs and associated
performance monitors, and mrus all operate at the ps-0 level. Restora-
tion of this equipment again involves replacement of circuit packs,
power supplies, or fuses. Defective units are isolated by the craft
forces through the analysis of bay alarms, the use of the portable
test sets, and, in the case of the srpM, status indications. The status
indications are a combination of indicator light-emitting diodes
(1eps) and LEDp digit readouts that specifically pinpoint defective
units.?

6.3 DS-1 and above

As indicated in Seetion 2.1, service outages on ps-1 and higher level
channels are normally encompassed by the procedures used to restore
existing carrier systems. In the exchange area, the TRcc is notified of
any T1 line outages by the terminal office and coordinates the facility
restoration activities. Restoration of broadband facilities is coordinated
by the rocc.

As high-eapacity routes between offices and cities in the pDs net-
work are established, they will utilize higher-level transmission systems
and will make restoration of individual ps-1 channels feasible by
alternate routing by patching at the psx-1. This alternative will,
however, only be used when restoration cannot be effected using the
normal transmission facility restoration plan.

ps-1 level terminal equipment (TibM, T1WB4, T1ASU, IARDT, local
timing supply, and nodal timing supply) is equipped with alarms,
status indications, and local test features that enable craft personnel
to isolate failures to a particular unit. Restoration is effected by re-
placing the defective circuit pack, power supply, or fuse. Oceasionally,
a defective T1A8U must be bypassed by manual patching to restore
service while the unit is repaired.

Vil. REPAIR

The repair philosophy for all pps equipment in the central office
is replacement of defective units such as circuit packs, power supplies,
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or fuses. The defective units themselves are usually repaired at a
Western Electric Company service center. Other failures such as
faults in intraoffice ecabling or connectors must, of course, be repaired
on site. Station apparatus (psus and csuUs) are normally returned to a
service center for repair.

Equipment and facilities not designed specifically for the pps and
shared with other services are repaired using existing repair procedures.
Examples of these are customer loops, T1 lines, and radio systems.
Spare station apparatus, circuit packs, and power supplies are required
in sufficient quantities to satisfy pps service objectives. In the case of
unprotected units, service restoration depends upon rapid repair so
that spare units are normally available at all central office locations.
In the case of protected equipment, spare units are available in
quantities sufficient to minimize the unprotected mode of operation
and may be kept at a centralized location.

vill. SUMMARY

Service objectives for the pps place special emphasis upon the
means for adequately maintaining the system. Throughout the de-
velopment of the pos, special consideration was given to the incorpora-
tion of maintenance features that aid in achieving the overall service
goals.

To reduce the probability of a serviee outage, full-time performance
monitoring and either manual or automatic protection switching
arrangements are provided on the skoM and on all equipment, operating
at the ps-1 level and above. Alarms are provided to alert central office
craft personnel so that repair can be rapidly effected. In a service
outage, these alarms, together with appropriate sectionalization pro-
cedures, permit rapid restoration of the service. The restoration pro-
cedures for facility failures are normally those used for voiceband
services.

Below the ps-1 level, service outages are usually detected and
reported by the affected customer. Provisions have been made in the
DpDS equipment design to enable the serving test center to rapidly
sectionalize equipment and leop failures on a one-man basis. Restora-
tion of service is then effected by isolation and replacement of the
defective units.
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Digital Data System:

Network Planning

By P. F. BROWN, JR., G. W. PHIPPS, and L. A. SPINDEL
{Manuscript received July 12, 1974)

Network design methods are deseribed which determine the multiplexing
and digital transmission facilities required io serve a given data-circuit
demand. The long-haul network design 4s based on the definition of a three-
level network roufeng hierarchy, the derivation of inlercity bil-stream re-
quirements, and a lechnigue for selecting digital transmission facilities
to carry the bit streams. The distribution network design within metro-
politan areas makes use of different multiplering combinations best suiled
to anticipated demands and lechnigues for wusing short-haul digital
Sfactlittes in an efficient manner.

I. INTRODUCTION

Given the basic two-stage multiplexing scheme to be used in the
pps and a foreecast of data-circuit demands at a set of nodes, or citles,
the basic purpose of pps network planning is to define the network
in terms of the multiplexing equipment required at each node and the
arcs, or digital transmission facilities, required to interconnect the
nodes. This network definition can then be used directly to estimate
the manufacturing requirements for new equipment, to determine
locations between which installation of digital transmission facilities
is required, and to ealculate the capital resources needed to implement
the network.

This paper describes the methods used to define the pps network.
Sections 1], I11, and IV focus on the long-haul, or intercity, part of the
network, its structure and hierarchy, the multiplexing algorithm used
to determine nodal multiplexer arrangements and internodal hit-
stream cross sections, and the algorithm used to route digital bit
streams over existing or planned digital transmission facilities. Section
V deseribes the network arrangements within cities, or the local
distribution part of the pps network.

The major goal of the pps long-haul network design is to maximize
transmission efficiency, or digital bit-stream fills, while minimizing
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multiplexer cost. This implies collecting and routing individual
customer cireuits, ranging in speed from 2.4 to 56 kb/s, in such & way
a8 to economically trade off multiplexer cost with efficient use of each
ps-1 bit stream. Also implied is the need to efficiently utilize the
available low-cost long-haul bit-stream facilities, namely the ps-1
channels derived from the application of the 1A Radio Digital System
to existing radio routes. The algorithm described in the following
sections has proven quite successful in meeting this goal. With typical
data market forecasts, transmission fills are expected to be 70 percent
of capacity by the end of the second year of service.

The primary purpose of the local distribution network design is to
minimize multiplexer costs. This is accomplished by clustering the
data circuit demands that can be served by a single multiplexer and
tailoring each multiplexer arrangement to meet the demand projected
for it.

Il. NETWORK HIERARCHY

A three-level network hierarchy has been defined for the pps. The
first step in defining the hierarchy is to select those cities, or digital
serving areas (psas), that are the highest level in the hierarchy ; these
are called Class I psas. Given a list of about 100 cities that are to be
gerved on the network during the first three to four years of service,
the Class I psas were selected based on the following criteria:

() Data-circuit demand. Class I psas are those cities which have
a relatively large number of data cireuits that could potentially
be served by the pns.

(#) Geography. At least one city in each major region of the
country is designated as a Class I psa.

(4%) Transmission facility access. Class I psas generally are those
cities that have access to large cross-section transmission
facilities and are thus capable of ‘“collecting” data circuit
demands in a large region for transmission to other regions.

Onee the Class I psas were selected, Class II psas, each of which
homes on a single Class I psa, were designated based on data-circuit
community of interest and geographic proximity. Finally, Class III
psAs, each of which homes on a single Class 11 psa, were designated
based primarily on their location relative to higher-level psas in the
network.

Class I psas are connected to other nearby Class I psas in such a
way as to take advantage of existing major transmission-facility cross
sections. These arcs between Class I psas, together with the homing
ares connecting Class II psas to Class I psas and Class III psas to
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Class 11 psas, form a fully connected network. These arcs make up
the backbone network through which a eocnnection for any circuit can
be guaranteed. After many trials with a network simulator were made,
the network hierarchy and backbone connections shown in Fig. 1
for an example 96-city network were selected.

Not all digital bit streams in the pps are routed on the backbone
network. If the data-circuit demand between any psa pair is such that
a digital bit stream can be filled to a given level, then that bit stream
will not be demultiplexed at intermediate psas. The fill parameter
currently heing used in determining these express bit streams is 70 to
80 percent; that is, if the total numher of data bits to be transmitted
per unit time exceeds 70 to 80 percent of the data-bit capacity of the
digital bit stream, then an express bit-stream requirement is defined.
The express bit-stream conecept is applied both to ps-0 bit streams
between submultiplexer pairs and to ps-1 bit streams between T1pm
pairs to efficiently utilize both multiplexers and facilities.

HI. BIT-STREAM MULTIPLEXING

Bit-stream multiplexing is the planning funetion that transforms
the 2.4-, 4.8, 9.6-, and 56-kb/s data-circuit demands between psa
pairs into ps-0 and ps-1 bit-stream requirements between psa pairs,
subject to the hierarchy definition and express bit-stream concepts
described above. The ps-n requirements determine the number and
location of submultiplexers requived at nodes in the network. The
ps-1 bit-stream requirements determine the number and location of
T1Dpvs and are also used as input to the routing process described
in Section IV. A basic engineering rule is that multiplexers can be
located only at the test center locations serving a given ecity; this
precludes locating multiplexers at intermediate points such as radio
junctions. Thus, the only nodes considered in the bit-stream multi-
plexing portion of long-haul network planning are the test center
locations in each psa.

The inputs to the multiplexing algorithm are four matrices represent-
ing the 2.4-, 4.8-, 9.6-, and 56-kb/s data circuit demands between
nodes and the hierarchical definition of the nodes. An element A, ;
in a given matrix thus represents the number of data circuits forecast
between nodes ¢ and J.

To demonstrate the multiplexing algorithm used, consider the simpli-
fied example in Fig. 2. Assume that nodes 1 through 4 are Class II1
and nodes 5 and 6 are Class II. Further, assume that the demand for
2.4-kb/s circuits between node pairs is given in Fig. 3a.

The problem then is to transform the matrix in Fig. 3a into a similar
matrix giving the number of ps-0 bit streams required to carry the
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Fig. 2—Multiplexing algorithm example.

2.4-kb/s circuits between node pairs. Two parameters are important
m the transformations. The first is the capacity €, of the ps-0 bit
stream, where » is the circuit speed. Based on the submultiplexing
plan, €., is fixed at 20 for 2.4-kb/s circuits. The second parameter
specifies the minimum fill F, at which express ps-0 bit streams are
established. For purposes of this example, assume that a minimum
fill of 70 percent is required so that F, = 0.7 and F,(, = {ourteen
2.4-kb/s cireuits for an express 2.4-kb/s bit stream.

The processing of the demand matrix starts with the leftmost
element of row 1 and proceeds element by element across the row.

13- % 4 5 12 3 4 5 6 1 2 3 4 8 &
1 2a(8|42| 6|18 1 20| 8 (42| 10|16 1 20| 0 {40 20]16
2 412|110 2 4 |12{22(10 2 4l12|22|w0
3 6| 0|2 3 6|02 3 5|82
4 2| 2 4 2|2 4 42
5 4 5 4 5 4
6 6 8
(a) (b) (c)
1 2 3 4 8 & 12 3 4 5 &

1 20 a0 |20 |16 1 1]oj2]1 |

2 o|o|z|z2 2 ofo|1]2

3 o]0 3 oltlo

4 0|24 q Tolz

5 22 5 2

6 6 |

(d) (e}
Fig. 3—Transformation of 2.4-kb/s cireuits to 64-kb/s bit streams.
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Consider element A, ; where ¢ = 1,j = 2. Find the largest n for which

A1.2 - 'ncr ; 0
or
24 —n20 2 0
n=1.
Now determine
Al.‘l - ﬂcr = R,

If R =0or B2 FC, or if node i homes on node j, leave the 4,;
unchanged in the original demand matrix. Otherwise, enter nC,
in the place of the A, ; being considered and add R to the A and
Amint.6y.mux €lements, where k is the designator for the node on
which node ¢ homes in the hierarchy. In the case shown,

R = A1.2 - ?LC, = 4.

Since 4 < 14, 20 is entered in place of A, and 4 is added to Aus
and Aj; This operation gives the modified matrix shown in Fig. 3b.
Repeating the same operation for the remaining four elements in the
first row gives the matrix shown in Fig. 3c. The same element-by-
element treatment is applied to each row in order, always beginning
with the leftmost element in the row until the final matrix is the new
representation of 2.4-kb/s demand, modified to account for the network
hierarchy and express routing. The fully modified matrix for the
example is shown in I¥ig. 3d (ignoring the remainder of the network
beyond the nodes shown). This matrix is transformed into the ps-0
hit-stream matrix shown in Fig. 3e, in which the elements

A[.J‘
-]

The brackets denote the integer greater than or equal to

Aus
C.

Note in the above process that, if R = 0 or R = F.C,, all the demand
for the A;; being considered is carried on express or high-usage bit
streams between nodes 4 and 7. If there is some R < F,C,, that portion
of the demand is carried on a backbone network bit stream one level
up the hierarchy and reconsidered for express routing at the higher-
level node.

The process described is followed for all nodes in the network.
However, when R < F,C, for Class I nodes, there is no higher network
level, and a look-up table is used to determine the adjacent node to
which the partially filled bit stream is routed. For example, Atlanta
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demand may be routed to either Memphis or Washington, depending
on its ultimate destination. Several iterations through the Class I
nodes are necessary to determine ps-0 bit-stream requirements.

A matrix transformation process identical to that deseribed above
for 2.4-kb/s circuits is made for 4.8- and 9.6-kb/s demand matrices,
with appropriate values for €. and F,. The 56-kb/s data-cireuit
demand matrix does not require transformation, since each 56-kb/s
data circuit takes the capacity of one ps-0 bit stream. Note that the
transformed matrices give the submultiplexers of each speed required
at each node in the network.

The matrices giving the pg-0 bit-stream requirements for the four
speeds are then added together to give the total requirements between
each node pair. The same algorithm is then applied to this matrix
to transform it into a matrix showing requirements for ps-1 bit streams.
Values are assigned €, and F, to obtain efficient transmission fills,
while leaving some capacity for growth. The number and location of
TiDMs ean be derived directly from the transformed ps-1 bit stream
matrix.

Observe that the bit-stream multiplexing algorithm tends toward
a network solution with relatively high transmission fill. Each express
arc is, by definition, filled to at least 70 to 80 percent of its capacity.
The only nonexpress arcs are on the backbone network and connect
adjacent nodes. Since the backbone ares can carry any combination
of nonexpress circuits, regardless of orginating and terminating nodes,
they are generally also used efficiently.

IV. BIT-STREAM ROUTING ON LONG-HAUL FACILITIES

The bps-1 bit-stream requirements, determined as described in
Bection III, are applied to the network of long-haul digital facilities.
The primary vehicle for ps-1 bit-stream transmission in the early
years of the pps network is the 1A Radio Digital System (1arps),
which applies one ps-1 bit stream to a microwave radio channel in
combination with multiplexed voice cireuits. The supply of these
systems is limited to the number and location of radio channels used
for voice transmission. It is then possible that the demand for ps-1
bit streams between two points in the network will exceed the radio
system ecapacity for 1arpg channels; in these cases, the bit streams
are applied to larger capacity systems, such as an L-mastergroup
digital system (LmDs).

4.1 Routing algorithm

The facility universe on which Dps-1 bit streams may be routed
includes about 300 nodes and 900 ares. Some ares will include facility
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capacity for more than one ps-1 bit stream. To route & ps-1 bit stream
between two nodes, it is necessary to find some combination of arcs
in tandem that has the capacity available to carry the bit stream.

A minimum-distance algorithm defined by Dijkstra® is used to find
the minimum total facility “length’” between two given nodes, It
differs from others which find the minimum paths from one node to
all other nodes. The technique is particularly attractive when paths
are sought between pairs of nodes that are relatively close together.

Each node is assigned a two-dimensional quantity that indicates
the homing node and the curnulative distance to the start (all distances
are assumed to be positive). Beginning with the start node, the
distances to nodes one arc away are ealeulated. These nodes then are
assigned the node they home on and the cumulative distance to the
start. Figure 4a is an example. Node A is the start node, and the
shortest path to node E is sought. In the first step, nodes B and C
can be reached from node A. In Fig. 4b, nodes B and C have been
assigned to home on node A with distances to node A of 4 and 2,
respectively.

The node with the shortest distance to node A is made “permanent.”
This means that the shortest path from the start to this node has been
found. Since there are no negative distances, there are no possibie
shorter paths. In Fig. 4c, node C is made permanent. Distances to
nodes one arc away from node C are computed. If the cumulative
distance to the start for nodes reached on this new path is smaller
than the previous value for that node or if the node has not been
reached yet, then the new homing node and distance are aszigned.
Thus, node B is rehomed on node C, since the distance to the start is
only 2+ 1 = 3 through C, as opposed to 4 directly from A. Node F
is 2+ 2 = 4 away from node A and homes on node C. Node E 18
2 4+ & = 10 away from node A and homes on node C.

The node now with shortest cumulative distance to the start is
node B (3 units from A as opposed to 4 and 10 for nodes F and E).
Therefore, node B is made permanent, and distances to nonpermanent
nodes one arc away are computed (see Fig. 4d). The cumulative
distance to node E is 3 + 3 = 6 by way of node B; this is smaller
than the previous value (10) and thus represents a shorter route.
Node E is homed on B with a distance of 6. Node D homes on B with
a distance of 8.

The next node with shortest cumulative distance to the start is
node F (4 units from A). Node F is made permanent (see Fig. 4e).
Cumulative distances to nonpermanent nodes are computed. The
distance to node E is 4 + 4 = 8, which is longer than the previous
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PERMANENT

NODE E (B,6} 6 UNITS AWAY FROM START
NODE E HOMES ON B
NODE B HOMES ON C
NODE C HOMES ON A

Fig. 4—Dijkstra minimum-distance algorithm.

value to E, so E remains homed on B. Node H becomes homed on F
with a distance of 4 + 5 = 9.

Node B is the next nonpermanent node with the shortest distance
to node A. Therefore, node E is made permanent, and the shortest
route to node E from node A has been found (see Fig. 4f). The distance
to the start is 6, and the path is found by tracing back through homing
nodes: E to B to Cto A.

In the pps network, the primary engineering criterion for selection
of a best path is to choose the route with the least number of ares in
tandem; a secondary criterion is to choose the shortest path in terms
of route mileage. To apply these criteria within the Dijkstra algorithm,
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each facility is assigned a “length” equal to a relatively large constant
plus a factor proportional to route mileage. The large constant ensures
that primary consideration is given to the number of facilities required
to route the bit stream, and the mileage factor gives secondary con-
sideration to overall path length.

The algorithm is applied to each ps-1 bit stream individually in the
order presented to the network model. As facilities are used, they are
removed from the file and thus not considered for subsequent bit
streams. This process continues until all bit streams are routed. If
insufficient capacity is found at any point to route the bit stream being
considered, this is noted. It should be clear that the order in which
bit streams are routed affects the final network layout, as well as the
particular facilities used to route a given bit stream. The flexibility
allowed in the ordering of bit streams and the inherent ability to apply
engineering judgment to specific routing problems is felt to be more
desirable than a more rigid approach that considers the total set of
bit-stream routing demands simultaneously.

4.2 Facliity selection

The primary facility for inter-psa transmission is the 1ARDs. How-
ever, as mentioned above, the 1arps will be applied only to exist-
ing radio systems, and sufficient capacity for the Ds-1 bit-stream
demand may not exist on some routes. A computer program is used
to determine if a given data circuit demand can be routed entirely
on 1arps channels and, if not, where higher capacity systems such
as LMps are required. The facility file is then augmented as required
to reflect the need for the larger capacity systems.

For any arc in the network with capacity for more than one Ds-1
bit stream, the facilities are selected in a predetermined order. Channels
on high-capacity systems are selected first gince their need has been
previously demonstrated and they are generally more economic for
large cross sections. 1ARDs facilities for a given arc are selected in an
order to minimize voice-circuit rearrangement costs. Most radio
systems will require no mastergroup modification before a 1arDs
signal is applied, and these facilities are selected first when 1ARDS
channels are used on a given arc. Some radio systems require moving
voice supergroups and modifying voice multiplexing equipment prior
to application of the 1ARDS signal, and these facilities are selected only
after other system capacity has been exhausted.

4.3 Example

Figure 5 shows the Class I node subset of an example 60-city network
that contains a total of about 11,000 data circuit segments. The number
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of ps-1 bit streams between Class I nodes is indicated for each arc in the
network; a total of 155 ps-1 bit streams are required in the entire
network. Note that in this case relatively few express ps-1 bit streams
are generated in the network model.

This figure also shows that demand on only two network arcs
exceeded radio capacity for the 1arps: Chicago to Cleveland and
Cleveland to Pittsburgh. One Lyps channel was used on each arc to
carry five ps-1 bit streams.

Figure 5 shows only the ps-1 bit-stream end points required in the
network routing. It does not show the actual routing over existing
and planned radio facilities, since sufficient detail could not be clearly
shown. For example, the arc shown directly from Chicago to New
York is actually routed from Chicago to Grant Park, Illinois, from
Grant Park to Colesville, New Jersey, and from Colesville to New
York. Also not shown is the bit-strearn multiplexing information that
specifies which ps-0 bit streams are carried on each ps-1 bit stream.

V. DIGITAL SERVING AREA DISTRIBUTION

Within & metropolitan area, which may include all central offices
within about 50 miles of a test center, network planning takes on a
different character. Here, the digital transmission distances are
relatively short and so the trade-off between node costs and trans-
mission costs is initially aimed at reducing node costs. This is done by
attempting to minimize the number of multiplexers required and to
tailor the multiplexer eapacity to the anticipated demand. A secondary
objective is to use T1 lines more efficiently through voice sharing or
shared use by more than one data multiplexer.

The nodes in the psa network are the set of central offices that are
to be provided pps service at a point in time. Since all data circuits
originate in one of these central offices and must have a baseband
appearance at the test center, the four data-cireuit demand matrices
have dimension N X 1, where N is the number of central offices to be
served; that is, the number of data circuit segments of each speed
between each central office and the test center is the network demand.
This is true for both the end sections of inter-psa circuits, as well as
intra-psa circuits, since all must have the test center appearance.

The other major inputs required in the psa planning process are the
T1 carrier facilities available in the area, the length and gauge of cable
pairs connecting central offices, and the length and gauge of loops
served from the offices. In most cases, T1 and cable routes can be
found between any two central offices, and this availability will be
assumed in the following discussion.
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5.1 An initial distribution network

A feasible solution to the psa network design is to provide enough
TipMs and sebpms at each node to serve the demand and to connect
each node to the test center by a 71 line. (Reeall that each working
T1 line has a standby line; this does not reflect on the following pro-
cess, and so only the working line will be referred to in the following
description.} If the test center itself is coincident with one of the N
nodes to be served, this feasible solution requires at least & — 1
multiplexer pairs and N — 1 71 lines.

The first step in reducing node multiplexing costs is to find nodes
whose demand can be served by a multiplexer at a nearby node.
Consider a node j, for which

where

I; is the loop length at office j
d;; is the interoffice cable length connecting office 7 to office 4, and
L is the baseband transmission limit st the transmission rate
being considered.

Then the demand at node j can be served by a multiplexer at node 2
and the multiplexer at 7 removed. The equation above must, of course,
consider loop and cable gauges and is sensitive to transmission speed.

Using the above equation, all potential node clusters that can be
served by a single multiplexer are enumerated. The cluster that serves
the greatest demand is removed from the list, 2 multiplexer agsumed at
the corresponding node, and a second enumeration of clusters made
with the nodes included in the first cluster removed. The second
cluster is then removed based on the greatest demand served. In this
way, a list of node clusters is formed in the order in which they will
capture the greatest portion of data circuit demand. Each cluster can
be served by a single multiplexer node, which must have the capacity
to handle the combined data circuit demands of all nodes in the cluster.

In the pos distribution network design, the transmission limit at
9.6 kb/s has generally been used to define limits on node clusters.
This assures that circuits at the three lower data rates ean be routed
through their serving node to the node containing a multiplexer.
For 56-kb/s circuits, a regenerator is being developed for use in cases
where 8 station exceeds the 56-kb/s transmission distance from a
multiplexer. This approach reduces the total number of multiplexers
significantly and requires relatively few regenerators to reach outlying
56-kb/s stations.
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A second step in reducing node cost is based on an estimate of
future multiplexing capacity required at the node. As an example,
suppose the demand on a multiplexer consists of 50 percent 2.4-kb/s,
20 percent 4.8-kb/s, 20 percent 9.6-kb/s, and 10 percent 56-kb/s
circuits. For this speed mix, a T1pM/srpDM combination can multiplex
about 120 cireuits. With the same mix, a TipM/1sMx combination
can multiplex about 80 cireuits at a lower per-circuit cost. Therefore,
for nodes which have an estimated demand of less than 80 circuits
over a reasonable time period, the provision of TipM/1sMx multi-
plexing will reduce node cost with no increase in transmission cost.

A typical psa network layout is shown in Fig. 6. Note that the
number of nodes with multiplexers has been appreciably reduced
by forming clusters. There is also widespread use of Tipm/1sMX
multiplexing.

/\ test center

[ viom/srDM NODE

(d +iomasMx noDe

O NONMULTIPLEXED NODE

e,
[:[\\ R -—~ INTEROFFICE CABLE
— T1LINE

Fig. 6—Typical DSA network.
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5.2 Digital voice/data shared transmission

In the example given in the previous section, it was seen that a
single T1pM/1sMx multiplexer has capacity for about 80 data circuits.
For those node clusters that do not require this capacity, the use of
TlwB4s may be advantageous. The TilwB4/IsMX combination can
multiplex about 40 circuits with the 50-20-20-10 speed mix assumed
above, so it will have sufficient capacity for many small node clusters
during the early network implementation. A potential economic
advantage of using the T1wB4, however, is that the T1 line can be
shared with encoded voice channels, and the line may thus be used
more efficiently. For example, if a single T1ws4 is used at a node, at
least 12 encoded voice channels can also be carried on the T1 line
connecting the node to the test center location. If only 20 subrate data
circuits were served by the Tiwn4, as many as 20 voice channels
would be available.

The T1ws4/1smx multiplexing combination is generally less costly
than Tipm multiplexing for nodes in which the T1ws4 has sufficient
capacity for the demand over a reasonable time period. The T1ws4
i8 thus used at nodes where the data circuit demand for 64-kb/s
channels is not expected to exceed 12 for a period of two to three
yvears. The T1we4/8rRDM multiplexing combination is not used.

5.3 Muitiplex chaining and hubbing

A third possibility for reducing the cost of the psa network is to
reduce the T1 line mileage required. Two methods of doing this are
indicated in Fig. 7.

TiwB4 multiplexers, being three-port deviees, can be ‘‘chained”
on a single T1 line. The T1wB4 at node B in Fig. 7 receives the T1

MULTIPLEXER
HUBBING POINT

Fig. 7—Digital line sharing.
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bit stream from node C, adds some number (less than 12) of 64-kb/s
multiplexed channels to the bit stream, and transmits the T1 bit stream
on to node A. The T1wg4 at node A operates in the same manner.
Although the number of 64-kb/s channels added at any one node is
less than or equal to 12, up to 24 channels on the T1 line can be used
by the entire set of nodes on the chain. However, if more than 12
channels are used, two Tiws4 multiplexers are required to terminate
the chain at the test center.

It is clear that the T1 line mileage required to chain nodes A, B,
and C to the test center is less than that required to connect edch
node individually to the test center. (It is, of course, possible to con-
struct node configurations in which this would not be true, but the
statement holds in most practical situations.) Further, a chain of n
nodes reduces the number of T1wB4s required at the test center from
n to either 1 or 2, depending on whether more than twelve 64-kb/s
channels are required in the chain.

It should be noted that the above advantages of chaining are
expressed in terms of multiplexer and transmission savings. Main-
tenance, administration, and system reliability considerations impose
a limit of three on the maximum number of links in a chained configura-
tion. Also, voice sharing and chaining cannot be used simultaneously
on the same T1 line.

Another method for saving T1 line mileage is also shown in Fig. 7.
This involves the creation of a hubbing point at a node very similar
to the hub at the test center location. In the figure, nodes D, E, and
F are served over T1 lines to node G, where T1 signals are demulti-
plexed to subrate levels, regrouped, and remultiplexed onto one or
more T1 lines between node G and the test center. Although T! line
mileage can be saved in most practical situations, node multiplexing
costs are usually increased because of the back-to-back multiplexers
required at the hubbing node.

In general, therefore, hubbing nodes are only established at locations
anticipated as future test center locations.

5.4 Example

An example psa network for a large metropolitan area is given in
Fig. 8. The plan indicates how multiplexing flexibility can be used in
many ways to plan an efficient psa network.

Vi. SUMMARY

The objective of the pps network planning described in this paper
has been to define methods to evaluate trade-offs between node
multiplexing requirements and transmission efficiency. In the long-
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[ tiomsrom nooe
[d Tiomasmx nooe
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R —= T1 LINE
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HUBBING
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; CHAIN

HUBBING

/ CHAIN
PDINT

Fig. 8 —Typical DSA network for metropolitan area.

haul network, this has led to definition of a three-level bit-stream
routing hierarchy, express routing of high-fill bit streams, and tech-
niques for applying these bit streams to least-cost transmission
facilities. In metropolitan area networks, emphasis has been placed
on first reducing node multiplexing costs by tailoring the multiplexer
arrangements to anticipated demand, and then by the use of voice
sharing, chaining, or hubbing techniques to increase the efficient
usage of T1 lines.
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Digital Data System:

Network Synchronization

By B. R. SALTZBERG and H. M. ZYDNEY
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The Digital Data System is synchronized by means of a netwerk in
the form of a master-slave tree. Functioning data links are used for dis-
tribution of synchronization signals and timing 1s recovered from the data
siream. The master timing supply sets the frequency for the entire network.
Each major node contains a nodal timing supply with an extremely long
time constant, which phase-locks lo the incoming data signal. The nodal
timing supply contains frequency memory and sufficient accuracy to free
run satisfactorily for several days if its inpuls fail. A local or secondary
timing supply ©s designed for operation in distant nodes of the tree. Eqch
timing supply provides common clock signals to all DDS equipment in the
office in which it is installed. Al timing supply designs include a high
degree of redundancy for reliabilily purposes.

I. INTRODUCTION

The network for the pps consists of an interconnected set of digital
transmission facilities. At any node of the network, if the average
rate of transmission bits leaving a node is not exactly equal to the
average rate entering the node, errors occur. Such errors are defined
as slips, which means that bits are arbitrarily deleted if the input rate
exceeds the output rate, or that bits are repeated or inserted arbi-
trarily if the input rate is slower than the output rate. The hest
performance is realized if no slips occur. This requires that every node
in the system be synchronized to the identical average frequency and
be capable of abserbing delay fluctuations.

The transmission media comprise radio, coaxial cable, and twisted
pairs. Each of these admits to small but troublesome variation in
delay because of thermal and other effects. The rates of change of
such delay variations are equivalent to small frequency disturbances.
To be free from slip under these conditions requires two elements: ()
reproduction of identical average frequencies at every node, and (4%)
storage of sufficient data at each point of entry to accommodate the
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inevitable delay variations of the transmission media. The details of
elastic storage to accomplish the second function are discussed in the
description of digital multiplexers.! The frequency distribution is the
subject of this article.

1l. SYNCHRONIZATION NETWORK

Distribution of accurate frequency for transmission systems has
been the subject of many studies.? For pps, a loosely coupled master-
slave system was selected as the appropriate process to meet perform-
ance, cost, and administrative requirements. In normal operation,
frequency information is transmitted down a topological tree which
is a selected subset of the actual data facilities. Such a tree is shown
in Fig. 1.

A reference frequency originates the timing signal at a location
convenient for other Bell System purposes. This is directly transmitted
to a master timing supply that creates a timing format compatible
with the remainder of pps. This signal is transmitted, via the 1.544-
Mhb/s ps-1 data stream, to major nodes containing nodal timing
supplies. Each of these is phase-locked to the ineoming data signal with
a very long time constant so that the frequency generated at each
node is extremely stable and always quite close to the average in-
coming frequency. The unit of phase controlled at each node is the
125-us interval that represents a multiplexing frame. Elastic storage
in each data-stream input withholds & sufficient number of bits so
that data delivered to the node can be held in exact frame alignment

Fig. I—Synchroﬂzation tree of master, nedal, and.Jocal timing supplies.
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from each source, using the synchronization data stream as reference.
This process is repeated at each major node in the tree. Minor nodes,
with more limited connectivity, are equipped with phase-locked local
timing supplies that are simpler in design and have somewhat more
relaxed specifications, but which otherwise perform a similar funetion.
When interconnected, such a system performs slip-free and is an
efficient approach to timing distribution across the continental United
States.

A primary concern in implementing a system of this sort is the
possibility of a temporary interruption of transmission supplying a
branch of the synchronization tree. Nodal timing supplies are designed
to control the frequency of the internal oscillator by means of a digital
proportional-plus-integral phase-locked loop in which the integral
is held in a digital memory. This is described in detail in Section 3.1.2.
Interface circuitry constantly monitors for the presence of a validly
formatted timing signal in the data stream. If it is interrupted, further
phase information is inhibited and the oscillator can then run free
at the last remembered frequency stored in the integral memory. The
interface circuitry automatically returns to normal cperation when
the outage is ended. If maintenance craftsmen determine that the
outage will persist, a spare “hot’ interface circuit and alternative
transmission path is substituted. If a still more severe outage should
occur, the nodal timing supply will run free of any timing input,
beginning at its last frequency setting. During this condition, the
timing supply relies on the precision of the oscillator to maintain
synchronism. The selected oscillators hold frequency to an accuracy
of one part in 10% drift per day, which should result in a slip rate of
less than one frame each day until the timing source is restored.

The local and secondary timing supplies are designed to operate
from two independent, protected, 1.544-Mb/s channels, if they are
available, and automatically transfer between signal sources. They
are at a low level in the tree and a catastrophic failure causing loss
of both input signals is unlikely to cause sericus problems. They
operate without digital storage of phase and contain only moderately
accurate oscillators within their phase-locked loops. The secondary
timing supply is physically arranged to permit easy conversion to a
nodal timing supply when system growth so requires.

Il. TIMING SUPPLY DESCRIPTION
3.1 Nodal timing supply

The nodal timing supply delivers a common set of clock signals to
all pps equipment in the hub office in which it is installed. It maintains
synchronization with other hubs by phase locking to the framing
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bit of an incoming ps-1 signal. When the incoming signal is interrupted
or defective, the nodal timing supply free runs at the previous input
frequency, appropriately averaged. The oscillator in the nodal timing
supply phase-locked loop has sufficient long-term accuracy to permit
satisfactory operation even after free running for several days:

A high degree of redundancy is provided for reliability purposes.
As shown in Fig. 2, the interface unit, the phase-locked loop, and the
output circuit are all duplicated. Units of each pair receive their power
from different power supplies. Monitoring and control circuitry is
provided to reconfigure the system in response to various outages or
msnual interventions. A suitable output will be present in the event
of trouble.

3.1.1 Interface unit

The interface unit extracts the 8-kHz framing signal from an
incoming ps-1 line signal. Each interface unit bridges on a T1 data
multiplexer receive line. The two interface units are connected to the
same line, to separate lines from the same origin, or to separate lines
from different origins, depending upon the desired configuration of the
synchronization tree. Only one interface unit is actually supplying
a framing bit to the phase-locked loops at any given time. Manual
switching between interface units is accomplished by means of a
switch on a display-and-control panel. To avoid large phase hits when
such a switch is made, a manual build-out switch is present on each
interface unit for delaying the output in steps of one-twelfth of & cycle.
The build out is adjusted during initial installation to bring the two
interface unit outputs into as close alignment as possible.

In addition to the extracted framing bit, each interface unit also
provides an output signal that indicates whether or not a valid framing
bit is being extracted from the incoming line. A minor alarm is actuated
if either interface unit is unable to extract a valid framing bit. The
framing bit and the status indication from the selected interface unit
are coupled to the phase-locked loops and to the control circuitry.

-

INTERFACE Egéﬁi; OUTPUT :

" unIT Scon CIRCUIT .
SR,
b ¢ PHASE— e  Po—

INTERFACE i : OUTPUT .

= uNiT 1 LOCKED CIRGUIT s

LoOP

Fig. 2—Nodal timing supply block diagram. Only signal paths are shown.
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3.1.2 Phase-locked foop

The phase-locked loop is a digital control system of the proportional-
plus-integral type. The proportional-plus-integral phase-locked loop
has the interesting property of producing no steady-state phase error
in the presence of a steady frequency offset. More importantly, the
phase-locked loop will remember its past operating frequency after
the input to the loop is removed.

A block diagram of the phase-locked loop is shown in Fig. 3. The
principal component is & 39A oscillator, which is a quartz oscillator
mounted in a double oven. Its drift rate is less than one part in 10
per day after one day of warm-up. A digital-to-analog converter is built
into the oscillator to permit approximately linear fine control of the
output frequency in response to a 14-bit parallel digital control input,
weighted in a normal binary sequence. The 5.12-MHz output fre-
quency of the oscillator may be varied over a total range of 0.8 part
per million by means of this digital control. The least significant bit,
therefore, changes the output frequency by a factor of approximately
5 X 101,

The output of the oscillator iz divided by a countdown chain to
provide a large number of clock and gating signals with periods as
long as 8.192 seconds. An 8-kHz and a 512-kHz output are fed to the
output circuits. Other outputs from the countdewn chain eontrol the
phase-locked loop serial arithmetic and provide clock signals to other
parts of the timing supply.

In normal operation, both phase-locked loops lock to the output
of the selected interface unit. The phase comparator compares the
arrival time of this signal with a 4-kHz output from the countdown
chain, The phase of alternate input pulses are measured to within
1/320 of an 8-kHz period. The measurement is formed by counting
the number of pulses of a 2.56-MHz clock that oceur between the start
of the input pulse and a transition of the 4-kHz output. The phase
comparator is, therefore, of the quantized sawtooth type.? The resultant
phase measurement is read out serially during the other half of the

INTEGRATOR |

&; + PHASE e +
—*| COMPARATOR

ADD vCo

2.

Fig. 3—Nodal timing supply phase-locked loop.
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4-kHz signal, during which time no phase comparison is made. During
each 8.192-second interval, the average of the 2'* phase measurements
generated during the interval is calculated. Arithmetic is then per-
formed on this average phase error during each interval to supply the
control input of the oscillator. All arithmetic is in serial 2’ comple-
ment binary form.

The arithmetic is performed in three steps during each 8.192-second
interval. The average phase error is first transferred to temporary
storage. Next, the average phase error is multiplied by 27 and added
to the contents of an integral register. The integral register maintains
a perpetual running sum of the phase error and may be manually reset
to zero by means of a pushbutton on the faceplate of a circuit pack.
The last step of the arithmetic consists of adding the average phase
error, which was temporarily stored, to the contents of the integral
register and storing the result back into a register. At the end of the
operation, the 14 resultant bits are used to update the frequency
control input of the oscillator. The oscillator input is updated only
once every 8.192 seconds to reduce the effect on the lifetime of the
relay switches in the built-in digital-to-analog converter.

Although the control loop is partially a sampled data system, the
sampling interval is mueh shorter than any of the time constants
involved. The summation in the integral register can be approximated
very closely by an integral and the resulting open-loop gain function
of the phase-locked loop may be approximated by

e =(1+3)

The closed-loop gain function is, therefore,

The quantity « is determined strictly by the gain in the propertional
path. In the normal mode described above, a phase error of 1/320
of a eycle at 8 kHz leads to a change of one least-significant bit at the
oscillator control input. This, in turn, will change the oscillator output
referenced to 8 kHz by a factor of 5 X 107", or 0.4 uHz. a is, therefore,
equal to 0.4 xpHz divided by 1/320, or 1.28 X 10 second*. The
quantity a is determined by the scaling factor of the input te the
integral register multiplied by the frequency at which this updating
occurs. Since, in the normal mode, the input to the register is multiplied
by 2-* and the updating oceurs once every 8.192 seconds, a is equal to
3.73 X 10 second™.
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The frequency response will show a very slight peaking effect so
that some very low jitter frequencies may exhibit very slight amplifi-
cation. Otherwise, since a is much less than «, the closed-loop response
may be approximated by «/(s + ). This is a simple single-pole
response with corner frequency at 20.4 pHz for a one-sided noise band-
width of 32.5 uHz.

The response to an input step in frequency Af is given approxi-
mately by

80 2 2 (ot — o),

where the phase error is measured as a fraction of a cycle. The phase
error, therefore, rises to approximately Af/a with a time constant of
1/&, which is equal to 7810 seconds or 2.17 hours. The phase error then
decays slowly to zero, with a time constant of 1/a, which is equal to
269,000 seconds or 3.12 days.

After an interruption in the input signal, the phase-locked loop is
forced to free run by setting the output of the phase comparator to
zero. The output frequency of the oscillator in the free-running mode
is then simply equal to o times the output of the integral register, which
remains unchanged. While the input is present, the output of the
integrator is given by

a as
I(S) = E‘PG(S) = m‘ﬁ;(&).
The corresponding frequency may therefore be approximated by

a [s ]

s+as+a

[(8) = ax(s) == 3®,(s).
This is equivalent to the tandem combination of two simple single-pole
low-pass filters whose corner frequencies are at 0.593 ¢Hz and 20.4
#Hz. The first of these filters clearly dominates. One particular jitter
frequency, which must be accounted for, is that due to daily variations
in path length. Since this is a jitter frequency of 11.6 xHz, the daily
jitter is reduced by a factor greater than 20 as far as the output of the
integrator is concerned. When the input to the loop vanishes, the loop
free runs at a frequency equal to the input frequency prior to the time
of free running convolved by an exponential of time constant equal to
3.12 days.

Due to the extremely narrow filtering action described above and
to previous line jitter, it is expected that the frequency offset im-
mediately after free running should be less than five parts in 10%,
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assuming that the frequency of the previous node is perfect. In addi-
tion, there is an initial frequency offset of up to five parts in 101
owing to quantization effects. The initial frequency offset of a nodal
timing supply immediately after it begins to free runm, therefore,
is less than one part in 102, In addition, the oscillator begins drifting
at a rate of up to one part in 10 per day. The nodal timing supply
may, therefore, free run for up to 13.5 days before the frequency error
is equal to the rate of one 8-kHz frame slipped per day. The accumu-
lated phase drift will not reach % cycle of an 8-kHz interval until 2.93
days have elapsed. Therefore, assuming zero initial phase error, the
phase-locked loop will exhibit no slips if any outage in the input signal
is restored before 2.93 days. However, whether or not any customer
data will be slipped depends upon the initial fill of the T1 data multi-
plexer elastic store.!

The above parameters are unsuitable for initial lock-in of the loop
during installation, or for restoring the loop after certain outages,
owing to the narrow lock range and the long time constants involved.
For this reason, a fast-start mode has been introduced which is
manually entered by operating a switch on a faceplate of a circuit
pack. Operation of the switch modifies the countdown chain in the
phase-locked loop so as to change the gating waveforms used in the
serial binary arithmetic. In the fast-start mode, the average phase
error is multiplied by 2%, thus increasing « to 4.1 X 10~ second ™. The
input to the integral register is further increased by a factor of 29
thus changing a to 1.9 X 10~ second*. The loop response is changed
to a slightly under-damped one with a damping time constant of 488
seconds, Therefore, the loop may be brought into close lock in less than
an hour in the presence of large phase or frequency errors.

3.1.3 Quiput circuit

Each of the output circuits accepts an 8-kHz and a 512-kHz wave-
form from each of the phase-locked loops and generates the com-
posite waveform described in Section IV, Clock Distribution. The two
output circuits are coupled so that at any given time both of them
receive their inputs from the same phase-locked loop. When a defect
is detected in the 8-kHz phase-locked loop output, the output circuits
will switch their inputs to the other phase-locked loop and remain
there until trouble is detected in that loop.

Sufficient fanout capability is provided and may be expanded to
drive an arbitrarily large number of using bays. Each using bay
receives its signal over two lines, one originating from each of the
output circuits.
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3.1.4 Monltoring, control, and alarms

Self-checking circuitry has been built into all major components
of the timing supply. Any detected failure will generate at least a
minor alarm. If trouble is detected in both phase-locked loops, in
both output circuits, or in a combination of two or more power sup-
plies that would render the system inoperative, than a major alarm
is generated. An indicator light is provided to caution central office
personnel that some manual control is in an abnormal condition, such
as the fast start mode, a loop inhibited, or the manual free-run mode.

A built-in digital phase meter is included for manually checking the
phase difference between any pair of 8-kHz waveforms in the timing
supply.

Built into the nodal timing supply is a control algorithm that
controls the input and output of the phase-locked loops in response
to certain monitoring circuits. Associated with each phase-locked
loop is a slip detector, which looks for an out-of-lock condition in the
phase-locked loop. This is done by monitoring the phase difference
between the phase-locked loop input and its 8-kHz output. If the
phase difference proceeds from a region of moderate positive error
to a region of moderate negative error, or vice versa, then the slip
detector will generate a slip indication. This indication must be reset
manually. In addition to the two slip detectors, a tracking detector
is included which monitors the phase difference between the two
phase-locked loop outputs and generates an output if the magnitude
of this difference exceeds some small threshold. The fourth input to
the control algerithm is the status signal from the interface unit in
use. In the normal condition, both phase-locked loops receive their
inputs from this interface unit. If the status indication goes off, the
phase-locked loops are put into the free-running mode with loop A
free running and loop B locked to the output of loop A. This keeps
the phase difference between the two loop outputs small even though
the system is in the free-running mode. If a slip in loop B is detected
when in the free-running mode, appropriate indications are given and
both loops will then free run separately since it is not possible to detect
which loop is in error.

When in the normal mode, no action is taken when the tracking
detector indicates a lack of tracking. However, when the no-track
signal is on and a slip is detected, the loop that exhibited the slip is
considered to be in trouble and its output is inhibited. The output
circuits will automatically switch to the other loop if they are not
already in that condition, and a minor alarm is given. If, after this
event occurred, the other loop should also indicate a slip, a major
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alarm is given. However, the output from the second loop is still
supplied to the output circuits. Under no condition is the output of
both phase-lacked loops ever inhibited.

If, in the normal condition, a slip is detected while the tracking
detector indicates the two loops are tracking, then the input signal is
rejected even though the status indication from the interface unit is
good. The timing supply is then put in the free-running mode with
loop A free running and loop B locked to the output of loop A.

The nodal timing supply display-and-control panel includes light-
emitting diodes imbedded in a block diagram of the system. These
diodes indicate the states of various parts of the system.

3.2 Master timing supply

The master timing supply is identical to the nodal timing supply
in all respects except for-the interface units. The master timing supply
is designed to lock on to a standard frequency transmission rather than
the framing bit of a ps-1 signal.

A new Bell System Frequency Standard, using primary atomic
standards sources, has been installed at Hillsboro, Missouri. The
standard frequency transmission from Hillsboro to other offices in the
country will be made via a 2.048-MHz pilot tone on L-multiplex
facilities. The pps master timing supply will be installed at St. Louis,
which is the nearest pps hub office to Hillsboro. The standard fre-
quency will reach this office over two separate transmission facilities.

At the master timing supply, new special-purpose interface units
are substituted for the normal interface units. These interface units
count down the standard frequency to 8 kHz and keep track of the
phase of this countdown process with self-checking. Normally, the
output derived from the primary route is supplied to the phase-locked
loops. If the primary route should have an outage, the input of the
phase-locked loops is switched to the secondary route interface unit,
in which the phase of the countdown has been previously adjusted to
agree with the first interface unit. When the primary route 1s restored,
the loop input is automatically returned to the first interface unit with
phase continuity. Should both inputs to the master timing supply fail,
the system will free run and the countdown circuits in the interface
units will be reset so that upon restoration of either route the phase of
the interface unit output agrees with that of the phase-locked-loop
output.

3.3 Local (or secondary)} timing supply

The local (or secondary) timing supply is a simple and low-cost
system intended for use at those pps local offices that have T1 data
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multiplexers. It may also be used at small pps hub offices, which are
at the end of the synchronization tree. Its functions are identical to
those of a nodsl timing supply, the only difference being the use of a
simpler phase-locked loop and control. The local timing supply is not
able to free run without an excessive slip rate for more than a few
seconds. As in the case of the nodal timing supply, fully redundant
interface units, phase-locked loops, and output circuits are included.
The interface units and the output circuits are identical to those in
the nodal timing supply. However, since the local timing supply
should not be permitted to free run for more than a few seconds, the
interface units are arranged so that the input to the phase-locked
loops automatically switches from one interface unit to the other when
a failure in one interface unit or line signal is detected.

The fully redundant local timing supply is as reliable as the nodal
timing supply. In very small local offices, where cost is the overriding
consideration, it is possible to create a nonredundant local timing
supply by installing only one interface unit, phase-locked loop, and
output circuit. This arrangement, however, is only used where other
nonredundant pps elements are appropriate.

3.3.1 Phase-locked loop

Each local timing supply phase-locked loop includes a temperature-
compensated 89A oscillator. This oscillator has a fractional frequency
deviation of less than 12 parts per million under the expected extremes
of aging and temperature. The 5.12-MHz output of the oscillator is
divided down to provide the 8-kHz and 512-kHz outputs required by
the output circuits, and to provide other waveforms required by the
timing supply.

The phase-locked loop is a simple first-order type with a time con-
stant of 1.04 seconds, so that its frequency response is that of a single-
pole low-pass filter with corner frequency at 0.153 Hz. A sawtooth
comparator generates s signal proportional to the phase error between
the input signal from the interface unit in use and the 8-kHz output
signal. The de value of this signal is used to control the frequency of
the oseillator. Only enough filtering is present in the loop to eliminate
high-order modulation products from the phase comparator. This
filtering has negligible effect on the loop response.

When the natural frequency of the oseillator is off by the maximum
allowed value of 12 parts Fer million, the resultant static phase error
of the loop is one-tenth of a cycle. If the input to the phase-locked
loop fails, the loop will free run at its natural frequeney and the phase
will drift by the additional 0.4 eyele required for a cycle slip in 4.16
seconds. If the input is restored before this time, no slip will result.
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Whether or not data slips occur depends on the fill of the T1 data
multiplexer elastic store.

3.3.2 MonHtoring, controf, and alarms

As in the case of the nodal timing supply, the local timing supply
also includes & display-and-contrel panel in which light-emitting diodes
superimposed on a block diagram display the status of varipus com-
ponents of the system. The same phase-metering circuit is also included.
If a nonredundant system is installed, a feature built into the alarm
logic changes the effect of some troubles that would normally produce a
minor alarm to produce a major alarm. A permanent logic input is sup-
plied by the second phase-locked-loop eircuit paeck. When this cireuit
pack is missing, the complementary logic level is supplied to the alarm
logic. This changes the determination of miner or major alarm condi-
tions and also causes those light-emitting diodes on the display panel
that pertain to the second half of the system te be deactivated.

Associated with each phase-locked loop is & monitoring circuit.
This monitoring circuit includes a slip detector which performs a
function similar to that of the nodal timing supply slip detector and
also requires a manual reset. In addition, other malfunctions in the
phase-locked loop, in its input signal, or in the monitor itself are
detected. In addition to the generation of alarms and indications, the
phase-locked-loop monitor causes the phase-locked-loop output to be
inhibited in the presence of certain trouble conditions. An end-of-range
detector associated with each loop provides an indication when the
phase error between the input and output of any loop is greater than
one-quarter of a cycle in magnitude.

The only manual controls associated with the local timing supply
are control keys that inhibit either of the phase-locked-loop outputs,
and the slip-detector reset button. Interlock circuits on the phase-
locked-loop outputs assure that under ne condition arising from
manual intervention or operation of the phase-locked-loop monitors
can the output of both phase-locked loops be disabled simultaneously.

IVv. CLOCK DISTRIBUTION

The eross-connection scheme for all pbs signals in an office requires
that a common 64-kHz bit clock and a common 8-kHz byte clock be
supplied to all equipment in the office. The waveforms required by
the pps equipment itself are shown in Fig. 4. The five-eighths duty
cycle provides for & maximum tolerance to delays between pieces of
pps equipment and to difference in clock-propagation time from the
timing supply to the different pieces of equipment.
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Fig. 4—Output clock waveforma.

The signal distributed by the timing supply to the using bays of
pps equipment contains information for both bit and byte clock
combined in a single composite waveform. A composite waveform is
transmitted redundantly over two balanced pairs to each using bay.
The signal on each pair is a bipolar 64-kHz waveform having a five-
eighths duty cycle. Each eighth pulse violates the bipolar rule in that it
agrees in polarity with the preceding pulse. The basic waveform, there-
fore, provides the bit clock information, while the bipolar violation
provides the byte clock information. Since the only information is
carried in pulse presence and changes of pulse polarity, it is not neces-
sary to keep track of the polarity of the two wires in the transmission
line.

Each bay of pps equipment contains a bay clock, power, and alarms
unit, which serves several functions, one of which is to distribute the
elock to all equipment in the bay. Two clock line terminators are
included in this unit to receive the signals from the timing supply.
Each terminator receives signals from both of the redundant pairs.
The input composite waveform that is detected first is converted into
the two unipolar clock signals required by the pps equipment. Both
terminators will continue to generate the clock signals even when one
of the redundant distribution pairs or one of the timing supply output
circuits is defective. The appropriate alarms and indications are given
if either input signal is defective or if some defect in the ecircuit opera-
tion of the line terminator is detected. A switching circuit connects the
outputs from one of the clock line terminators to a number of line
drivers that distribute the bit and byte clock to all pps equipment
in the bay. Operation of the switehing circuit depends on the presence
of detected troubles.
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The bit and byte clocks fed to all pps equipment in an office are in
phase, except for slight variations due to differences in propagation
time from the timing supply to each bay.
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The two-stage multiplexing hierarchy developed for the Digital Data
System 45 described. Imcluded in this hierarchy are three synchromous
time-dwision multiplexers and a new 64-kb/s cross-connect arrangement
that offer both flexibility and simplified administrative procedures.
M aintenance for the multiplexers s provided on an in-service monttoring
basis and includes automatic switching of a “hot” spare in the event a
Sfoaull is delected.

I. INTRODUCTION

The Digital Data System employs all digital facilities for both short-
haul transmission within a digital serving area and long-haul trans-
mission to interconnect digital serving areas. Except for the local
loop which serves individual customers,! the T1 carrier system is used
exclusively within a digital serving area, while several alternatives are
available for the long-haul digital channel. To obtain efficient utiliza-
tion of these facilities, a two-stage data-multiplexing hierarchy is
employed. As illustrated in Fig. 1, each customer’s loop is terminated
in an office channel unit (ocu) that matches the loop’s data rate, e.g.,
56, 9.6, 4.8, and 2.4 kh/s. The output of a 56-kb/s ocu feeds directly
into a port of the second-stage multiplexer. The other three, which are
collectively termed subrate data rates, are gathered in groups of 5, 10,
or 20 in the first-stage multiplexer. Each first-stage, or subrate, multi-
plexer, in turn, feeds a port of the second-stage multiplexer.

Synchronization information is contained within the multiplexed
output signal of a first-stage multiplexer. This permits it to operate
independently of the second-stage multiplexer. The result is that any
port of one second-stage multiplexer may be cross-connected to any
spare port of another whether the signal source is a subrate multi-
plexer or an ocu. To further simplify the cross-connect process, all
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FIHST[STAGE SECOND STAGE

66—kb/s
ocu

DSX-0A
9.6-kb/s 64 kbs

ocy

05X-1
1.544 Mb/s

DSX-0B
64 kb/s

4.B—kb/s 1
ocu

2.4—kb/s
acu

Fig. 1-—Two-stage multiplex hierarchy.

signals passing between office channel units and multiplexers do so
at 64 kb/s. This arrangement, called a “universal cross-connect” and
designated psx-0, offers wide flexibility and simplified administrative
procedures. The signal passing through psx-0 is called ps-0. The second-
stage multiplexer is designed to interface with a T1 carrier system or
equivalent digital transmission facilities through a standard cross-
connect identified as psx-1. The signal passing through this cross-
connect is designated ps-1.

The failure of & multiplexer, particularly a second-stage multiplexer
that may carry as many as 460 individual customer channels, could
be catastrophic. To minimize the likelihood of this event, a “hot”
spare can be automatically switched into service in the event a mal-
function is detected.

il. UNIVERSAL CROSS:CONNECT—DS-0 SIGNAL FORMAT

The Digital Data System employs several different types of trans-
mission equipment that must be interconnected within a central office.
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Among these are multiplexers, office channel units (ocus) for all four
data speeds, multipoint junction units (Mrus), and various pieces of
testing equipment. To allow a maximum of possible interconnecting
arrangements with no tailoring of the equipment to the data rate
requires a signal format that is universal to all four customer data
rates.

As illustrated in Fig. 2, the format for all intracffice transmission is
organized on an eight-bit byte structure. The eighth bit in each data
byte is not made available for the transmission of customer data but is
reserved for network control purpeses and to assure that the data
channel is transparent to the customer’s data format. This bit, under
control of the ocu, is set to a logical 1 whenever the customer’s data
terminal is in the transmitting mode and 0 otherwise. Coding the
eighth bit in this manner provides the means te transmit control in-
formation in the data channel. Any byte in which the eighth bit is a
0 ig called a control byte. To meet the requirements of the T1 repeatered
line, in particular, items () and (i) of Section 4.1, it is necessary to
make one or more of the other seven bits in a control byte a logieal 1.
Bit position 1, as described in Section 3.1, is used as a subrate syn-
chronizing channel; therefore, only bits 2 through 7 are available
providing a maximum of 63 control codes. Network integrity is pro-

BIT
(84 kHz)

D= DATA BIT
BYTE

= NETWORK
CLOCK N
(8 kHz) I_] CONTROL BIT

BIT
POSITION |1l2|3|4|5|5[7|3|1|2!---
IN BYTE

56—Kb/s
FORMAT IDIDIDID|D|DIDI'ID|D]DIDID|DIDI'1 I
PN

e

T T
DATA BYTE STUFF BYTE

SUB—RATE I . [ [ I I

romar |ololo]o]o]e]o]-] | I

T 4 T S=S8
DATA BYTE STUFF BYTES

8.6—kb/s

FORMAT DATE BYTE, 4—STUFF BYTES, DATA BYTE, ...

4.8—kb/s

FORMAT DATA BYTE, 9-STUFF BYTES, DATA BYTE,...

2.4—kbis

FORMAT DATA BYTE, 19-STUFF BYTES, DATA BYTE, ...

Fig. 2—ns-0 signal format.
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tected since the ability to affect the state of the eighth bit is reserved
for pos central office equipment.

The ps-0 signaling rate is 64 kb/s for all data rates; therefore, each
byte is 125 us long. Office channel units for all four data rates translate
the customer’s data stream into this byte format, second-stage multi-
plexers accept this byte format for multiplexing onto a T1 line, and
all other office equipment operate with the 64-kb/s byte format at
their inputs and outputs.

2.1 Data channel capacity

The manner in wHich the multiplexers operate is to assign all the
bits in a given byte to the same data source. Since the eighth bit in
each data byte is assigned a network control function, seven bits are
available in each byte for the transmission of data. Hence, the maxi-
mum data rate is 56 kb/s. Subrate channels are derived by sharing
the same 64-kb/s channel among several sources. However, only bits
2 through 7 are assigned to customer data. Since six bits per byte are
used, the maximum data capacity per channel is 48 kb/s. If a byte is
assigned to a given data source once every five frames, that data source
can transmit at 9.6 kb/s. Conversely, one 64-kb/s channel can be used
to transmit signals from 5 data sources, each operating at 8.6 kb/s, or
from 10 sources, each operating at 4.8 kb/s, or from 20 data sources,
each operating at 2.4 kb/s. To distinguish among the 5, 10, or 20
subrate channels that share the same 64-kb/s channel, a synchronizing
pattern of length 5, 10, or 20 is inserted into the first bit position of
each byte. This is discussed in detail in Section 3.1

Because the 64-kb/s cross-connect data rate is faster than the
customer’s data rate, the latter must be increased. This is accomplished
by repeating the bytes 5 times in succession for 9.6-kb/s data, 10 times
for 4.8-kb/s data, and 20 times for 2.4-kb/s data. The repetition inter-
val for each speed is exactly equal to the duration of six-bit intervals
at the customer’s data rate. For example, at the 9.6-kb/s data rate,
six bit intervals equal 625 us (6 <+ 9600 seconds). Five hyte intervals at
64 kb/s also equal 625 us (5 X 125 us).

The ps-0 format enables considerable flexibility in the design of the
overall pps network. It allows a subrate multiplexer of a single design
to be easily adapted for all three subrate speeds, it enables one basic
design for the myu to be used at ali speeds, and it provides a mainte-
nance scheme common to all four data rates.

2.2 Timing signal conslraints

The pps is a synchronous transmission system, i.e., timing informa-
tion is required with every data stream. To eliminate the need to trans-
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mit timing information between pieces of central office equipment or to
derive it from the data signal, a single souree of 8-kHz and 64-kHz
reference timing signals exists in each office. All transmitting circuits
transmit data to the psx-0 and all receiving eircuits sample data from
the psx-0 at instants defined by the same office clock. The 64-kHz and
8-kHz reference signals are distributed from a central clock source to
all equipment in an office. Data are transmitted into the eross-connect
on positive clock transitions and data sampling oceurs on negative
clock transitions of the 64-kHz clock.

The delay in transmitting the clock from the office timing supply to
various pieces of equipment and the delay involved in transmitting
data between equipment are both significant fractions of the 64-kHz
clock period. The difference in the clock delay between the timing
supply and two pieces of equipment may be as large as 3.0 ps, and the
data transmission delay may be up to 5.0 us. In addition, there may be
up to a 0.5-us delay in distributing a clock signal within a bay of equip-
ment. The time interval between the write (or transmit) transition
and the read (or sample) elock transition of the 64-kHz clock must be
greater than the sum of these maximum time delays, e.g., greater than
9.0 pus. To aceomplish this, the 64-kHz clock has a § duty cycle, i.e.,
it consists of a positive-going pulse 9.8 us in duration every 15.67 us.

The 8-kHz office clock is distributed to all equipment to define the
interval between 8-bit bytes. This clock has a duty eycle of 5/64 (9.8 us
every 125 ps). Asillustrated in Fig. 3, the 9.8-us pulse in the 8-kHz clock
coincides with every 8th bit of the 64-kHz clock. The two reference
timing signals are distributed in the form of a composite signal de-
seribed in a companion article on pp8 network synchronization.?

8T 8

TRANSMIT SAMPLE

*’l 166Us l-('— =
e imimimicimimins

7 3

BIT NO. 2 3 4 5

o4 khz
—1 9.8#5"-—
MARK (1) I
SPACE (0} _I—

8 kHz

Fig. 3—Reference timing signals for universal cross-connect.
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2.3 Electrical characteristics of DS-0 signals

Data are transmitted between pDs central office transmission equip-
ment (e.g., TIDM, OCU, MJU, etc.) in a nonreturn-to-zero bipolar for-
mat. Balanced, shielded, twisted-wire pairs are used that are trans-
former-coupled at each end to reduce the effect of electromagnetically
induced noise currents on the operation of active circuits. The need
for an inexpensive line driver and terminator plus the requirement for
the de-free signal led to the adoption of a bipolar format. Time delay
requirements stated in Section 2.2 limit the length of the cross-connect
interconnecting wires to 1500 feet. Attenuation requirements limit the
wire-pair loop resistance to 77 ohms.

lll. FIRST-STAGE MULTIPLEXER

In the Digital Data System, the first-stage multiplexer is designated
the subrate data multiplexer (skpm). It provides efficient packing of
the lower rate channels by combining several subrate data channels
operating at 2.4, 4.8, or 9.6 kb/s into a single 64-kb/s channel. Func-
tionally, there are three different forms of a subrate data multiplexer,
one for each of the three customer data rates. A 2.4-kb/s srRDM can
multiplex up to twenty 2.4-kb/s channels onto a 64-kb/s line; a 4.8-
kb/s srDM can combine up to ten channels of that speed onto a 64-kb/s
line, and & 9.6-kb/s srDM can multiplex up to five such channels onto a
64-kb/s line. One sRpM-multiplexed data stream occupies one 64-kb/s
channel of a second-stage multiplexer.

A direct result of the ps-0 format described in Section II is that an
BRDM input port can accept a signal whose bit rate is lower than that
of the srpM. For example, a 4.8-kb/s skoM can have among its inputs
any number of 2.4-kb/s channels in addition to 4.8-kb/s channels as
long as the total number of channels multiplexed is not more than 10.
The 2.4-kb/s channel will be scanned every 10 bytes and will appear
twice in the multiplexed stream. At the output of the far-end demulti-
plexer, the 2.4-kb/s channel will then appear with each byte repeated
20 times. Similarly, & 9.6-kb/s skpM can multiplex any combination
of five subrate signals, regardless of whether their speed is 2.4, 4.8, or
9.6 kb/s. In this way, if a given route must handle, say, only three
customers, one at each of the three subrate speeds, then only one 9.6-
kb/s srDM is required.

3.1 Frame struclure

The multiplexed frame format of each srpm consists of 5 (or 10 or
20) bytes, one from each channel. The first bit of each channel’s byte
is always a logical 0 when received from an ocu or another srom. The
sRpM multiplexer inserts a sequential pattern into this bit position
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Fig. 4—Line format for first-stage data multiplexer.

to form a framing channel. The length of the framing sequence is
equal to the maximum number of channels of the skpM. These se-
quences are shown in Fig. 4. The five-bit framing pattern used in the
9.6-kb/s srDM is seen to be a subset of that employed in the 4.8-kb/s
SRDM which, in turn, is a subset of that employed in the 2.4-kb/s sRpMm.
At the demultiplexer output, a 0 is inserted in bit position 1 of each

channel. '

3.2 Synchronlzation algorithm

While in sync, the minimum interval to enter the out-of-sync state
is approximately 0.5 ms. A searching interval follows which requires
three consecutive correct framing bits for a 9.6-kb/s srpm (four for
4.8 kb/s, five for 2.4 kb/s) for resynchronization. An additional 1.5-ms
verifying interval is required, during which correct framing bits are
received to ensure that the sepum is properly in syne.

2.2 Functional block diagram

A functional block diagram of an sRpM is shown in Fig. 5. Data from
each of the five channels on a port circuit pack are first multiplexed
on that board ; data from each of the port circuit packs (if more than
one is required) are then combined with the framing pattern on the
common logic board and transmitted as a 64-kb/s multiplexed stream.
The incoming 64-kb/s multiplexed stream passes through a reframe
circuit on the common logic board and is then distributed to the
appropriate port circuit packs. The common logic generates an address
to each port eircuit pack so that the latter can properly distribute its
received data to the five channels served by it. When each channel
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Fig. 5—Subrate data multiplexer, functional block diagram.

circuit receives its byte at the 64-kb/s rate, it is transmitted at the
64-kb /s rate into the cross-connect and is also stored in a recireulating
register. The latter provides the means for repeating the byte a total
of 5, 10, or 20 times until a new byte is received from the incoming
multiplexed stream.

3.4 Integral subrate muliiplexer

A special arrangement for a 9.6-kb/s srpM exists.! It is contained on
one circuit pack and is called the five-channel integral subrate multi-
plexer (1smx). This unit performs the same function as the 9.6-kb/s
srDM but is packaged to mount in an ocU assembly. Up to five channels
at any subrate speed can be multiplexed for transmission over a
second-stage multiplexer channel without the need for wiring the out-
put of each ocu to an skpm bay. Unlike the srpm, the 18Mx has no
provisions for monitoring, alarms, or automatie replacement.

IV. SECOND-STAGE MULTIPLEXER

Two second-stage multiplexers are available in the Digital Data
System. One, designated the T1 data multiplexer (T1pm), is intended
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for high-usage routes within a digital serving area as well as for opera-
tion over long-haul digital facilities. It provides up to 23 data channels
and is equipped with extensive performance monitoring, maintenance,
and restoration features. The other is designated the Tiws4 data-
voice multiplexer (T1ws4). It provides up to 12 data channels and is
designed to share a T1 repeatered line with a p3 or D1p voice channel
bank over lower usage data routes within a digital service area, or
may be used alone if voice sharing is not desired. The T1wn4’s more
economical design offers somewhat reduced maintenance and restora-
tion features.

4.1 Multiplexer requirements

Basic to the design of the second-stage multiplexers is the need to
operate with a T1 repeatered line. Three restrictions are, therefore,
immediately evident: () not more than 15 consecutive 0's may be
transmitted,” (#) the average pulse density shall be not less than one
pulse out of eight, and (777) the transmission rate must be eonsistent
with the clock recovery circuit found in T1 repeaters, i.e., 1.544 Mb/s.
To avoid possible confliet with existing or future T1 carrier mainte-
nance routines, the 193-bit frame employed for voice transmission is
retained, as is the coding of the 193rd bit. In addition to these are the
requirements of the Digital Data System, namely, to provide data
channels that are transparent to all customer data at the four syn-
chronous data rates, to associate with each data channel a signaling
channel that can be used to pass network control information, and to
operate with a source of timing that is common to all pps central office
equipment.

4.2 DS-1 signai formal

The requirements stated in Section 4.1 lead to the multiplexer format
illustrated in Fig. 6. The 193-bit frame is divided into 24 eight-bit
bytes plus one additional bit designated the F-bit. A byte represents
a 64-kb/s channel. When TipMs are used, all the bytes, except the
24th are data channels. When a Tiws4 is used, the 24 bytes may
carry data or digitized voice.

4.2.1 TIDM signal format

The Tipym must operate over both long- and short-haul facilities.
In anticipation of possible repeated losses of synchronization hecause
of radio fades or other short-term outages, the synchronizing algorithm
is designed primarily to protect against aliasing or false reframing. To
accomplish this, six bits of the 24th byte are used in conjunction with

* A zero is the absence of a pulse on the transmission facility.
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0 —= CONTROL
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CHANNEL CAPACITY: 64 kb/s
MAXIMUM DATA CAPACITY PER CHANNEL: ‘56 kb/s

Fig. 6—ps-1 signal format.

the 193rd or F-bit. As illustrated in Fig. 6, the former appear as a
fixed pattern while the latter follows the 12-frame pattern employed
in the pip, n2, and p3 channel banks. Bits 190 and 181 are employed
for housekeeping purposes by the Tipm. The remaining 23 bytes are
assigned as data channels.

4,2.2 TIWB4 signal format

The Tiwe4 may share a T1 facility with digital voice channel
banks within a digital serving area. To ease the administration of the
shared facility as well as maximize its use for voice, the TIwB4 em-
ploys only the F-bit for frame synchronization, making all 24 bytes
available to carry traffic. While up to 12 of these can be assigned to
carry data, there is no restriction as to which bytes earry data and
which carry voice.

4.3 T1 data multiplexer

The Tipm combines twenty-three 64-kb/s data channels and a
synchronization pattern into a 1.544-Mb/s time-division multiplexed
bit stream and converts this to a 50-percent bipolar format® (ps-1
signal) for transmission on a T1 repeatered line. It also provides the
appropriate demultiplexing functions to convert the received ps-1
signal into twenty-three 64-kb/s channels.

Figure 7 is a simplified block diagram of a Tipm. Each port possesses
a four-wire interface with the Dsx-0 cross-connect consisting of a bi-
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polar line driver and terminator. The electrical chacteristics of the
drivers and terminators are discussed in Section 2.3. Data are clocked
into all ports simultaneously under control of the 64-kHz reference
signal from the office timing supply. The 8-kHz reference identifies
the completion of a byte. Each port contains a pair of 8-bit registers
and some control logic. The first register accumulates eight bits of
data at 64 kb/s and then serially transfers this byte to the second
register under control of an eight-pulse clock burst at 1.544 Mb/s.
The byte resides in this register until it is read out at 1.544 Mb/s
during the appropriate time slot for each port in the 11 frame. Com-
mon ecircuitry combines these bursts of data, one from each port, and
adds on the nine-bit synchronization pattern to complete the 193-bit
frame. The transmitting converter converts the logic-level 1.544-Mb/s
multiplexed stream into a 50-percent duty eycle return-to-zero bipolar
signal for transmission over a T1 line.

After being transformed from a bipolar to a logic level signal in the
receiving converter, the incoming ps-1 signal passes through a 256-bit
elastic store. The basic purpose of the elastic store is to enable the out-
put 64-kb/s data of the Tipm demultiplexer to be time-aligned with
the office 8-kHz and 64-kHz reference signals and to be jitter-free.
To accomplish this requires that the phase of the office reference timing
signals and the incoming frame be uniquely related. Unless it is pro-
vided for, this relation would be arbitrary since the ps-1 signal origi-
nates in another central office. One hundred ninety-three bits of the
elastic store’s capacity is required to align all the data bytes with the
office 8-kHz byte reference regardless of the fixed time delay between
the sending and receiving central offices. The remaining capacity of 63
bits is available to absorb time variations in the office-to-office delay
caused by temperature changes in cable, path changes in radio links
owing to atmospheric conditions, ete. The elastic store is basically a
256-bit shift register with a fixed read-in point at the beginning of
the register and a readout location that can be varied in one-bit in-
crements anywhere along the register. A 256-state binary up/down
counter counts up 1 for every clock pulse from the incoming T1 line
interface representing a bit being read into the store, and counts down
1 for every clock pulse of the locally generated 1.544-MHz clock that
reads a bit out of the store. The output of this counter provides the
address for reading data out of the elastic store. Small differences
between the input and local 1.544-MHz clocks will cause the fill of the
elastic store to slowly change, but the capacity is sufficiently large to
handle all expected variations. If an overflow or underflow (slip) does
occur, the fill of the store will immediately be shifted exactly 193 bits
in the opposite direction resulting in a deletion or addition of 193 bits
in the received ps-1 signal; this is done so the Tipm can maintain
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synchronization with the incoming ps-1 signal minimizing eustomer
outages in the event of a slip. The 1.544-MHz clock used to read data
out of the elastic store is an exaet multiple of the office 8-kHz clock and
is generated by a voltage-controlled oscillator within the T1pm.

The data that is read out of the elastic store is sent through demulti-
plexing logic to the port circuits where it is read into one 8-bit register
per port at 1.544 Mb/s. The data are then serially transferred to an-
other register at the same speed where it resides until read out into the
DSX-0 cross-connect at 64 kb/s. Recall that the input port cireuit also
required two 8-bit shift registers. Because the input and output 64-
kb/s data signals are aligned with the office 8-kHz and 64-kHz refer-
ences, the multiplexing and demultiplexing halves of the port circuit
can each share the same two registers. For each register, one data byte
is read in while the other is read out.

4.3.1 Frame synchronization

The output of the elastic store feeds a resynchronization circuit
which examines the incoming data stream to locate the seven-bit
framing pattern in the 193-bit frame. Six of these are the fixed pattern
located in the 24th or sync byte (see Fig. 6). The seventh or F-bit
iz a 12-hit sequence requiring 12 frames to complete its cycle. While
in syne, four out of 12 framing bytes each with one or more of the
seven framing bits in error are required to cause the T1pMm to assume
that synchronization has been lost. The minimum time to enter the
out-of-sync state for random signals is 0.5 ms. Once the signal is out
of syne, a searching period follows. During this interval, the re-
synchronization circuit looks for the six framing bits in the svne
byte; the F-bit is ignored because its status in previous frames is re-
quired to correctly predict its next state. The maximum average time
to reframe is about 0.5 ms. Onee the six-bit framing pattern has heen
loeated, four comsecutive frames with correct framing patterns are
required to verify that synchronization has been attained. The verify-
ing interval requires 0.5 ms.

During the reframing procedure, the resynchronization circuit con-
trols the delay in the elastic store to force the frame of the incoming
data stream to be properly phased with the office byte clock. This is
accomplished after the first good framing byte is detected by directing
the elastic store to halt its read-out of data until the incoming sync
byte is properly aligned with the office 8-kHz clock.

4.3.2 Coniro!l codes

The Ttpm generates several Dbs control words. To comply with the
one’s density requirement of the T1 repeatered line, the TipM multi-
plexer translates any incoming byte that contains only 0’s into the
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pattern 00011000. This is employed within the network to identify a
channel as being unassigned, since no ocu can transmit all 0’s towards a
TipM. An all-0’s channel may have a 1 inserted into the first bit posi-
tion by a subrate data multiplexer as part of its framing pattern.
Although the resulting pattern, 10000000, does not violate the T1 line
constraint, trouble isolation would be made more difficult because the
channel in question would not have a fixed unassigned code repeating
every frame. Therefore, only bit positions 2 through 8 are examined
in the T1pm and the pattern 10000000 is translated into 10011000.

The Tipm demultiplexer has two out-of-sync states. If less than 300
ms has elapsed, the incoming bit stream, which may be random data
or all 0’s, is distributed to the individual ports; if the out-of-syne
state persists for 300 ms or more, the T1pm will transmit the control
eode word 00011010 out of all ports for as long as the out-of-frame
condition persists. The latter state is identified locally as a ‘“‘red
alarm.” The red alarm condition is transmitted to the far end via
the “Y” bit (bit 190 in the frame), where it is received as a “yellow
alarm,” meaning that the other end’s incoming Ti line has probably
failed.

4.4 T1WB4 data-voice multiplexer

The Tiwe4 has three modes of operation, shown in Fig. 8. The
primary mode, Fig. 8a, is to combine digital data signals with pcM
voice from a p3 or D1D channel bank for transmission over T1 carrier
facilities. In this mode of operation, the T1wB4 acts as a ‘‘three-port”
multiplexer. It inserts data into unassigned pcM voice channel posi-
tions and transmits the combined data-voice gignal in a standard for-
mat suitable for T1 repeatered lines. The TIwB4 can insert up to
twelve 64-kb/s data signals on the T1 line with any or all of the re-
maining channel positions used for PcM voice. A second mode of opera-
tion is the independent data mode shown in Fig. 8b. The third mode of
operation is the chained data mode shown in Fig. 8c. This allows data
in offices along a route to be added onto the T1 facility without using
back-to-back terminals. This mode of operation is made possible by
the inherent three-port nature of the Ti1we4. Sharing a T1 facility
with voice is not permitted in the chained mode.

4.4.1 Functional description

Figure 9 is a block diagram of the T1ws4. The first stage of the
transmitter is a receiving converter which accepts a standard 1.544-
Mb/s bipolar signal from the channel bank, recovers timing, and con-
verts the pcm voice to logic level signals. The recovered clock is used
to drive the counter, the F-bit frame-synchronizing circuits, and the
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channel units. Under control of the 64-kHz reference signal from the
office timing supply, 64-kb/s data signals are read into all the channel
units simultaneously. The data are then sequentially read from each
chaanel unit onto the high-speed bus by the recovered 1.544-AHz
clock and combined with the logic-level voice bytes. Following the
24th byte, a single F-bit is generated to complete the 193-bit frame.
The multiplexed logic-level signal is then converted via the transmit-
ting eonverter to the 50-percent duty cycle bipolar format associated
with T1 line signals. The receiver functions in a similar manner, but in
reverse. The bipolar format of the received ps-1 signal is converted to
logic level signals, and the data bytes are separated from the voice bytes
and read sequentizlly into the channel unit receivers. Under control of
the 64-kHz reference signal, all 12 data channels are then read out
simultaneously at 64 kb/s. The recovered voice bytes are transmitted,
as a Ds-1 signal, to the p-bank receiver by the Tiwb4s transmitting
converter.

Per-channel elastic storage is used in the T1wp4 to minimize system
start-up cost. The elastic store used in each channe! unit transmitter
and receiver consists, basieally, of two eight-bit shift registers that
alternately write in every other frame of data bytes. This approach
vields an equivalent elastic storage capability of 96 bits (} T1 frame),
which is more than adequate to account for line jitter, delay variations
in the 71 facility, and the phase offsets resulting from mistuning of
phase-locked loops.

4.4.2 Generation and detection of synchronization pattern

Bynchronization is achieved by monitoring the F-bit. As noted in
Fig. 6, it follows a 12-bit sequence and therefore repeats every 12
frames. The F-bit circuitry is designed to search for the sequence
1,0,1,0, ---, which occurs every other frame, To guard against the
possibility that the T1ws4 transmitter or receiver might falsely frame
on a customer data pattern, the verifier cireuit examines the remaining
gix interlaced bits (1, 1, 1, 0, 0, 0) in the 12-bit sequence. A simul-
taneous match of both sequences is required to satsify the reframing
algorithm,

A minimum of three bits out of five checked in the main framing
sequence must be in error for the T1wg4 to enter the out-of-sync state.
In this state, the sync detector searches matches for the alternating
1, 0, --- sequence. Nine successive matches plus verification of the
interlace sequence are required for the T1wB4 to enter the in-sync state.
The T1wp4 will, on the average, recover sync in about 20 ms.

Twe distinet, out-of-sync states are possible depending upon the
interval that the T1wgB4 is out of syne. If less than 400 ms has elapsed,
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randem data are trunsmitted from each of the 12 data-channel units.
If the T1wB4 is out of sync for 400 ms or more, the out-of-sync code
described in Section 4.3.2 is transmitted from all data-channel units.

4.4.3 Zero suppression

Circuitry is provided in the Tiwp4 which will replace an all-0’s
byte with the unassigned channel code (see Section 4.3.2). As with the
TipM, only bit positions 2 through 8 are examined for the all-O's
condition in a data byte. This approach cannot be used for voice
bytes, because a 1 followed by seven 0’s is a legitimate voice code.
Hence, the T1ws4 O-suppression circuitry must perform the dual
function of examining the last seven bits of each data byte and all
eight bits of each voice byte. If eight 0’s are detected in a voice byte,
the same 0-suppression code word is substituted.

4.4.4 Operation with D-channel banks

In the combined data-voice mode, there is need to maintain data
gervice continuity in the event a D-bank fails. To accomplish this,
when the near-end D-bank fails, the associated T1wB4 discards the
ps-1 signal from the failed D-bank and establishes its own properly
framed signal. This assures good data transmission between T1wB4s.
However, this good signal, if passed on to the far-end D-bank receiver
would not activate the latter’s “red alarm.” For this reason, when
the near-end TIwp4 transmitter breaks away from its associated
D-bank, it inserts a special code {digit 3 missing) in all nondata chan-
nels. This code, when detected in the far-end TiwB4 receiver, causes
framing to be deleted from the ps-1 signal sent on to the far-end D-bank
receiver. This forces the far-end D-bank out of frame and initiates a
red alarm. The far-end D-bank transmitter in turn sends a “‘yellow
alarm” code (digit 2 missing in all bytes) toward the failed (near-end)
bank. To maintain data service, this yellow alarm code is preempted
in the data channels by the far-end T1ws4 transmitter. The near-end
T1wB4 receiver detects the yellow alarm code in all the nondata
channels and inserts the yellow alarm code in all channels toward the
near-end D-bank receiver.

4.4.5 Timing

The T1ws4 timing plan must provide for two functions, namely,
the synchronization of the T1ws4 and its associated facilities and the
provision, for economic reasons, of an integrated local timing supply
to extend the pps synchronization network to small local offices.

4.4.5.1 Synchronization of TIWB4 and associated facliities. Both the trans-
mitting clock of the D-bank and that of the associated Tiws4 are
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synchronized to the pps timing network. In hub offices, this is ac-
complished by utilizing an external timing source, e.g., the composite
clock signal available from the pps office timing supply.? D-banks in
hub offices are provided with an interface unit (1v) designed specifi-
cally for this application. Loop timing of the D-bank transmitters is
employed in local offices. This permits flexible location of the D-banks
agsociated with T1wB4s in local offices, even to the extent of permit-
ting D-banks in remote offices.

In the combined data-voice mode, T1wB4 transmitters in both hub
and local offices derive 1.544-Mb/s transmitting clock from the ps-1
signal received from their associated D-banks. In the independent
mode of operation, the hub office TIwB4 is synchronized to an 8-kHz
signal derived from the composite clock. In the loesal office, the re-
covered 1.544-MHz clock from the Tiws4 receiver’s input T1 line
signal is used to generate an 8-kHz signal. The latter is used to
synchronize a 1.544-MHz clock which is then used by the Tiwg4
transmitter. Thus, the T1ws4 transmitter is always synchronized,
directly or indirectly, to the hub office timing supply.

4.4.5.2 Integrated local timing supply. Section 2.1 points out the need to
supply 8-kHz and 64-kHz signals from a common timing source to
all pps equipment. In small local offices, that source is contained
within the Tiws4 and is designated the integrated local timing supply
(1Lts).

The general structure of the 1rTs is shown in Fig. 10. Its input is an
8-kHz clock recovered by the regular Tlws4 receiver from the in-
coming T1 line signal. A 1.544-MHz oscillator in the 1LTS is syn-
chronized to this input. The latter is used as the transmitting clock in

TIWB4 |— Tiwe4 ]
REGULAR LOCAL GLOCK

REGULAR
RECEIVER I ‘
8- kHz COMPCSITE
meUT | ¢LOCK cLOCK 1
T

PLL pP—{ GENERATOR [~ 1 GENERATOR
T1wB4 |
SPARE

CIRCUITS CIRCUITS
RECEIVER L

—_—
T1wB4 —_——
SPARE LQCAL CLOCK |
—

Fig. 10—General structure of integrated local timing supply.
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the absence of D-banks and as the input to additional clock-generating
circuits in the 1its. The clock-generating circuits produce 8- and 64-
kHz signals that are combined in the composite clock-generating eir-
cuit. Three composite clock signals are provided for distribution to
pDS equipment. associated with the T1wB4.

Two significant features of the 1LTs are its ability to bridge short-
term outages on the T1 facility (holdover) and its reliability. The
1urs provides the holdover feature by incorporating an osecillator with
a moderately accurate free-running frequency and an inexpensive
form of frequency memory. This results in a holdover capability of
approximately 2 seconds. Reliability of the 1uts is obtained through
redundancy.

V. MAINTENANCE

All the data multiplexers (except the 1sMx) employ some form of
in-service monitoring. The maintenance plan* for the Digital Data
System is, in part, predicated on the fact that the multiplexers are not
only adequately alarmed in the event of a service outage, but include
a standby spare that can be used to rapidly restore service.

The data multiplexers take advantage of the digital characteristics
of their input and output signals to provide a mechanism for monitor-
ing these signals on an in-service basis. In addition, they provide
automatic means to place the spare in service.

5.1 T1 data muitiplexor and subrate dala muliliplexer

The maintenance philosophy for both the Tipm and sroM is based
primarily on the availability of a performance monitor. In the event
that a T1pm performance monitor is not available (e.g., taken out of
service for maintenance reasons), the TipM is equipped with alarm
and manual test features similar to those found in the p3 channel
bank. The srpM is solely dependent on its performance monitor for
testing.

5.1.1 TIDM and SRDM performance monitors

The Tipm performance monitor (T1DM—-Pu) and the sSRDM per-
formance monitor (spM) provide continuous surveillance of a bay of
their respective multiplexers. They detect hardware failures associated
with the eommon circuitry as well as with individual port circuits.
Both performance monitors switch into service a spare multiplexer
in place of the failed unit, transmit the fault information to the faulty
multiplexer for display on a seven-element LED and generate signals to
activate the appropriate central office alarms, i.e., minor or major.
In the case of the Ti1pw, transmission failures on the incoming ps-1
signal are also detected and alarmed ; however, switching to the spare
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rTipa is inhibited. Since both performance monitors are similar in
function, only the T1pM—PM is discussed. Where significant differences
exist between the T1DmM—Pn and the spM, they are noted.

As illustrated in Fig. 11, T1DM—PM access to each T1DMs Ds-0 and
ps-1 signals is provided through a multiconduector cable. To minimize
the number of required conductors, the ps-0 signals from the 23 trans-
mitting and receiving ports are concentrated within each Tiom and
appear on two leads. The TIpM-PM sequences through each of the
16 pMs (including the spare) in the same manner. It first checks the
multiplexing functions and then the demultiplexing functions of each
unit. The multiplexing function is checked by comparing a byte from
each 64-kb/s data input port with the corresponding byte, one T1
frame later, in the multiplexed ns-1 signal at the output of the selected
multiplexer. The demultiplexing function is checked in a similar fash-
ion with one exception: a byte of 1.544-Mb/s data from the output of
the elastic store (rather than the incoming ps-1 signal) is compared,
one frame later, with a byte from the corresponding 64-kb/s data out-
put port. Clearly, hardware failures in the data transmission path in
either the multiplexer or demultiplexer will result in an unsatisfactory
comparison. If the port test fails, the identity of the port under test is
stored and the monitor then steps to the next port.

The demultiplexer port test utilizes the 1.544-Mb/s output of the
elastic store rather than the incoming ps-1 signal since the delay
through the elastic store is unknown and any attempt to compensate
for this would overly complicate the performance monitor. Instead,
since the elastic store is essentially a long shift register, it is checked
by verifying that the syne word can pass through unmutilated. This
sync detector circuit is also used to check the transmitted sync word
in the mulitiplexer section of the TipMm.

Aside from the lack of an elastic store test, the spm’s testing algo-
rithm differs from that of the Tipm—pa in another significant area.
Before the sPM can begin testing, it must determine the data rate of
the multiplexer under test. From this, the spm can deduce the maxi-
mum number of ports to be tested. As described in Section 3.1, three
unique framing patterns are used corresponding to a 9.6-, 4.8-, and 2.4-
kb/s subrate multiplexer. The spM determines the data rate by
identifying the framing pattern in the incoming multiplexed stream.

Each time that a Tipom performance monitor completes its scan of
all the multiplexers, it enters a seli-test mode. In this state, the per-
formance monitor 1s not connected to any multiplexer; hence, the
inputs to the monitor seif-test eircuit should indicate s port failure,
a 1.544-MHz clock failure, a transmitted »8-1 sync failure, and the
absence of incoming ps-1 signal. If all these events are detected, the
perfiormanee monitor proceeds to the start of its scan cycle; if not, the
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Fig. 11—T1pM performance monitor, functional block diagram.

performance monitor stops and an alarm is initiated. A less sophisti-
cated self-test concept is employed in the srkom-pm. The scan cycle for
a fully equipped Tipm bay (16 multiplexers) is approximately one-
half second, while for a srpm bay (48 multiplexers) it is approximately
five seconds.

914 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1975



5.1.2 Standby spare and one-for-n swiiching

The standby spare is physieally and electrically identical to a work-
ing multiplexer in every respeet. The spare Tipm is checked by the
T1pM—PM in the manner described in Seetion 5.1.1. A source of signals
is required by the performance monitor to completely specify the
state of a TipMm. To obtain this, as illustrated in Fig. 11, the spare is
bridged across a predesignated working multiplexer’s ps-0 and ps-1
inputs. Unlike the T1pM, the spare skom is checked by a special data
sequence generated by the spM. Also, in the event a subrate multi-
plexer is found to be faulty, the data rate of the spare is adjusted by
the spM to agree with that of the faulty unit before the spare is switched
into service. Thus, the spare is a tested “hot’ standby unit. In the
event a fault is detected in the spare, a minor alarm is initiated and the
appropriate fault symbol is displayed on the spare T1bMs (or SRDMs)
LED.

To permit the spare to substitute for any of the 15 other Ti1DMs,
all 16 are bridged onto four buses. Kach multiplexer contains a switch
module that serves to isolate the multiplexers from the buses. Since
balanced transmission pairs must be transferred from a working multi-
plexer to the spare, economic and reliability considerations dictates
the use of relay contacts to accomplish the transfer. Although it is
switched out of service automatically, returning a multiplexer to
service requires a manual operation. This method offers two ad-
vantages: (f) it prevents an oscillatory condition from oceurring
because of marginal operating conditions and (#) it permits coordina-
tion with eustomers where sensitive data services are involved.

As observed in Seection 5.1.1, only a hardware failure within a
multiplexer will result in a switch to the spare unit. If the spare is
already in use, the failure of a second multiplexer will not result in a
switch. However, immediately upon returning the first failed multi-
plexer to service, the spare will be switched in place of the second
failed unit.

5.1.3 Alarms and visual aids

In the presence of a performance monitor, all single multiplexer
failures, spare as well as working, result in a minor office alarm since
customer service is not affected. Both the minor and major alarms
result in bay and aisle pilot lamps being lighted. An alarm-cutoff
switch provides means to silence both the minor and major audible
alarms. If a multiplexer is faulty, its seven-element LED di.splay is
energized by the performance monitor. The character displayed
identifies which circuit pack or packs are the most likely culprits. A
complete list of these characters for the T1pm appears in Fig. 12. A
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BAY ALARM*®
ALPHANUMERIC
CHARACTER INTERPRETATION — =
/7 JH 55 | SINGLE PORT FAILURE ON CP DESIGNATED X
,’:} AMBIGUOUS CONDITION X
N FAILURE IN CERTAIN COMMON CIRCUITS X
= FAILURE IN ELASTIC STORE X
— FAILURE IN MULTIPLEXER FRAME X
{ GENERATION CIRCUIT
’L_.-' FAILURE IN SYNC. RECOVERY CIRCUIT X
, ,’ FAILURE IN 1.544-MHz VCO IN T1DM X
- RED ALARM — TRANSMISSION FAILURE ON X
[ INCOMING T1 LINE, NO SWITCHING OCCURS.
I~ YELLOW ALARM — TRANSMISSION FAILURE %
— ON REMOTE T1DM'S INCOMING T1 LINE
MODE SWITCH IN NO ALM POSITION. 1F
I TIOM PM DETECTS A TROUBLE CONDITION, %
1 APPROPRIATE CHARACTER 1S DISPLAYED —
NO ALARM GIVEN, NO SWITCHING OCCURS.
—1+ T1DM OPERATIONAL BUT NOT RETURNED
X
[ TO SERVICE
BLANK NORMAL OPERATION X

*SINGLE TIDM FAILURE RESULTS IN MINOR ALARM AND SwWITCH TOSPARE; TWO OR
MORE DETECTED FAILURES RESULT IN MAJOR ALARM. tF SPARE FAILS,
A MINOR ALARM OCCURS, BUT NO SWITCHING WILL OCCUR.

tT1DM IS ABLE TO RECOVER FRAME SYNC, BUT PM CANNOT.

¥ELASHING

Fig. 12—71pM alphanumeric displays when performance monitor is used.

similar set is used with the srpuM. If the performance monitor detects
a failure internal to itself, it energizes its own displays.

5.1.4 Reliabliity considerations

The bridging method used by the TipmM~PM ensures the detection of
failure of any component (transistor, integrated circuit resistor, ete.).
This includes those components that are required to perform the
bridging function itself as well as those in the actual data stream. Thus,
a multiplexer may fail and a switch to the spare occur because of the
presence of monitoring equipment within the Tipm. Also, a failure
within the T1pM can cause an unnecessary switch to the spare T1pm.
Both these failure modes produce momentary interruptions in service.
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A more serious condition is that of service loss resulting from faulty
performance monitor operation. While estimates based on single com-
ponent failures indicate that the likelihood is slight that any of these
events could occur, they will be detected and an office alarm will be
initiated if they should cceur.

5.2 TIWB4 data-voice multiplexer

Consistent with its low first-cost design goal, the maintenance ar-
rangement for the Tiwes is significantly different from that of the
TiDM. The Tiwp4 provides 1:1 automatic protection switching of
the common equipment. No protection of the individual channel unit
circuit packs is provided.

To determine when the transmitting or receiving common-equipment
circuit packs fail, monitoring circuits are provided at the output of
each unit, both regular and spare. This cireuitry detects both loss of
frame and loss of signal at the T1wB4s ps-1 outputs. By making a
comparison of the quality of the input signals to the multiplexer, as
determined by the basic framing detection circuitry internal to the
common equipment, and that of the output signals, as measured by the
monitors, it can be determined when a common unit has failed. For
example, if the framing detectors in both the regular and spare re-
ceivers indicate a valid incoming signal framing pattern and the
monitor at the output of the regular, but not the spare, common re-
ceiver indicates a bad output signal framing pattern, the regular com-
mon-receiver circuit pack is determined to have failed. This two-out-
of-three check using loss of frame/signal indicators provides a good
measure of common-equipment operation. If & common cireuit pack
fails for more than 200 ms, it is automatically spared. Onee the failed
circuit pack is repaired, it takes about 1 second for the multiplexer to
automatically switch back. The delay times are used to guard against
over-responding to transient or intermittent conditions.

5.2.1 Automatic breakaway and restoral

The decision to provide 1:1 sparing of the common equipment as
opposed to 1:n sparing was based on twao factors. First, in the smaller
local offices where TIwB4s would principally be used, there would
most likely be only a few multiplexers present. A second factor is the
need to provide automatic breakaway when D-banks fail. The monitor-
ing scheme previously described makes it straightforward to deter-
mine when the incoming signal from a D-bank is bad. If the incoming
signal to the TI1we4 transmitter fails because of loss of pulses or loss
of framing for 400 ms or more, the T1we4 will automatically break
away and switch to the independent data mode of operation to main-
tain data service. Breakaway will also occur if the D-bank is deter-
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mined, by circuitry in the T1ws4, to be asynchronous to pps timing
because of, for example, a failure of the phase lock-loop in the D-bank.
To automatically restore to combined data-voice operation, once
the D-bank failure has been cleared, requires that monitoring equip-
ment be applied to the incoming line during the breakaway period.
Under normal operation, the spare common equipment is used to
provide redundant backup for the regular common equipment. When
an incoming failure occurs and independent operation is established,
the spare common equipment is used as the monitor to determine
the status of the incoming signal from the D-bank. This double
duty for the spare common equipment results in an inexpensive auto-
matic restoral capability with little if any degradation in system avail-
ability since double failures are required before service is affected.

vi. SUMMARY

The Digital Data System provides customer data channels operat-
ing synchronously at 2.4, 4.8, 9.6, and 56 kb/s. A two-stage multi-
plexing hierarchy that obtains efficient utilization of the long-haul
1.544-Mb/s facility has been described. The first stage gathers the
three lower data rates in groups of 5, 10, or 20. Each first-stage multi-
plexer feeds a port of a second-stage multiplexer which is designed to
interface with the psx-1 cross-connect. Up to 460 2.4-kb/s channels
can be accommodated in one ps-1 signal. To minimize the likelihood
of extensive service interruptions owing to hardware failures, each
stage of the multiplexing hierarchy is protected with a standby spare
that can be automatically switched into service.
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Digital Data System:

Local Distribution System
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(Manuscript recelved July 12, 1974}

The local distribution portion of the Digital Daia System is discussed
in this paper. Baseband, bipolar transmission over telephone cable pairs
is used to exlend the digital channel from the serving central office to the
customer’s location. The performance and requirements of these local
channels are presented. The design and performance of the local distribu-
tion hardware are examined. Design features include (i) automatic
equalization by means of an automatic line-build-oud network and (i7)
control mode indication by means of bipolar format vielations.

I. INTRODUCTION

An important design consideration in planning the Digital Data
System was the method of providing local distribution, the inter-
connection of the customer’s terminal equipment to the serving pps
office. Since this interconnection is supplied to each customer, factors
such as economy, ease of installation, and reliability were considered.

To minimize the investment required for installation of new tele-
phone plant, a decision was made to use the existing type of subscriber
loop plant for nps local distribution. Thus, the ecopper pairs from the
subscriber’s location to the serving central office may be used for pos
as well as for telephone and other services. Since not all local subscriber
offices are pps offices, interoffice trunk cable will also be used as part
of the pps loop.

The local transmission system consists of station equipment, either
a data service unit (psu) or a channel service unit (csu), to couple the
data signals to the cable pairs; two cable pairs, one for each direction
of transmission; and central office equipment, an office channel unit
(ocu) to convert the digital signals present on the local loop into
regenerated bits formed into 8-bit bytes for interconnection to the
digital multiplexers.!

In addition to transmitting the basic digital sighals, means must be
provided for transmitting control mode information over the local
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loop. This mode information may be used by the customer’s terminal
equipment for control procedures and, as is shown later, is used for
internal DDS maintenance and testing originating within the pps
network.

This paper discusses the type of pulse transmission and the auto-
matic equalization used in both the station and office equipment.
Performance of the local distribution system is examined in the
presence of several degradations. Facility considerations such as cable
selection and gauge/length limitations are listed. Maintenance aspects
of the local distribution system are discussed. Finally, the equipment
is described on a block-diagram level.

Il. BASEBAND, BIPOLAR TRANSMISSION
2.1 Bipolar format

The data channel between the station and central office is provided
by baseband transmission over the cable pairs. To provide protection
against large longitudinal voltages impressed on cable pairs owing to
inductive interference from power lines and other sources, it is neces-
sary to isolate electronic circuits from the cable pairs. A reliable and
inexpensive means for doing this, which is the method used in pps,
is to isolate the line by means of transformers. The resulting channel
has a low-frequency cutoff and therefore requires a signal without dec
content. Since unrestricted data patterns can contain a significant
dec content, some means must be provided to ensure that the trans-
mitted signal is dc-free. The method used here is to convert the binary
data pulse into a bipolar format that removes any dc energy. This
method of baseband transmission is used on T1 lines® and has proven
to be a reliable and inexpensive pulse transmission scheme. Another
characteristic of bipolar transmission is the additional information that
can be conveyed by means of violations of the bipolar coding rule. As
will be shown, this violation procedure is used to transmit the control
mode information mentioned earlier.

Encoding binary data into the bipolar format is implemented as
follows. A hinary 1 is transmitted as a positive or negative pulse with
successive pulses alternating in polarity and is called a “bipolar pulse.”
A binary 0 is transmittéd as 0 volts. The “alternating polarity” bipolar
rule results in a signal with no net de component. Figure 1 is a typical
bipolar pulse sequence,

2.2 Line driver

A line driver is used in both the station and central office equipment
to couple the bipolar signals to the cable pairs. The line driver contains
an amplifier, a low-pass filter, and lightning protection circuitry.
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BINARY 0
INPUT

BIPQLAR I I
PULSES

Fig. 1—Bipolar pulse sequence.

2.3 Line receiver

On ordinary paired telephone cable, insertion loss is an increasing
function of both frequency and distance. Thus, transmission of high-
frequency signals over long distances becomes difficult unless com-
pensatory measures are taken. This is most often done in the form of
equalization which counteractzs the distributed Joss of cable with
lumped gain at the receiver.

It is desirable to design a receiver that will compensate the more
popular gauges of cable (19, 22, 24, and 26 gauge) over an extensive
range of digtances, This has been accomplished by using an automatic
line-build-out (aLBO) network coupled with fixed equalization within
the line receiver. The necessary adjustments are automatic and
adaptive. Therefore, installation procedures are simple and the equali-
zation precise, being for the most part independent of the gauge, length,
and temperature of the cable pairs.

A simplified block diagram of the line receiver is shown in Fig. 2.
The incoming signal passes through the line circuit that contains the
line transformer and lightning protection circuits. Noise filtering is
provided by a low-pass filter. The aLB0 circuit then adds loss to short
cable pairs, making all cable pairs appear equivalent in length to
match the equalizer. The equalizer adds sufficient gain and frequency
compensation to equalize the maximum-length loop. Thus, the com-
bination of cable, ALr0, and equalizer results in a channel with flat
loss up to frequencies sufficient to transmit the required bit rate. The
output of the equalizer then passes through a three-level slicing cireuit

\ \
\ |
3 LEVEL
LOCAL | LINE L | LOW-PASS | ) 4|80 bl EQUALIZER ¥ SLICING —*-
LOOP CIRCUIT FILTER CIRCUIT

Fig. 2—Line receiver block diagram.
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which regenerates the signal in amplitude as shown on Fig. 2. The
signal is not sampled by this circuit, so it is not “‘time-regenerated.”

2.4 Operation ol ALBO and equalizer

As stated above, the aLBo adds loss to short cable pairs in such a
manner as to make every pair appear as & maximum length pair for
the corresponding bit rate. Typical loss characteristics of cable pairs
can be approximated by a single-pole, low-pass filter in which the flat
loss is directly proportional to cable length and the frequency of the
pole is inversely proportional to length. The avBo, shown in simplified
form in Fig. 3, consists of an adjustable zero, adjustable flat loss, and
a fixed pole. The adjustable zero effectively cancels the equivalent
pole of the cable pair. The flat loss combines with the loss of the cable
pair such that, with the fixed pole, the combination approximates the
loss characteristics of a maximum length loop.

The flat loss and zero location are functions of the variable resistor
R, which is realized physically by an rr7r varistor. Resistor B is in-
versely controlled by peak detecting circuitry at the output of the
equalizer. The peak of the equalized signal has been found to closely
track the cable loss at one-half the signaling frequency. Thus, as the
associated cable pair becomes longer, the peak signal becomes less,
resistor R increases, ALBO loss decreases, and the zero location tends
toward the fixed pole. Therefore, on a maximum-length cable pair,
the ALBO is essentially transparent, adding neither gain nor loss at
any frequency.

R4 r\\
AN\~ " 1
| TV
I Ra C |
[ |
Ey Eg
| I
| " l
il 1
FOR R << Rj
B _ R, 5t URC
E1 Ry 5 + 1/ReC
WHERE
RR4
Rv = RiA,
RqRy
B 5 R1+R4

Fig. 3—avuso simplified diagram.
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Fig. 4—26-gauge cable loss and equalization for 9.6-kb/s service.

The equalizer is designed to compensate for maximum-length loops.
As such, it has fixed gain and a single zero which cancels the effective
pole of the aLBo plus cable combination.

Although not explicitly shown in Fig. 2, the line receiver incorporates
additional filtering for the suppression of out-of-band noise and cross-
talk. To judge how well the aLBO and equalizer match cable charac-
teristics, see Fig. 4 which depicts the insertion loss of various lengths
of 26-gauge cable. The inverse of the equalization characteristic for
9.6-kb/s service is also shown, which closely tracks the cable loss over
the necessary frequency ranges.

The ultimate measure of performance is eye closure or intersymbol
interference. The peak value of intersymbol interference is shown as
a function of cable length in Fig. 5 for 9.6-kb/s service on 26-gauge
cable. The interference is calculated at the peak of the signal, which
is the nominal sampling point, with a value of 100 percent representing
a closed eye. The interference is seen to represent only a small fraction
of the completely closed eye over a large range in distance.

At long distances, not only does intersymbol interference increase
but the possibility exists of unstable operation. For this reason, it has
been decided to limit the length of a loop to 31 dB of insertion loss at
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Fig. 5—Eye closure vs length for 9.6-kb/s service on 26-gauge cable.

one-half the signaling frequency. For 9.6-kb/s service on 26-gauge
cable, this limit oceurs at 4.7 miles, which is well beyond the normal
supervision range of most central coffices. The additional margin
available according to Fig. 5 is used to absorb diseontinuities resulting
from bridged taps or mixed gauges and temperature effeets.

The aLso is unable to fully compensate for very short distances of
cable. As a result, amplifier saturation causes an unacceptable amount
of signal distortion. To prevent this situation from occurring, a fixed
build-out network internal to the receiver is used for short cable
pairs. The additional signal attenuation achieved by this pad allows
the aLBo to compensate without saturation and results in the per-
formance indicated in Fig. 5. The build-out network is used whenever
the insertion loss of the loop at one-half the signaling frequency is less
than 10 dB. On Fig. 5, this loss corresponds to a length of approxi-
mately 1.5 miles.

Although it is not shown, performance at other bit rates on 19-, 22-,
24-, or 26-gauge pairs is similar to that of Fig. 5. In all cases, the
maximum allowable length of the loop is 31 dB of insertion loss at
half the signaling frequency and the fixed build-out is inserted when-
ever the loop has less than 10 dB of loss.
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2.5 Performance and requirements

The previous section considered performance in terms of intersymbol
interference. This section considers the effect of outside interference,
particularly background and impulse noise, upon the performanece of
the loop transmission system.

The long-term background noise objective on Bell System loops is
20 dBrn.?* The noise, which is assumed to be white gaussian noise,
is measured across 600 ohms and through a C-message weighting filter
which has an equivalent bandwidth of approximately 2 kHz. When
this is referenced to the 135-ohm line receiver, an equivalent objective
can be found using the following factors:

90 dB for conversion from dBrn to dBm

2
f for change in bandwidth from 2 to 1 kHz

% for change in termination from 600 to 135 chms.
Thus, the objective at the line receiver becomes
20 — 90 — 10- logm( ) + 10-logie ( ?gg) — 66.5 dBm per kHz.

The equalization shape used to match the cable loss yields a noise
gain 3 dB greater than the peak signal gain. This gain is equivalent
to the gain at one-half the signaling frequency, which is a maximum
of 31 dB. Therefore, an equivalent noise objective at the receiver de-
cision point is —66.5 + 31 + 3 = — 32.5 dBm per kHz.

Ainong the four different services, the 56-kb/s service will have the
least tolerance to noise because of its large bandwidth, For this service,
the effective bandwidth of the receiver, assuming a maximum-length
loop, is 48 kHz. Therefore, for cable pairs meeting the background noise
objective, the total noise at the decision point is less than —15.8 dBm.
With a decision level of 6 dBm, this yields almost a 22-dB signal-to-
noise ratio. The associated probability of error, P, is given by

P,=z-{1—erf(a:l/§)},

20-logyo ( f—f) = 22,

where

The factor of § arises from the bipolar nature of transmission. That
18, a %1 is sent from the transmitter one-half the time on the average.
In each occurrence, there is a probability of I that a noise peak will
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enhance rather than degrade the signal. Thus, for one-quarter of the
time, no error can occur. Evaluating the expression yields a 4-dB
margin with respect to an error rate of 107, This margin is ample to
ensure that errors caused by background noise will be negligible on
cable pairs meeting the 20-dBrnC loop objective. Lower gpeed services
of 2.4, 48, and 9.6 kb/s require less bandwidth than 56-kb/s service
and will have even greater tolerance to background noise.

Although background noise is expected to be negligible, this cannot
be assumed for impulse noise. The performance objective for a 56-kb/s
pps local loop is that 99.95 percent of all 1-second intervals should be
error-free.* Using a conservative assumption that each “second in
error’’ contains only a single error, an equivalent objective on error
rate is 0.9 error per half hour. As shown in the appendix, each noise
pulse that exceeds the decision level of the receiver causes an average
of & error. Thus, to meet the error rate objective, noise pulses above
the decision level are required to occur less often than 4.8 per half hour.

As was the case for background noise, the deeision level is equivalent
to 6 — 34 = — 28 dBm at the receiver input. The equivalent band-
width of the receiver for impulse noise is, however, greater than that
found for background noise. This results from the impulse noise
bandwidth being a function of the voltage spectrum, whereas back-
ground noise is a function of the power spectrum. For the worst-case
56-kb/s receiver, the impulse bandwidth is 64 kHz. Thus, the require-
ment on impulse noise is less than 4.8 impulses per half hour exceeding
g threshold of —28% dBm in a 64-kHz bandwidth.

Measuring equipment commonly used to measure impulse noise,
such as the Western Electric 6F noise measuring set, has an effective
bandwidth of 34 kHz. Impulse counts in different bandwidths tend to
be related as the square of the ratio of bandwidths. Thus, when
measured through a 6F set, the objective becomes 1.4 counts per half
hour above 62 dBrn (0 dBm = 90 dBrn). This objective is approxi-
mately 10 dB more severe than present objectives for cable pairs
assigned to 50-kb/s wideband data serviee.f

Lower rate services require less bandwidth than 56-kb/s service,
and the objectives are adjusted accordingly. Since an objective of 1.4
counts per 30 minutes is difficult to measure, 10 times as many counts
may be allowed for each 10-dB decrease in threshold.

Crosstalk is another factor that must be considered when evaluating
loop performance. Again, since crosstalk loss between cable pairs
decreases with frequency, 56-kb/s service is the most eritical.

At 56 kHz, there is only a 1-percent chance of within-unit near-end
crosstalk loss between cable pairs being less than 72 dB. Also, an
upper bound on signal power expected from other services is 6 dBm.
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Thus, there would only be a small chance of interference exceeding
6 — 72 = — 66 dBm. The decision level referenced to the cable pair
is 68 — 34 = — 28 dBm, yielding a 38-dB signal-to-noise ratio. A
38-dB signal-to-noise ratio is ample to ensure that crosstalk from other
services will be a negligible source of impairment.

It is also necessary to consider crosstalk from other synchronous
pbs services. In this case, the possibility exists of several pps services,
transmitting a periodic pattern synchronously, all at the same bit rate.
The worst case would be for 56-kb/s services transmitting an alter-
nating +1 signal (steady mark from the customer) on the line. The
peak value of this signal would be 12 dBm with almost all the power
occurring at 28 kHz. At 28 kHz, near-end crosstalk loss between pairs
exhibits a mean of 97 dB with a standard deviation of 8.6 dB for the
assumed normal distribution. The 1-percent worst-crosstalk loss would
be 77 dB, resulting in a disturbing voltage of —65 dBm. Assuming a
decision level-to-crosstalk ratio of 18 dB, which yields a 10~ error
rate for gaussian noise, the overall margin available is —28 — 18 + 65
=19 dB.

Using Monte Carlo techniques for summing log-normally distributed
powers,® it can be shown that this margin is sufficient to absorb 50
multiple disturbers. Since cable pair units typically contain less than
100 pairs, 50 disturbers is the maximum number to be expected in
this four-wire service. Thus, adequate protection exists from intra-
system crosstalk.

The conclusions reached above were verified in a field experiment
at Freehold, New Jersey. For eight loops (two of each gauge) ex-
amined, the C-message weighted background noise was measured to
be less than 0 dBrn. With respect to impulse noise, the worst-case loop
was a 24-gauge loop with long-term noise as shown in Fig. 6. Data
errors and ‘‘seconds-in-error’”’ were also measured concurrent with
impulse noise. The error rate was found to be approximately 7 X 1079,
with 99.97 percent of the l-second intervals being error-free. Thus,
background noise, impulse noise, and the resulting error performance
were all within objectives.

2.6 Facilily considerations

To ensure suceessful loop transmission, consideration must be given
to the characteristies of presently available loop plant. The maximum
allowable loop distance is a function of the particular cable gauge and
service rate being considered, as shown in Table I. Mixed gauge loops
are permitted with maximum distances determined by linear inter-
polation within Table 1. Temperature considerations yield less than a
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Fig. 6—Impulse noise on worst-case loop.

60

2-percent reduction in length for every 10°F change in maximum tém-
perature above the nominal 70°F.

Data transmission can be seriously impaired by perturbations in
the nominal transmission characteristics of cable pairs caused by load-
ing coils, build-out capacitors, and excessive bridged tap. Therefore,
such additions will not be permitted on the loop pairs.

Table | — Maximum distance in miles
2.4 kb/s 4.8 kb/s 0.6 kb/s 56 kbys
19 gauge 21.6 16.4 127 77
22 gauge 13.9 10.7 8.1 46
24 gauge 10.6 8.0 6.1 3.3
26 gauge 7.9 6.1 4.7 24
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UNIT-TYPE CABLE

LAYER-TYPE CABLE

Fig. 7—Cable cross section.

A consideration in providing pps service is the coordination between
pps and other services that use pairs within the same cable. Certain
amounts of segregation are necessary so that undue crosstalk from
pps, particularly at 56 kb/s, is not accumulated in other services.
Segregation is achieved by placing susceptible services in adjacent or
alternate cable units (splicing groups in the case of layer cable), as
in Fig. 7.

2.7 Digital loopbacks

As pointed out in Ref. 7, emphasis has been placed on the mainte-
nance features and testing capabilities of the Digital Data System.
Full-time, in-service performance monitoring and protection switching
for long-haul and short-haul facilities and multiplex terminals are
provided. For the local distribution portion of pps, alternative strat-
egies present a more attractive cost picture. To maintain the high
degree of availability* required for the pps, emphasis has been placed
on providing means for very rapid trouble isolation in the event of
tranemission failure. To accomplish this, digital loopbacks have been
incorporated in the local distribution equipment as shown in Fig. 8.
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Fig. 8—Digital loopbacks.

In the event of a local distribution trouble, these loophacks enable
rapid isolation of the faulty component so that the proper repair force
can he dispatched to quickly restore service. For a channel terminated
with a data service unit, three distinct loopbacks are provided. For
channels terminated with a channel service unit, two digital loopbacks
are provided. Each of these loopbacks can be remotely activated by a
distant serving test center (srTc). Once activated, digital signals can
be transmitted from the src and looped back to determine the quality
of the channel up to the leopback point.

2.8 Network controi signals

The private line point-to-point service initially provided in the pps
permits serial binary transmission from end to end without restrictions
on the bit patterns. However, for system maintenance within the net-
work and to provide the customer with unmistakable means of in-
dicating and interpreting channel status, additional transmission
capacity has been uniquely dedicated to network control information.
To protect the contrel features from accidental or deliberate misuse,
the transmission formats have been kept distinet from those of normal
data, and customer access to the reserved capacity is strictly limited
by the ocu. Thus, the control indication scheme described below
applies, in general, only for transmission toward the station.

As described in Ref. 1, the cross-connect format between ocus and
multiplexing equipment (and at tandem multiplexing points) is based
on 8-bit bytes as follows:

FI D2 D3 D4 D5 D8 D7 C8.

Bit F1 is used either for the subrate multiplexer framing code or for
data in the case of 56-kb/s service (in which case, the notation D1 will
apply in what follows). Bits D2 through D7 are used for data in all
services. Bit C8 is dedicated as the network control mode identifier.
When bit C8 is a 1, bits D1 (or D2} through D7 are identified as
customer data. When bit C8 is a 0, bits D2 through D7 are interpreted
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Table |l — Network control codes

F1* D2-D4 D5-D7 C8 Interpretation

1 111 111 0 Idle code

0 010 110 0 psvu loopback

0 010 1 01 0 ocu loopback

0 010 1 00 0 CHANNEL loopback

0 0 01 1 10 0 Test code

0 0 01 1 01 0 MUX out of syne

0 0 01 1 00 0 Unassigned MUux channel

* Bit column F1 assignments are shown for 56-kb/s operation. For substrate
channels (2.4, 4.8, and 9.6 kb/s}, this position is dedicated to the subrate multiplexer
framing code independent of the content of the remainder of the byte.

as network control information. The various network control codes
are listed in Table II. The entries in Table II are grouped according
to the content of hits D2 through D4. The first, idle ecde, stands alone.
It indicates no transmission in the customer data stream and is accessi-
ble to the user for such purposes as acknowledgment or alerting. The
customer is blocked from sending the remaining codes into the network,
but they can pass from the network into the local channel for control
and information purposes. The group of three loopback codes controls
system-initiated remote testing on the local channel. The final group
of three indicates trouble or maintenance activities at higher trans-
mission levels of the network, which make the receiving channel
unavailable to the customer. By treating the members of these groups
as equivalent for local eable transmission, it becomes possible to use
bits D5 through D7 to encode the network control information in a
form that is distinet from user data. This is accomplished through
bipolar format violations without increasing the pulse rate above
the service data rate.

In the ocu, bits D1 (or D2 for subrate channels) through D7 are
taken from the intracffice byte and retimed to the service data rate.
When bit C8 is a 1, the normal bipolar rule applies, and the resultant
line signal carries no indication of the network byte structure. When
bit C8 is a 0, a bipolar viclation enceding rule is applied. This format
violation scheme for network control indieation may be explained in
terms of the following notation, following Croissier?:

0 any 0 level pulse

B any =1 level pulse transmitted according to the normal polarity
alternation rule (the normalized unity level is written here for
simplieity}

a system-determined pulse that may be either a 0 or a B

a =+1 level pulse transmitted in violation of the normal alter-
nation rule.

<™
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When bit C8 is a 0, bits D1 (or D2) through D4 are still encoded by
the normal rule, but bits D5 through D7 are replaced with a bipolar
violation sequence, X—0-V. The violation pulse, V¥, uniquely estab-
lishes the network control mode and also identifies the byte alighment
for interpretation of the network control bits, D2 through D4. The
system-determined pulse, X, is set to force the number of B pulses
between violations to be odd. This causes successive violations to
alternate in sign, thus limiting de build-up in the transmitted signal.
The 0 pulse serves to block oceurrences of the sequence, B-V, which
can increase intersymbol interference effects.

The encoding rule is probably best seen from an example. Consider
two successive idle bytes generated at the far-end ocu in a 56-kb/s
svstem.

| | i

311111110111111110?-

| I i
The underlining emphasizes the grouping of D2 through D4 and D5
through D7 in the control code treatment. The digits are retimed at the
near-end ocv in groups of 7 at the 56-kb/s service rate, the four 1s of
D1 through D4 transmitted as Bs, and D5 through D7 overwritten
with X-0-V.

| i i
B BB B XO0VBBBBXDO0 V.
| ! !

The signed values of the resulting line signal might then be

(X = B) (X =18

| } |
i+—+—+0+ﬁ—+—+~0—-
| |

Note that either the sign of the initial B or the use of the X in the first
byte might have been different, since the prior state of the system was
not given. However, with the first byte established, the second byte
is strictly determined with a negative B following the positive V, and
X = B to provide an odd number of Bs between Vs. With the vio-
lution detected, the specific network control state is identified by
bits D2 through D4, which for the example are recognized as the three
1s of the idle eode.

The example given for 56 kb/s applies equally to subrate services,
except that for the lower rates the F1 bit does not appear on the local
loop. Thus, continuous eontrol codes will repeat on a six-bit instead
of a seven-bit basis.
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As mentioned above, the ocu does not permit the user to freely
indicate all network control states back into the 64-kb/s stream.
However, an idle code from the station is translated to the correspond-
ing 64-kb/s byte.

One additional violation code occurs with bit C8 in the 1, or data,
state. To prevent drift of the receiver timing recovery and ALBO
circuits, it is necessary to suppress long strings of 0 pulses on the
local loop. For this reason, whenever data bits D2 through D7 are all
0s, the zero suppression network control code is transmitted on line in
the form

000 X 0 V.

At the station, this is recognized and interpreted as a sequence of six
data 0s. The same rule applies from the station toward the ocu,
except that any string of six 0s is suppressed without reference to byte
alignment.

IIl. OFFICE CHANNEL UNIT

3.1 Format conversion

The prineipal function of the ocu is to perform a format and rate
conversion between the local loop signal at the digital service rate and
the 64-kb/s intraoffice signal. The former has been described in detail
in earlier sections of this paper. The latter has been deseribed in Ref. 1,
but is briefly summarized as follows.

For 56-kb/s service, seven local-loop line bits plus the network
control identifier, C8, are retimed to produce a 64-kb/s signal directly.
For subrate speeds, six local-loop line bits are grouped between the
F1 and C8 bits to produce one 64-kb/s byte. But the local-loop trans-
mission time for six subrate line bits exceeds the 125-us byte interval at
64 kb/s, so each byte is repeated an appropriate number of times to
fill out the additional 64-kb/s byte intervals. For 9.6, 4.8, and 2.4
kb/s, the number of repetitions are 5, 10, and 20, respectively.

The intraoffice signal is transmitted over limited-length balanced
pairs through ecoupling transformers. The signal format is bipolar
but without violations. Line driving and terminating circuits are much
simpler than those required for the local loops, without closely con-
trolled levels and impedances, shaping filters, or equalizers.

3.2 Biock diagram description

Figure 9 is an ocv block diagram. As with all other pbps equipment,
operation is synchronous with an office clock source.® Clocks are dis-
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tributed at 8 and 64 kHsz, defining byte and bit timing for the intra-
office 64-kb/s signals. The timing signals for all ocus are derived by
counting down from 1.344 MHz, the least-common multiple of 64
kHz and the four data service rates. A voltage-controlled osecillator
driving the countdown chain is adjusted to maintain phase lock with
the office elock distribution at the 64-kHz counting level. Byte refer-
ence is established to the 8-kHz office clock, and a family of syn-
chronous clock pulses is derived at the 64-kHz and data service rates.
Additional pulses are produced once per byte to control data transfer
in the rate matching buffers and to establish the bipolar encoder viola-
tion sequence. The various paths are abbreviated as single lines in the
block diagram.

The rate-matehing buffers provide storage to assemble one byte in
either direction. On the receiving side, an additional byte of recircu-
lating storage provides the 64-kb/s repetition required for subrate
speeds. The bipolar encoder and decoder operate at the service data
rate according to the rules given in Section IX.

The line driver and line receiver characteristics have already heen
described in detail. Essentially identical circuits are used in the ocwo,
the psu, and the ¢svU. The line coupling and protection eircuits include
the line isolation transformers, lightning protection networks, and the
fixed line-build-out pad. Both transformers are center-tapped on the
line side, and a small direct current (<20 ma) is simplexed through the
local-loop pairs to prevent resistance build-up in unseldered splices.

Because total delay around the local channel cables is variable, a
clock recovery cireuit is necessary to establish the data sampling time
at the line receiver. A one-bit retiming btiffer is used to realign the
sampled daia with the office-controlled clock of the synchronocus
timing eircuits.

Loopback control codes from the intraoffice connection are detected
and distinguished in the recognition cireuits as 8-bit bytes. The appro-
priate loopback state is indicated on the basis of three successive loop-
back codes received and terminated on the basis of five successive
byte intervals without the loopback code indication. This rule applies
both at the ocu and the psu.

In the cage of ocu loopback, a relay in the line coupling and protec-
tion circuits disconnects the local loop pairs and connects the line
driver to the line receiver through both coupling transformers and the
fixed build-out pad.

The ¢cHANNEL loopback code is also recognized at the ocu, and a
second relay reverses the polarity of the simplexed direet current for
detection at the station. During the CHANNEL loopbeck, violations are
suppressed at the bipolar encoder.
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In the case of psu loopback, no special action is taken at the ocu,
but the network control code is transmitted with violations for detec-
tion at the psu.

3.3 Muitiple OCU arrangement

The biock diagram of Fig. 9 indicates the functions of an individual
ocu without reference to shared common eircuitry. For economy and
flexibility, timing circuits and interconnection cabling are organized
on the basis of & bay-mounted, two-shelf equipment assembly that can
accommodate 20 individual ocus as plug-in circuit packs. The ocus for
all rates are mechanically interchangeable, with components mounted
on two printed circuit boards joined by a common faceplate. The
complete circuit pack measures approximately 1.4 X 8 X 10 inches.

The synchronous timing circuits are not included in the ocwus, but
are provided in common for each shelf. The 1.344-MHz source oscil-
lator and the basie phase lock circuitry are provided on a single circuit
pack at the center of the shelf. A specific rate clock generator on a
separate circuit pack is necessary to provide the remsaining countdown
circuits to generate all clocks necessary for each rate. The specific rate
clock generator is inserted to serve five ocu positions on one side of
each shelf, which are then dedicated only for ocus of that service rate.

For 56-kb/s services, the 64-kb/s intra-office driver-terminators for
one half-shelf of five ocus are mounted on a common circuit pack. For
subrate services, two arrangements are possible, In hub offices where
individual channel cross-connection is required, the driver-terminator
circuit pack is used for each group of five ocus. In an end office where
individual channel cross-connection is not provided and efficient
multiplexing is not essential, a five-channel integral subrate multi-
plexer circuit pack may be used in place of the driver-terminators.
This circuit pack which is physically interchangeable with the driver-
terminator circuit pack enables subrate multiplexing within the ocu
ghelf.

Power supply arrangements for the ocus are also multiple. A single
de-to-de power conversion unit, connected to the office battery supply,
provides power for two shelves containing up to 20 ocus. An ocu power
shelf contains two such active power units, plus a working spare, to
provide power for four shelves of ocus. Each power unit contains pro-
tective voltage monitoring circuits that control automatic spare trans-
fer and alarm circuits in the power shelf to maintain full service in the
event of & single power unit failure.

IV. DATA SERVICE UNIT

The psv is the more complex of the two customer location units
provided in the pps. It includes clock recovery and logic circuitry to
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convert between the local loop format and a synchronous binary inter-
face with timing signals provided to the customer terminal. A separate
set of contrel leads in the interface selects the transmission modes
{data or idle code) and indicates receiver network control modes. The
interface characteristics of the psu are described in detail in Ref. 4.

A block diagram of the psv is given in Fig. 10. The line-driver, line-
receiver, and clock-recovery circuits are as in the ocu except for the
loopback paths. The clock recovery is the overall timing source, since
the station is slaved to the network timing. All circuit operation is at
the service data rate.

The bipolar encoder and decoder implement the rules given in
Section IX. The decoder indicates X—0-V sequences to the network
control detection circuitry which identifies the control codes on the
basis of the preceding three bits. The psu idle and out-of-service
conditions are indicated after three successive codes are received and
cleared after two successive codes are received without the control
state indication.

The psu loopback code is recognized at the psu according to the
frequency rule described under the ocu. The psu loopback relay breaks
the data leads at the customer terminal and provides a loopback path
through all psu line, logic, and interface circuitry.

Polarity reversal of the simplexed direct current from the ocu
indicates the CHANNEL loopback command. The reversed current
operates a relay through a diode bridge, and a second-stage relay pro-
vides the loopback path through the line receiver and line driver
without retiming. The ocu suppresses bipolar violations in this mode,
as mentioned above, because the untimed regeneration exhibits exces-
give pulse width distortion in the presence of violations. The use of the
line receiver and line driver in the loopback path is necessary, since
local channel constraints to ensure desired performance are based on
one-way loss characteristics of the local cable. Thus, a round-trip
loopback over just the cable pairs could exceed the range limitation.
In the psu, the cEANNEL loopback path is closed directly between the
line receiver and line driver to minimize the psu circuitry involved,
so that this test may serve to distinguish between faults in the loop
cable and faults in the extensive psu circuitry bypassed during the test.

The psu housing® measures approximately 12 X 4 X 11 inches.
Status lights indicate the presence of required 115-V, 60-Hz power,
each of the two loopback conditions, and loss-of-line signal from the
ocu. A slide switch permits manual selection of either loopback.

V. CHANNEL SERVICE UNIT

The csu is the simpler of the two customer location units provided
in the pps. It includes the eircuitry necessary to implement the
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CHANNEL loopback function required in remote maintenance testing.
As noted above, this must encompass the line receiver and line driver.
No timing recovery or code conversion circuits are included, and its
three-level de-free interface signals correspond directly to the local
channel line signals. Lower cost and simplicity of physical interconnec-
tion offer an alternative for the user able to perform his own clock re-
covery and code conversion functions. The interface characteristics
of the csu are described in detail in Ref. 4.

A block diagram of the csu is given in Fig. 11. The line driver and
line receiver are as in the psu, including the diode bridge and sensing
relay required for cHANNEL loopback.

The digital output of the line receiver is derived from two voltage
comparators acting continuously on the filtered and equalized signal.
Threshold references for the comparators are set at +3 the nominal
peak signal amplitude maintained by the arso. The outputs of the
comparators directly control a three-level interface driver to provide
a replica of the line signal. The slicing action of the comparators yields
an amplitude-regenerated signal characterized by distinct transitions
between fixed levels. Coupling to the interface is through a balanced
isolation transformer. The two outer signal levels are &=1.4 V, with a
pulse duty cyele typically 65 percent of the bit interval but varying
with line characteristics and received pulse sequences.

The interface terminator in the transmitting direction also includes
a balanced isolation transformer. The customer is required to provide
50-percent. duty-cycle pulses to maintain correct pulse shaping in the
line driver circuit.

Only the craNNEL loopback function is implemented in the csu.
Unlike the caaNNEL loopback arrangement in the psu, the loopback
path is closed at the customer interface. Thus, cHANNEL loopback in
the c8U serves as a test of both the loeal cable and all the csU circuitry.

The csu housing®® measures approximately 8 X 5 X 3 inches. Status
lights indicate the presence of required 115-V, 60-Hz power and the
loopback condition.

VI. SUMMARY

In pps local distribution between serving central offices and customer
loeations, the transmission medium is subseriber-loop cable pairs.
This paper has described the baseband, bipolar transmission method
used to provide the synchronous digital service and its associated
control indications over these pairs.

Engineering requirements on the local cable pairs are deseribed in
relation to the performance objectives. These requirements include
removal of inductive loading, limitations on bridged taps, and a range
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limitation which depends on the data rate and the cable gauge. Reliable
attainment of the objectives depends on installation noise tests of the
individual loops. Certain sensitive services may experience inter-
ference from 56-kb/s pps loop signals if appropriate separations are
not maintained.

Line driving and terminating circuits at the station and the office
are similar. All terminators ineclude ALBO networks to compensate for
cable length. Station units may include synchronization and logie
circuits to provide a standard data interface {data service unit) or may
provide only a controlled level bipolar interface {channel service unit).
The office channel unit provides rate conversion logie to transform
the customer signal to the standard 64-kb/s office format of the pps.
Digitally controlled remote loopback paths are provided at both sta-
tion and office to permit unaided fault isolation from the serving test
center.
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APPENDIX
Impuise Noise

Several different methods exist that ean be used to relate data
errors to impulse noise. The one under consideration notes that the
receiver appears as a bandpass filter with peak response at the signaling
frequency. Thus, impulse noise will tend to appear at the output of the
receiver as bursts of a sine wave of frequency equal to the signaling
frequeney.

Each half-cycle of the sine wave burst has the potential to cause
an error and so may be considered a separate noise pulse. From pre-
vious experience, it is expected that the long-term number of noise
peaks that exceed a given amplitude threshold will increase by a factor
of 10 for each 10-dB decrease in threshold. In other words,

n{y) = n{va) .(:,_n)gz’ (1)
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where n(v) is the number of events per unit time greater than v, volts.
For each half-cycle noise pulse of amplitude v, the probability of an
error is proportional to the duration of the pulse above the decision
threshold. Note that the maximum duration is one-half the bit interval
and assume v, represents the threshold,

/2 — sin™! (Uﬂ/ﬂ) (2)

T

plelv) = =

for
v = vy

Thus, the expected number of errors per noise pulse of peak greater
than ve, £E*{N(e)}, is given by

BN@] = [ plelipo)dn ®

af, _ ») ]
dy n(vg)
Therefore, evaluating the integral,
E*{N(e)} = & @

Note that only 2 of the noise pulses above the decision threshold dur-
ing the receiver sampling time will cause errors. Thus, the true ex-
pected number of errors per pulse is

E{N(e)} = $-B*{N ()} = % (3)

But p(v) is simply
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Digital Data System:

Physical Design

By H. C. ILLIUM, W. B. LUEFT, and D. W. RICE
{(Manuscript received July 12, 1974)

The mechanical design of equipment required to build the Digital Dala
System is described. Economic and technical constrainis influencing
partitioning, electrical interconnection, and styling are related. An over-
view 1s given of the hardware used for terminating loops, multiplexing
data streams, and lesting for system performance.

I. INTRODUCTION

Communications systems developed to serve a young and growing
market and to provide service to a broad geographical area have
always presented challenges. Not the least of these challenges is the
physieal partitioning and packaging of the various subsystems that
make up a total service. For the pps, the task has been to provide
private-line data service at several customer bit rates for, a changing
cross section of users, and to introduce such service into many large
eities initially, with a capability of expanding to serve small towns all
over the country.

Like most systems faced with interconnecting stations scattered so
diversely, the basic pps layout comprises 2 hierarchical structure be-
ginning with interconnected hub offices located in large metropolitan
areas. Fanning out from these hubs are local offices and the individual
subscribers to the service. Equipment in the pbs offices performs the
general funections of terminating loops to the customer, multiplexing
and demultiplexing data streams, and monitoring and testing the
integrity of the system. Station apparatus located at the customer’s
premises provides the interface between the customer’s data terminal
and the pbps.

Hub offices are partitioned into four functional sections each of
which may be located in separate areas of a central office building or
all may be grouped together in one dedicated pps area.

Local offices have, in general, less equipment and, although they
funection similarly to hub offices, the integrated nature of their desigh
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places all of the equipment in one functioning section. Within certain
constraints, the equipment frames in both hub and local offices, though
functioning in a given section, may be installed in separate building
areas. This has advantages in small installations but for administra-
tive reasons, when floor space permits, one completely dedicated area
for pps equipment, sufficient for all future growth in an office, is more
desirable.

All offices may serve customer stations directly ; however, customer
circuita must be routed to the associated hub office before interconnec-
tion to their destination in order that the serving test center located
therein may provide maintenance access for rapid evaluation and
restoral in the event of trouble on a customer’s circuit.

The geographical and functional diversity of pps equipment posed
a challenge in developing packaging schemes that would permit
gconomical arrangement in all locations, keep the amount of new
hardware low, and be compatible with the system maintenance plan.
This paper discusses the physical implementation of pps with emphasis
on the problems encountered and their solution.

Il. TECHNOLOGIES USED
2.1 Componenls

Circuits for the pps use conventional diserete components—transis-
tors, diodes, capacitors, etc.—and silicon integrated cireuits. The latter,
providing either 5 V TrL logie or operational amplifier functions, are
used in 16-pin dual-in-line packages (pirs). Initial production used
ceramic packages, with a cutover to plastic pIPs as they became
available. One factor that makes possible the high system reliability
is the low failure rate of the sealed-junction, beam-lead technology
used in Western Electric silicon 1cs.

2.2 Printed-wiring boards

The first level of interconnection in the system is provided by
double-sided, glass-epoxy, printed-wiring boards. For central office
applications, the basic board size is 7.5 by 10 inches which provides
for up to 50 connections to other circuitry in the system through
gold-plated fingers on the board edge. A maximum of 35 pirs are
mounted on a board, using 0.025 inch as the minimum width for
printed conductors and the space between them. More components
could be placed on the board if these minima were reduced, but in
most cases, it was not economical to do so. For station apparatus, the
printed-wiring boards take on special shapes and are described in a
later section. In general, however, the boards equipped with integrated
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circuits were designed with a matrix of wide, printed power and ground
paths with filtering capacitors to reduce interference.

2.3 Circult pack partitioning

In general, there are four conditions that afiect the partitioning of
pps circuits into circuit packs:

(¥} The amount of circuitry on one printed-wiring board is com-
patible with the capability of one 50-pin connector. This re-
sults in a circuit pack with one printed-wiring board mating
into one connector with a single faceplate.

{#¢) The amount of circuitry on {wo functionally related printed-
wiring boards is compatible with the capability of one 50-pin
connector. This results in a circuit pack comprising one
“mother board” with a “daughter board” permanently
mounted and electrically strapped to it. Only one set of 50-pin
connector fingers is provided, those associated with the
“mother board,"” and accordingly, only one faceplate is
provided.

(#17) The amount of eircuitry on one printed-wiring board requires
more connector capacity than the 50 pins provided. This re-
sults in a circuit pack comprising one ‘‘mother board” for the
components and one or two small, permanently mounted
“daughter boards’’ each providing connector fingers for an
additional 50-pin connector. As before, only one faceplate is
provided.

{(#v) The circuitry on hwo printed-wiring boards, though each is
independently compatible with the 50-pin connector system,
is funetionally dependent, thus making it desirable that they be
mounted as a unit. This results in a eireuit pack with a “mother
board” and a “daughter board” each having the 50-pin con-
nector fingers, but beth permanently mounted together with
only one faceplate.

2.4 Facepiates

When the circuit packs are assembled into a shelf {Fig. 1), the face-
plates are the most visible part of the pps equipment. Thus, appearance
and human-factors considerations play an important part in the face-
plate design. Switches, test points, indicator lights, and jacks are
mounted on the faceplate. Since these are used by maintenance
personnel they must be logically grouped and identified. The face-
plates are molded of gray polyvinyl chloride, chosen for its appearance,
strength, fire retardance, and insulating qualities. Five standard widths
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Fig. 1—Typical pDs eircuit pack and equipment shelf.

are employed that span the range of component heights used in the
system.

2.5 Backplane wiring

The second level of interconnection is between circuit packs, which
plug into molded edgeboard connectors. The connector contacts pro-
vide early make and late break eapability to enable connection to the
ground system at those times when power is being connected or dis-
connected as a circuit pack is being inserted or removed. For each
finger contact on the board, the connector provides a terminal post
that ean be wire wrapped.

On the backplane, the field of these posts at the rear of a hardware
shelf, wires are run between connectors to interconnect the boards
(Fig. 2). In addition to being a very laborious operation, which con-
tributes significantly to eguipment cost, the backplane wiring is a
potential source of undesirable interference between conductors. De-
tailed procedures have been specified for routing wire during manu-
facture to help ensure that such noise problems do not arise and that a
given set of connections are always made in the same manner.

An additional complication on the backplane arises from the dis-
tribution of battery and ground. To keep voltage drops low and avoid
overloading conductors during accidental short circuits, the use of
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Fig. 2—Backplane wiring on pps equipment.

large gauge wires was necessary initially in the designs. Since these
had to be hand soldered rather than wrapped, adding to the bulk and
expense of the buckplane wiring, special dual feeds and returns of
lighter wire were instituted where possible.

2.6 Intershelf wiring

The third level of interconnection involves wiring between shelves.
When the shelves are combined to form a functional, orderable
assembly, the wiring is done primarily by factory installed local cables
that are terminated directly on the pins of the backplane or on con-
nectors for external interconnections {Fig. 2).

When the wiring invelves the intereonnection of assemblies to form
a subsystem of pps equipment in one 11-foot 6-inch bay or one or two
7-foot bays, cables with connectors on both ends are used. The con-
nectors mate with those mounted on panels at the rear of the various
assemblies. The emphasis here is on simplifying the job for the in-
staller. Rather than to carefullv route wires from one location to
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another, the installer simply secures a connectorized cable of adequate
length and plugs it in at both ends.

The following sections describe the application of these technologies
to the design challenges presented by several pps units.

2.7 Equipment shelves

Most of the circuitry in the pps is provided on plug-in eircuit packs,
housed in die-cast aluminum shelves like those shown in Fig. 1. Each
shelf has 68 printed-wiring-board guides on the upper and lower surface
of the shelf base and is arranged for mounting in a 23-inch-wide bay
with an overall depth of 12 inches. The shelf itself has no top so that
when two shelves are mounted, one above the other, the top guides
for a given printed-wiring board are provided on the underside of the
shelf above. For single-shelf applications, a die-cast aluminum cover
provides the top guides. A maximum of 36 board connectors may be
arranged on the rear of the shelf, but the number of guides for the
boards allows for extensive flexibility in the choice of circuit-pack
widths.

Because of desired circuit-pack partitions and in order to take full
advantage of the two-piece characteristic of the shelves, which at
minimum vertical separation house ecireuit packs approximately 5.5
inches high, pps circuit packs were chosen to be approximately 7.5
inches high. The remaining 2 inches above the printed-board connectors
in the rear are then occupied by special brackets for mounting cable
conneectors and/or terminal strips.

2.8 Power units

Throughout the system, eircuits requiring various voltages (+24,
+12, +5, —12 or —24 V de) are used. Central office equipments
operate from a primary battery source of either —24 or —48 V.
Ferroresonant power converters have been selected and equipment
partitions chosen to minimize the number of different power units
required.

A major constraint in the pps is that the failure of a single power
unit must result in an alarm with no loss of service on any customer
channel. Accordingly, when circuits are totally protected by 1-for-N
protection-switching schemes, and power needs are great enough to
justify it, power units are utilized on a one-per-circuit basis. In addi-
tion, eircuitry that is simply redundant is arranged so that each in-
dependent half obtains its power from a separate power unit. Cireuits
with low power requirements, which allow several to operate from one
power unit, are arranged o that two such power units, each serving
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many circuits, are protected by a third “hot” spare. The spare can,
without interruption, take over the load of either of the first two power
units if an alarmed failure condition oceurs.

To meet these central office demands, four basic power units are
provided, each available with either —48-V input or —24-V input
capability. The four include one with a 50-W output capacity at
+5 und —12 V, one with a 100-W output at +5 V, one with a 100-W
output at —12, +5, and 412 V and one with a 100-W output at
+24 V.

Hl. CENTRAL OFFICE EQUIPMENT FRAMES

In general, the assemblies, the equipment frames, and the inter-
connection methods used have resulted in a physical design that pro-
vides for easy ordering, short installation intervals, and flexible system
configurations. This flexibility ineludes provisions for using much of the
same hardware in both hub office applications and local office appli-
cations even though the system requirements and design constraints
are quite different for each. Growth capability has been a prime con-
sideration and system rearrangement during growth phases has been
facilitated by coordinated connectorization and cabling methods.

The assemblies have been designed and coded so that they may be
ordered and installed without regard for the standard system arrange-
ments ; however, speeific assembly arrangements have been coded which
provide bays, engineered as subsystems, that can be ordered partially
or completely equipped, installed easily, and interconnected to form
the various operating systems required in the overall bps network.
The bays are available in 11-foot 6-inch or 7-foot sizes using unequal
flange cable-duet type frames.

In aecordance with the subsystem approach, there are essentially
nine subsystem configurations. These nine subsystems are:

{¢¥) Office-channel-unit arrangements.
(¢7) Subrate-data-multiplexer arrangements.
(#%%) T1 data-multiplexer, large-office arrangements.
(#v) T1 data~-multiplexer, local-office, initial-bay arrangements.
(v) T1we4 data-voice-multiplexer, hub-office arrangements.
(¥2) T1wB4 data-voice-multiplexer, local-office arrangements.
(ni} Nodal or secondary timing-supply arrangements.
(vtid) Multipoint-junction-unit arrangements.
(ix) Serving-test-center arrangements.
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Though most of the subsystems are available in both 11-foot 6-inch
and 7-foot bay sizes, there are certain differences in the actual quan-
tities of the various circuits included when the subsystem is supplied
in one size or the other. For 11-foot 6-inch bay installations, each of
the nine subsystems is provided in a single-bay frame. For 7-foot bay
installations, they are each provided in one of three ways: by a single-
bay frame, by a two-bay arrangement using a double-bay frame, or
by a two-bay arrangement using two single-bay frames. The two-bay
arrangements using two single-bay frames provide the option of adding
the second bay at a later date as growth requires. A typical bay arrange-
ment is shown in Fig. 3, which indicates the standard configuration
for office-channel-unit bays.

All pps assemblies are arranged for front mounting. The mounting
holes in the bay framework and on the equipment are arranged so
that the equipment may be mounted in vertical increments of 3 inch.

On the rear of each bay framework, with the exception of the cross-
connect bays used in the serving test center arrangements, isolated
ground busses are provided by insulated vertical rods so that each
equipment assembly can be connected to any of three ground systems.
The three ground systems are signal ground, battery return ground,
and frame ground.

3.1 Office-channel-unit arrangements

The office-channel-unit (ocu) subsystem comprises one bay clock,
power, and alarms (Bcea) shelf for distributing power and timing and
for accumulating bay alarm signals; three three-shelf ocu and power
supply assemblies, three associated two-shelf ocu assemblies; and,
when required for specific local-office applications, up to six subrate-
data-multiplexer jack-and-connector panels (sm-1cp's}. Each of the
0CU assemnblies can accommeodate 20 ocus and, accordingly, the sub-
system has a maximum capacity of 120 customer channels. This sub-
system is provided in a 7-foot two-bay arrangement. By deleting one
three-shelf ocu and power supply assembly, one two-shelf ocu as-
sembly, and, accordingly, two sm-IcPs, the subsystem is provided in
one single 11-foot 6-inch bay with a maximum capacity of 80 customer
channels (Fig. 3).

When employed in hub offices, this subsystem is never provided
with sM-Jcps since jack access is obtained at the testboard in the same
building. When employed in local offices, the sm-scps are provided
only for ocu assemblies operating at subrate speeds, in conjunction
with subrate data multiplexers (located in other bays}. An additional
attribute of this subsystem is its use, in local offices, of 5- and 10-
channel integral subrate multiplexing.
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Fig. 3—B8tandard arrangement for office channel unit bay.
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3.2 Subrate-data-multiplexer arrangements

The subrate-data-multiplexer (srpa) subsystem comprises one
sera shelf, one 5-V power supply shell for distributing redundant
5-V power to the entire subsystem, one three-shelf skom and perfor-
mance monitor assembly, and five two-shelf srom assemblies. The
sepM and performance monitor assembly, as well as each srpM as-
sembly, can accommodate 40 (at a 9.6-kb/s data rate) or 80 (at a 4.8-
or 2.4-kb/s data rate) 64-kb/s, ps-0 channels. Accordingly, the sub-
system has a maximum capacity of 480 ps-0 channels. The subsystem
is provided in a 7-foot two-bay arrangement. By deleting one two-shelf
srDM assembly, the subsystem is provided in one single 11-foot 6-inch
bay with a maximum capaeity of 400 ps-0 channels.

3.3 T1 data-multiplexer, large-cffice arrangements

The large-office, T1 data-multiplexer (T1DM) subsystem comprises one
nera shelf; one 11 data-multiplexer performance monitor (T1DM PM)
shelf; and four four-shelf T1pM assemblies, three of which contain four
in-service T1pms while the fourth contains three in-service TipMs and
one T1pM arranged as the spare for the other 15 T1pwms in the sub-
gystem. Each of the in-service Tipms can accommodate 23 Dps-0
channels and, accordingly, the subsystem has a maximum capacity of
345 ns-0 channels. This subsystem is provided completely in a 7-foot,
double-bay arrangement. By deleting one four-shelf T1pM assembly,
containing four in-service T1DMs, the subsystem is provided in one
single 11-foot 6-inch bay with a maximum capacity of 253 ns-0
channels,

3.4 T1 data-muitiplexer, local-office, initial-bay arrangements

The local-office, initial-bay subsystem for offices employing T1DMs
(see Fig. 4) comprises one four-shelf local timing supply and T1pM
assembly (eontaining a local timing supply with a subset of the Bcpa
features, one in-service Ti1DM and one spare TIDM}, one T1DM—PM
shelf, three single T1pm shelves for in-service use, two three-shelf ocu
and power supply assemblies, one two-shelf ocU assembly, four (one
for each in-service TipM) multiplexer jack-and-connector panels
(M-JcPs), and three (one for each ocu assembly) subrate-data-multi-
plexer jack-and-connector panels (sm-Jjcps). Each in-service T1pM can
accommodate 23 ps-0 channels and each ocUu assembly can accom-
modate 20 customer channels. Accordingly, the subsystemn has a
maximum capacity of 92 ps-0 channels and 60 customer channels.
This subsystem is provided completely in a 7-foot two-bay arrange-
ment. By deleting one three-shelf ocu and power supply assembly
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Fig. 4—Seven-foot, Tipy, local-office, initial-bay arrangement.
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and its associated sMm-jcp the subsystem is provided in one single
11-foot 6-inch bay with a maximum capacity of 92 ps-0 channels and
40 customer channels. As in the case of the ocu subsystem, when em-
ployed in local offices, 5- and 10-channel integral subrate multiplexing
can be used so that if all of the available customer channels were
operating at subrate speeds, only one-fifth to one-tenth of that number
of ps-0 channels would be required.

3.5 T1WB4 data-voice-multiplexer hub-office arrangements

The T1we4 data-voice-multiplexer (T1wB4) hub-office subsystem
comprises one BcrA shelf and seven two-shelf T1ws4 assemblies.
Each of the seven TiwB4s contains its own monitoring and spare
multiplexing circuitry, and accommodates 12 port circuits providing
one Ds-0 channel each. Accordingly, the subsystem has a maximum
capacity of 84 ps-0 channels and is provided in either a 7-foot, two-bay
arrangement or in one single 11-foot 6-inch bay.

3.6 TIWB4 data-voice-mulfiplexer locai-office arrangements

The local-office subsystem for offices employing T1WB4s comprises
one BCPA shelf; one two-shelf T1wm4 assembly with an associated
Mm-Icp; and either additional T1wB4 assemblies with one m-ycp for
every two TiwB4s or a number of three-shelf ocu and power supply
asgsemblies and two-shelf ocu assemblies, each with associated sM-Jcps.
The exact quantities of additional T1wr4 assemblies or ocu assem-
blies depend on whether the subsystem is provided in 7-foot bays or
11-foot 6-inch bays and on exactly which option is chosen.

3.7 Nodal or secondary timing-supply arrangements

The nodal or secondary timing-supply (NT$ or 878) subsystem com-
prises nothing more than one NTs or one s7s in either a single 7-foot
bay or a single 11-foot 6-inch bay. It is considered as a separate sub-
system because, after obtaining reference timing signals from two
ps-1 channels entering the office, its functions are completely inde-
pendent from all the other subsystems in that office except that it
supplies timing to them.

3.8 Multipoint-junction-unit arrangements

The 11-foot 6-inch bay arrangement for the multipoint-junction
unit (Myu) comprises one Bcpa shelf, and four two-shelf MyU assemblies
with two associated power supply shelves. In the 7-foot, two-bay
arrangement, six two-shelf Myu assemblies and three associated power
supply shelves can be provided in addition to the scra shelf.
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Each two-shelf »Ju assembly may be equipped with up to sixteen
full duplex {(Fpx} MJUs. An FDX 3JU consists of either one or two
identical ecircuit packs. When one circuit pack is utilized, a three-
branch, multipoint circuit is provided. With the addition of the second
circuit pack, & five-branch, multipoint circuit is formed.

3.9 Serving-lest-center arrangements

The serving-test-center (sTc¢) subsystem comprises a number of
testhoards for ps-0 channel test access and a number of cross-connect
bays with complete flexibility for interconnecting the ps-0 channels
from the various subsystems through the testboards.

3.9.1 Testhoard

The testboard (Fig. 5) is the heart of the sTc. It contains the test
equipment, needed to troubleshoot and maintain pops circuits. A strong
¢oncern in the physical design of this unit was ease of operation by test
center personnel.

There are two major sections to the testhoard : a jack field for acces-
sing individual pps circuits and a control panel with writing shelf.

The jack field is composed of horizontal panels each providing 30
iack modules. Each module has a designation pin color-coded according
to the particular customer’s data rate. In many cases, by using this
feature a craftsperson ecan troubleshoot the circuit without obtaining
a circuit-record card. The jack module containing six miniature jacks
represents a significant size reduction over existing central office jacks.
Its small size permits up to 450 customers’ circuits to appear in one
testboard. Each jack module may be replaced individually.

The control panel has a sloping face that accommodates the portable
digital test sets as well as other control units associated with generat-
ing test codes and establishing voice communications with the test-
board. A writing shelf is provided for the test operator’s use.

The emphasis in the physical design of the digital test sets was
placed on arranging indicators, keys, switches, and designations in &
logical and readily usable fashion. Figure 6 shows the test sets and
the power and signal cords housed therein. Both sets use identical
cases, framework and brackets, power supplies, and cords. The strue-
ture consists of two aluminum extrusions mounted on the sides that
provide mechanical support for the printed boards, and a formed
gluminum shell and cover. The sets may be completely disassembled
and yet remain electrically operative for diagnosing trouble in their
operation.
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Fig. 5-950A testboard and eross-connect bay.

3.9.2 Cross-connect bay

To provide flexibility in interconnecting pps equipment, all signals
at the ps-0 level (64 kb/s) pass through a cross-connect field. This
also provides access to each customer’s circuit for the testboard. Con-
straints on the physical design included tight performance specifica-
tions on the plug-in contacts, ease of making and rearranging connec-
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Fig. 6—Digital transmitter and receiver test sets.

tions, and provision for growth as the number of customers served by
a particular office grows.

A versatile cross-connect system was developed that uses per-
manently wired, rear terminations from the various pps equipment
and quick-change, pluggable, front-panel connections for arranging
the individual eircuits. Each cross-connect panel (see Fig. 7) contains
400 quad (four-wire) terminations which accept latching quad jumpers.
To eliminate patching errors and to assure optimum reliability, this
patching system features polarized plugs with protected contacts for
‘“hit-free’” operation. The jumper plug housings have built-in latches
that assure firm retention when installed in the panel, yet allow easy
removal with a simple tool. The plugs are color-coded for fast, positive
identification of jumper length and have snap-in, stamped-and-formed
contacts that offer minimum eost and maximum serviceability.

The jumper contacts have a cantilever-beam engagement spring to
insure eontrolled contaet pressures with minimum wear on the gold-
plated surfaces. An external retention spring provides quick assembly
and firm seating in the jumper plugs, allowing on-site assembly of
nonstandard length jumpers and the ability to repair defective units.

Euach panel is equipped with a plastie wiring duet that functions as
a fanning strip and provides a path for routing the quad jumpers. A
hinged duct cover, which keeps the jumpers in place and has designa-
tion eards on hoth sides for equipment-termination records, is provided
with each panel.
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Fig. 7—Cross-connect panel, jumper, and removal tool.

The panels are combined in a cable-duct type bay (see Fig. 5).
Filler plates that support wiring ducts increase the size of the bay,
resulting in a typical width of approximately 42 inches.

The bay is equipped with one to nine quad-terminal-panel assem-
blies, according to job requirements, which provide a maximum of
3600 quad terminations. The quad terminals on each panel are ar-
ranged in two groups of 4 rows and 50 columns. Based on a random
interconnection of equipment and a normal distribution of jumper
wires in the horizontal ducts, the psx-0 cross-connect is limited to six
bays to ensure that the wire-handling capacity of the ducts is not
exceeded.
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3.10 Qffice arrangements

The several subsystems described above are utilized in various
combinations to form the two basic types of pps office configurations:
the hub office and the local office. The local offices each “home”
directly or indirectly on a given hub office. Each subsystem eontains
equipment that is physically independent from that contained in any
other subsystem within the limitations imposed by certain cable-
length requirements. Locations of the various 11-foot 6-inch bays or
the 7-foot two-bay combinations in any given office may vary because
of restrictions imposed by the location of related equipment such as
the main distribution frame, the psx-1 cross-connect, or, in hub
offices, the pDsx-0 cross-connect and its associated testboards.

3.10.1 Hub offices

A hub office is an office in the pps that combines the T1 data streams
from a number of local offices into signals suitable for transmission
over pps facilities, and provides test access by means of an s1c¢ sub-
system. Hub offices, in general, will have equipment funectioning in
four different sections.

(1) Serving-test-center cross-connect section.
{(#7) Long-haul-access multiplexing section.
{(7i%) Local-access multiplexing section.

(tv) End-access section.

The sTc cross-connect section comprises testboards, multipoint-
junction-unit subsystems and at least the src cross-connect portion
(Dsx-0a) of the psx-0. The testboards and psx-0a function together
and are in close physical proximity. The multiplexer cross-connect
(psx-0B) functions both with the long-haul-access equipment and
with the local-access equipment. Accordingly, the psx-0B may be
split and each portion placed with its associated equipment, or, if a
centralized cross-connect area is more desirable and cabling restric-
tions permit, the psx-0B may be placed contiguous to the psx-0a.

The long-haul-access multiplexing section comprises Tipm sub-
systems, sRDM subsystems, and the nodal or secondary timing supply
subsystem. As mentioned above, the required psx-0B cross-connect
bays may be located within this section. The local-access multiplexing
section comprises T1pym subsystems, T1ws4 subsystems, and skRpM
subsystems. Again, the required Dsx-0B cross-connect bays may be
located in this section. The end-access section comprises only ocu
subsystems.
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3.10.2 Local offices

A local office is an office in the pps that passes to a hub office circuits
that enter the building over local loops or over T1 lines from other local
offices. Such an office will usually have equipment functioning in only
one section. It is expected that loeal offices will be small initially.
Accordingly, the subsystems that make up the initial bay or bays
comprise eombinations of various equipments to make efficient use of
bay space. A local office employing T1pM service may initially have a
Ti1pM local-office, initial-bay subsystem. A local office employing
T1wB4 service must have a TIwr4 local-office subsystem.

Additional ocu growth is obtained by the installation of ocu sub-
systems. When more efficient multiplexing than that available with
the 5- or 10-channel integral subrate multiplexing accommodated in
ocu assemblies is required, skRpM subsystems are employed. The psx-0
cross-connect and test-access functions may be performed by multi-
plexer and subrate-data-multiplexer jack-and-connector panels, rather
than by cross-connect bays and testboards as in hub offices.

IV. STATION APPARATUS

Two types of station apparatus are available to interface with the
customer for transmission and reception of digital data over pps
facilities. If the customer requires an Eia interface for 2.4-, 4.8-, or

Fig. 8—Data service unit.
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Fig. 9—Chaunel service unit.

9.6-kb/s operation or a ccrrr interface for 56-kb/s operation, a psu
(see Fig. 8) is provided. If the customer requires only the bipolar signal
as received from the local loop, a csu (see Fig. 9) is provided.

Sinee these units are located on the customer’s premises, they play
a major role in determining how the customer views pps. They must
be easy to install and maintain, perform well, and present a favorable
appearance. In terms of physical design, factors such as styling, size,
and human engineering are particularly important. Both the psu and
csu relate closely in these factors to the new family of analog data
sets being offered by the Bell System. All are packaged in low-profile
aluminum or aluminum-finished housings with black molded covers,
and provide status indieators to help the customer monitor system
operation.

4.1 Data service unit

The circuitry for the psvu is partitioned into the following functional
blocks: customer interface, transmit logic, line driver, line receiver,
timing recovery, receive logie, test circuits, and power supply. To
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minimize the number of circuit pack codes and interconnecting wires,
two basic circuit boards were designed. The logic board, 70 square
inches in area, contains the transmit and receive logic. It is used in all
psUs regardless of data rate. The analog board, 100 square inches in
area, confains, with the exception of the power supply, the balance of
the circuitry, including the interface connector, & test switch, and
light-emitting-diode indicators (LEDs). Since the analog board is
speed dependent, four coded cireuit packs are manufactured from the
same basic board design. The power supply, utilizing a ferroresonant
transformer, is packaged separately in a metal enclosure to eliminate
high-voltage exposure on the two cireuit boards.

For the overall unit, a low-profile shape was chosen that allows stable
stacking of several psus. The dimensions of the unit are approximately
111 inches wide, 4 inches high, and 103 inches deep. It weighs approxi-
mately 10 pounds.

As shown in Fig. 10, the ecircuit boards are arranged horizontally.
Service option switches are located at the edges of the boards for in-
staller access. Special design consideration was required in arranging
the boards and power supply and in selecting and placing components
to ensure proper operation in a maximum 120°F operating ambient.

Tooling costs and assembly operations were reduced by the design
of two aluminum extrusions that provide the eireuit-board guides,

Fig. 10—Internal construction of psu.
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power supply shelf, and mounting rails, as well as the basic chassis
agsembly. The front and rear covers, injection molded of clear poly-
carbonate and back-painted black, snap onto the chassis and brushed
aluminum housing. Both covers accept the test switch and indicator
panel, which is connected by cable to the analog board. This allows
the customer controls to be placed on the same or opposite surface as
the interface connector and power cord.

D8Us may be stacked and mechanically fastened together in arrange-
ments of up to three sets. When larger numbers are required, a cabinet
arrangement for up to ten psus is provided. In this case, the units are
mounted vertically on edge with the aluminum housing removed for
maximum heat dissipation.

4.2 Channel service unit

For the csu, study of circuit partitioning yielded four basic functional
blocks: transmitter, receiver, test circuit, and power circuit. Since no
customer control is required, a wall-mounted package which oceupies
no table or cabinet space is felt to be the most desirable method of
packaging for customer convenience, although care must be taken to
occupy the least amount of wall space. The basic csu structure is a
nest of two circuit boards, each approximately 35 square inches in
area, assembled with components facing each other. One circuit board
contains the receiver circuitry and the other the transmit, power, and
test circuitry. A fully shielded shunt-type ferroresonant transformer
provides the necessary pc voltages on either board. Both boards are
speed dependent, so a total of eight circuit pack codes are required.

The housing is a two-piece injection-molded polyecarbenate shell.
The top is molded of clear material and back-painted black; the base
is finished with aluminum paint to give the same material appearance
as other new Bell System data station sets. The entire package mea-
sures approximately 8 inches wide, 5 inches high, and 22 inches off the
wall.

Multiple arrangements of up to 20 ¢sus can be provided in a cabinet.

V. CONCLUSION

The physical design of pps equipment is a response to the perfor-
mance and economic challenges of this new system. Central office
hardware emphasizes flexibility and provision for growth, while station
sets are marked by modern styling and ease of operation. Future de-
signs will build upon these bases as new digital data communications
services are offered.
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