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Frequency-Modulation: Theory of the Feedback 
Receiving Circuit 

By JOHN R. CARSON 

THIS paper may be regarded both as a continuation of a prior one 
by the writer and Thornton C. Fry 1 and as a companion of that 

by J. G. Chaffee 2 the inventor of the circuit under consideration. For 
an understanding of the present, an acquaintance with the prior paper 1 

is absolutely necessary, since the fundamental analysis and the formu- 
las there developed are too lengthy.to be repeated here. References 
to that paper will be designated by (Ref.). 

As the name implies, in the feedback circuit part of the incoming 
signal, after passing through a band-pass filter, a frequency detector 3 

and a demodulator, is fed back through a variable frequency oscillator. 
The output of the variable frequency oscillator is connected to one 
branch of a modulator on the other branch of which the incoming high- 
frequency wave is impressed. While this method of feedback differs 
in some respects from that of the well known feedback amplifier, it is a 
fair inference that some if not all of the very important advantages of 
the feedback amplifier may also be present in the circuit under discus- 
sion. This inference is verified by the mathematical analysis of this 
paper. 

After a brief development of the elementary theory and formulas of 
the feedback circuit as a receiver of frequency-modulated waves, the 
greater part of the paper is devoted to deriving formulas for the signal- 
to-noise power ratio—a criterion of fundamental importance in estimat- 
ing the merits of the system. These are then compared with the corre- 

1 "Variable Frequency Electric Circuit Theory," this Journal, October 1937. 2 "The Application of Negative Feedback to Frequency-Modulation Systems," 
I. R. E. Proceedings, May 1939; this issue of the Bell Sys. Tech. Journal. 

3 The function of the "frequency detector" is to detect or render explicit the 
variation of the "instantaneous frequency" of the frequency-modulated wave. A 
more precise term, therefore, would be "frequency variation detector," but for 
brevity the term used in the text is preferable. 
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spending ratios formulated in (Ref.) for straight reception and also 
reception with amplitude limitation. In this way, as regards reduc- 
tion of noise and "fading," the feedback circuit is found to have ad- 
vantages comparable with those attainable by amplitude limitation.4 

I 

The receiving system operates as follows (see sketch): 
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Feedback receiving circuit. 

The incoming frequency-modulated wave at terminals 1, 1 is taken as 

(1) E exp ^ iuct + s dt^j , 

where E is the wave amplitude, coc the carrier frequency, X the modu- 
lation index and 5 = s(t) is the low-frequency signal which it is desired 
to recover. 

This wave is impressed at terminals 1, 1 on one pair of terminals of a 
"product" modulator; on the other pair of terminals of the modulator 
there is impressed the output of a local variable-frequency oscillator; 

M exp ^ icojift -h if* j' t dt^j ■ (2) 

Here um is the "carrier" frequency of the oscillator, /x (a positive real 
quantity) is the index of modulation of the oscillator and a = a(t) is 
the low-frequency current fed back to the oscillator. 

The output wave of the modulator is then equal to 

CiEM exp ^ i(o)c — unfit ^ ^ ^ (X5 — na)dt ^ 

+ CiEM exp ^ i{<j)c + UM)t + « (X^ -(- na)dt ^ . (3) 

4 Armstrong, Proc. I. R. E., May 1936, also see (Ref.). 
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The second term of (3) is suppressed by the band-pass filter.8 

Then writing ojc — mm = "c, it follows that the effective output 
wave is 

CiEM exp ^ io)ct + ^ (X^ — n<r)dt ^ . (4) 

ajc is'the intermediate carrier frequency and is always < wc, the trans- 
mitted carrier frequency. The constant Ci is a parameter depending 
on the characteristics of the modulator. 

The wave (4) is transmitted through the band-pass filter, and the 
wave arriving at terminals 2, 2 is then 

C1C2EM exp ^ iuct ^ * J* (^s ~ ^ . (5) 

The parameter ci (taken as a constant) depends on the transmission 
characteristics from the modulator to terminals 2, 2. 

Assuming an ideal frequency detector (see Ref.) the output to the 
terminals of the rectifier (or demodulator) is 

C1C2C3EM ( 1 + ^ ) exp ^ iuct + « (X^ - n<r)dt ^ . (6) 

Here the parameters C3 and ui depend on the characteristics of the 
frequency detector. 

Finally assuming that 

X5 — fJ,(T 
< 1 (7) COl 

the low-frequency output of the rectifier 6 is 

C1C2C3C.1EM ^ 1 ^ ^ M(r ^ 

If the constant term of (8) is suppressed and a fraction rj of the rectified 
output is fed back to the oscillator we have, finally, 

<r=^T^-, (9) fj. I + m 
6 Indeed the principal function of the band-pass filter is to suppress frequencies in 

the neighborhood of uc + mm- . , - 0 More generally a demodulator. In the present paper a straight-line rectifier is 
postulated for mathematical simplicity but the theory applies equally well to other 
forms of detection or demodulation. 
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where 
vaEM 

m = C1C2C3C4 > 

= cwEM_ (10) 

COi 

The low-frequency current delivered to the receiver through the low- 
frequency output circuit proper differs from a as given by (9) by a 
constant factor only. 

From the foregoing we note that 

= (11) 

and that the "instantaneous frequency" of the intermediate high- 
frequency wave (4) is 

+ i-i
£-- (12) \ + m 

Hereinafter, without any loss of generality, we suppose that 
— 1 = s{t) ^ 1. Consequently the intermediate frequency-modulated 
wave has a frequency variation lying between ± X/(l + m), whereas 
in the incoming frequency-modulated wave, the frequency variation 
lies between ± X. 

We note also from (9) that if the parameter m is large compared 
with unity, the low-frequency received wave is approximately given by 

a = -s. (13) 

The recovered signal is thus (for large values of m) seen to be inde- 
pendent of the amplitude, E, of the incoming high-frequency wave; 
therefore, the system is insensitive to "fading." 

II 

We now take up the problem of calculating the relative low-frequency 
noise and signal powers, the ratio of which is of fundamental importance 
in appraising the merits of the receiving circuit. In this we shall 
closely follow the methods developed in Section IV (Ref.). 

We suppose that at terminals 1, 1 there enters, in addition to the 
signal, a typical noise element 

an exp {i{u)c + wn)/ -j- ian). (14) 
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We write for convenience in the subsequent analysis 

an = AnE. (15) 

y4n is then the relative amplitude of the noise element, referred to the 
amplitude E of the high-frequency signal. We shall suppose through- 
out that An is small compared with unity; that is, the noise is small 
compared with the signal. 

We further suppose that at terminals 2, 2 between the band-pass filter 
and the frequency detector there is introduced a second typical noise 
element 

bn exp (f(coc + un)t + ifin), (16) 

which is entirely independent of the noise element (14). This may be 
regarded as caused by tube-noise in amplifiers (not shown in sketch). 
We write 

hn = BnE (17) 

so that Bn is the relative amplitude of the noise element, referred to 
the amplitude E of the incoming signal wave. It also is assumed small 
compared with unity. 

The total input to the frequency detector, neglecting the random 
phase angles, is then 

ciCiEM ^ exp ^f y + An exp ^f j" (fi + tina)dt ^ 

exp ^ i J" (0 + 0„6)^/^j, (18) + CiCz-tld 
where 

12 = a)c -f- X-J — M0" 
12n

a = COn — Xs (19) 
12„6 = aj„ — X5 + fj.a. 

The output of the frequency detector is then (see Ref.) 

C1C2C3EMexp (^i J Q. dt ^j 

X T 1 + -(Xs - fia) 
L 

4- yl „ ^ 1 -f (a)n — /xo-) exp J* fi"a 

Bn ( CO, 
+ 1+4|exp(i| a"bd' '' ' (20) ij 12„6<//^j. 
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After the output as given by (20) is rectified, the constant term sup- 
pressed, and only first powers in ^4n and Bn retained, we get finally 

mjn \ f /. . , / . w 
\ m 

X5 -(- 21 n ^ GJl "f" ^ | ^ ^ C<^S ^ ^na ^ 

"t" c c ^ ^ a,") COS ^ ^n6 ^ j 

Now the right-hand side of (21) corresponds precisely with formula 
(64) (Ref.) on which the calculation of the relative low-frequency noise 
and signal powers is based. Consequently following the methods 
developed in Ref. and assuming An and Bn small we get 

^ = (r+^y [X!F2 + {i"' + Wl2 + (TT^?) W°N° 

{\s - mct)2 ) UuNS/cScm* j • (22) 

The relative low-frequency noise and signal powers are then (omitting 

the common factor ( , ^ ^ 
\ 1 + w/ ) 

^-i^4i+3(sy+3(iT^?] 

3 cMM2 

Ps = \2T2. 

+ 1 "fAL [ 1 + 3 (^y + 3 (XS (23) 

In these formulas iVa2 is proportional to the noise power level in the 
neighborhood of the carrier frequency wc: it enters at the input ter- 
minals 1, 1 (see Ref. Appendix 2). NJ is proportional to the noise 
power level in the neighborhood of the intermediate carrier frequency 
a)c; it enters at terminals 2, 2. o)a is the highest essential frequency in the 
low-frequency signal 5(/); it is the cut-off frequency of the low-pass 
filter. 

Formula (22) is solvable (see Appendix) but a simple approximate 
solution, valid when the noise is small compared with the signal, is 
made possible by observing that under this restriction 
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to a good approximation. Introducing this approximation into Pn 
as given by (23) and writing 

iV2 = iVa2 + Nf/cMM2, (24) 

we have 

pw = l^(1 + 3(^y + 3^i?). (25) 

Ps = XV. 

Now from the inequality, necessary for rectification, 

X 
COl > 1 + W 

it is seen that as the parameter m is increased, coi may be reduced by 
the factor 1/(1 + m). In accordance with this, we replace coi by 
coi/(l + m) in (25) and get 

Px = i coJN2 

Ps = XV. 

(1 + m)2 \\co 
Wl 2 . / X \2-t 

Un 
(26) 

The noise power Px can be still further reduced by eliminating oji 
from (26) by a circuit arrangement explained in Ref. Section III; if 
this is done we get, instead of (26), 

^ = 5^(1 + 3(lSFa)' (27) 

Ps = XV. 

We have now to compare the relative noise and signal powers of the 
feedback with (1) straight reception without feedback and (2) reception 
with amplitude limitation. 

For straight reception (without feedback) we have (see equation (68), 
Ref.), corresponding to (26), 

P„=^.W(l + 3(^Y+3(lV- 

Ps = XV, 

and corresponding to (27) 

P. = i^(l+3(Ap) 

(28) 

Ps = XV 
(29) 
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When noise reduction is effected by amplitude limitation the corre- 
sponding relative noise and signal powers (see equation (78), Ref.) are 

Pn=^N\ (30) 

Ps = XV. 

If we assume as above that — 1 < 5 < 1 and s- is of the order of 
magnitude of 1/2, then in practical applications X/wa 1 and coi > X. 
On this basis comparison of (26) with (28) and (27) with (29) shows 
that, when m^> 1, the noise power with feedback is very much smaller 
than without feedback, the ratio of the noise powers in the two cases 
being approximately 1/(1 + m)2. (This assumes, of course, that N2 

is approximately equal in the two cases.) 
Comparing, however, the noise power with feedback to that obtain- 

able by amplitude limitation, it will be seen that in order to reduce the 
former to the order of magnitude of the latter it is necessary that 

(X/Wa) 
(1 + m) 

< 1. (31) 

From the preceding it is seen that the performance of the feedback 
circuit and the reduction in noise-power ratio obtainable depend in a 
fundamental manner on the parameter m, defined above by the formula 

■qixEM 
m = C1C2C3C4  (32) COi 

If the characteristics of the modulator rectifier and variable- 
frequency oscillator are stipulated, it is possible to calculate m in terms 
of these characteristics and the constants and connections of the network. 
It is experimentally determinable (among other ways) as follows: 

Let the feedback circuit be opened between the low-pass filter and 
the variable-frequency oscillator, and let the filter be closed by an 
impedance equal to that of the oscillator as seen from the filter. Then 
m = 0 (since there is no low-frequency feedback to the oscillator) but 
mfx is finite. 

Denoting the value of a under these circumstances by cti, it follows 
from (9) that 

o"! = — \s. (33) 

Consequently dividing ai by a, as given by (9), we have 

1 + w = a 1/0", 

m =    (34) 
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Stated in words, 1 m is the reciprocal of the ratio of the values of 
a without and with the low-frequency feedback into the oscillator. It 
should be noted that this requires that the band-pass filter transmit the 
frequency band 2X centered on wc. 

In formula (22), the expression (\s — iia)2 has been replaced by 
X'-52/(l -4- m)2, its value when the noise is absent. When noise is 
present, but small compared with the signal, this should still give a 
good approximation for a2. We now propose to derive an exact solution 
of (22); to this end we write 

which is always possible. 
Now inspection of (la) shows that n{t) is the value of fia when 5 = 0; 

consequently n2 = /cW where oo2 is given by (34). Furthermore, 
since 5 and n are entirely independent, sH = 0, and 

Appendix 

(la) 

(X5-M^)2 = (1+m)2 + MW. (2a) 

Substitution of (2a) in (22) gives for Pk, instead of (23), 

+ oianWNJ/cMM2. (3a) 

The second term is a second order quantity in the noise power and 
may therefore be neglected when the noise is small, as is assumed 
throughout this paper. 



The Application of Negative Feedback to 

Frequency-Modulation Systems * 

By J. G. CHAFFEE 

Negative feedback can be applied to a frequency-modulation 
receiver of superheterodyne type by causing a portion of the output 
voltage to frequency-modulate the local oscillator in such phase 
as to reduce the output signal. As a consequence of this arrange- 
ment the effective frequency modulation of the intermediate wave 
is diminished by the feedback factor. This reduction is accom- 
panied by a decrease in noise and distortion. Restoration of the 
original signal level by increasing the degree of modulation at the 
transmitter brings about a corresponding increase in signal-to-noise 
ratio provided the disturbance is not too great, while distortion 
ratios are improved to about the same extent. These effects are 
treated analytically for the case where the disturbance level is suffi- 
ciently low to permit simplifying assumptions to be made. The 
results are in general agreement with observations made on an 
experimental laboratory system. 

Comparing the feedback system with a frequency-modulation 
system using amplitude limitation, the ratio of signal level to noise 
level in the absence of modulation is identical in two systems. 
During modulation the noise level increases in the feedback system 
by an amount depending upon the ratio of the effective frequency 
shift of the intermediate-frequency wave to the signal band width. 
By keeping this ratio small, the increase in noise during modulation 
can be made relatively unimportant. 

In cases where the disturbance level is high, phenomena have 
been observed which are very similar to those encountered when 
amplitude limitation is used. 

Introduction 

THIS paper describes a method for improving the performance of 
receivers designed to receive frequency-modulated waves. In 

its broader aspects this method can be described as the application of 
the principle of negative feedback to a superheterodyne frequency- 
modulation receiver. In its details the application of the feedback 
principle necessitates the use of a rather unusual circuit arrangement. 
This circuit differs from that of the simple feedback system in that 
the voltages fed back are not of the same frequency as those applied 

* Presented before New York Section of I. R. E., May 3, 1939. Published in 
Proceedings, I. R. E., May 1939. 
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to the input of the receiver, and are caused to influence the response of 
the system by modifying the performance of the modulator. 

In the ordinary feedback amplifier a part of the output voltage is 
carried back to the input and there combined with the applied voltage. 
The result is to modify the output and if the gain of the system is 
thereby reduced the feedback is said to be negative. The many ad- 
vantages which result from negative feedback have been described by 
Black 1 and are coming to be more generally appreciated. The present 
paper deals with a method for adapting this principle to a frequency- 
modulation receiver and will show an example of its application to an 
experimental system in the laboratory. 

General Discussion 

Method of Applying Feedback 

Consider a frequency-modulation receiver in which the incoming 
wave is combined with the output of a local oscillator in a modulator to 
produce a wave of intermediate frequency. This is then amplified, 
converted into an amplitude-modulated wave, and finally detected. 
The frequency of the intermediate wave is equal to the instantaneous 
difference in the frequencies of the incoming carrier and the local 
oscillator. So long as the frequency of this oscillator remains fixed the 
intermediate wave will be frequency-modulated in exact correspond- 
ence with the incoming wave. Suppose now that the local oscillator 
is frequency-modulated from a source of the same frequency and phase 
as that applied to the transmitter. As the index of modulation at the 
local oscillator is increased from zero the extent to which the inter- 
mediate wave is modulated will diminish since its instantaneous fre- 
quency is equal to the difference in the frequencies of the two sources. 
It then follows that if these two devices are modulated to the same 
extent the difference frequency will become constant and the output 
of the system will be zero. Finally a further increase in modulation of 
the local oscillator will cause the intermediate wave to be modulated 
with a 180-degree phase reversal. 

This process can be readily analyzed as follows: Assume the oscilla- 
tor at the transmitter to have been frequency-modulated by the 
signal wave 

e = Ei cos pt. (1) 

The voltage delivered to the modulator by the incoming wave will be 

A cos {tjiit + sin pt + 0i) (2) 
1 H. S. Black, "Stabilized Feedback Amplifiers," Elec. Engg., vol. 53, pp. 114-120, 

January 1934. 
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where .ri = Awi A- p = pEi A- p, and Aon is Itt times the maximum 
frequency shift. The local oscillation impresses the wave 

B cos {cozt + xz sin pt + (fo) (3) 
where 

X2 = AC02 -Y P- 

Application of these waves to a square-law modulator will yield a 
difference frequency wave proportional to 

AB cos [(wi — 0:2)/ + (xi — ^2) sin pt 4>i — ^2] (4) 

for the case where coj > aj2, or when the reverse is true 

AB cosJ_{<j32 — wi)t — (xx — X2) sin pt + fa — v\]. (5) 

In either case the resultant modulation index of the intermediate wave 
is the numerical difference of the original indexes, the difference in sign 

V 

MODULATOR INTERMEDIATE FREQUENCY 
AMPLIFIER 

FREQUENCY 
DETECTOR 

FREQUENCY 
MODULATED 

OSCILLATOR 

"VWyVW" 

-www- 
Fig. 1—Basic feedback circuit. 

in the two cases signifying that the detected outputs will be of opposite 
phase. If rex = x* the modulation is reduced to zero, and if x-i > ^1 
modulation reappears with a phase reversal. It might be noted that 
if Xi were originally made negative, thus causing the two oscillators to 
be frequency-modulated in opposite phase, the apparent modulation 
of the incoming wave could be increased indefinitely. 

Suppose, now, that instead of frequency-modulating the local oscil- 
lator from an independent source, the equivalent is accomplished in a 
practical way. For this purpose a voltage from the output of the 
receiver is impressed upon the local oscillator as shown in Fig. 1. The 
transmitted wave will then have a modulation index Xi = piEi A- p, 
while the local oscillator, being acted upon by a portion of the output 
voltage £0, will have an index x* = kpzEo A- p. If the frequency de- 
tector 2 is assumed to be linear the amplitude of the detected output 

2 The term frequency detector is used in this paper to designate the combination of 
conversion circuit and amplitude detector. A more extended discussion of modula- 
tion and detection is given in Appendix A. 



NEGATIVE FEEDBACK 407 

will be proportional to the product of the amplitudes A and B of the 
incoming and local oscillator waves, the resultant index of the inter- 
mediate wave, and the slope factor aj. Thus we can write the output 
voltage amplitude 

EQ = adiABixi — Xi)p = (xaiAB{piEi — kp^Ea). (6) 

Therefore 

F = otdiABpiEi 
0 1 + akd1ABp2 ' 

Setting adiAB = p. and kp2 = — /3 we obtain the familiar form encoun- 
tered in the analysis of feedback amplifiers 

_ M(pi-EI) 
Eo - W 

Without feedback the output of the system is merely p{piEi). The 
feedback factor 1 + ocdikABp^ is a measure of the extent to which the 
over-all gain of the system has been modified by feedback. If this 
factor is greater than unity the feedback is negative, while if k is made 
negative by reversing the feedback connections the effect is regenera- 
tive, and instability is encountered when the factor becomes zero. 

It will be noted that when adikABp2^> 1, (7) becomes 

^ • (9) 
kp2 

Thus for large amounts of feedback, the output signal becomes inde- 
pendent of such factors as fading of the incoming wave, variations in 
the local oscillator voltage, or changes in detector efficiency. Hence 
automatic gain control is secured. This feature is equivalent to that 
found in ordinary feedback amplifiers in that for large amounts of 
feedback the over-all gain becomes independent of variations in the 
performance of the amplifier proper. 

Reduction of Noise 

The application of negative feedback in the manner described 
brings about a reduction in signal level by decreasing the effective 
modulation of the received wave. It then becomes possible to increase 
the modulation level at the transmitter to a corresponding degree and 
thus to restore the output signal to its former value. This process is 
made possible through the use of frequency rather than amplitude 
modulation since the permissible degree of modulation is then deter- 
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mined by the receiver characteristics. It will be shown that feedback 
also reduces the noise level at the output of the receiver, provided that 
the disturbance is not too great. Thus when the modulation level is 
raised to offset the effect of feedback an improvement in signal-to-noise 
ratio is realized. 

The mechanism by which noise is reduced can be described qualita- 
tively as follows: Noise at the output terminals of the receiver is caused 
to frequency-modulate the intermediate wave in such fashion as to 
produce, upon detection, a component which tends to cancel that 
which would exist in the absence of feedback. An analysis of this 
process for the case where the carrier is large compared with the dis- 
turbance responsible for the noise is developed 3 in Appendix B. It is 
assumed that the disturbance can be represented by a continuous 
spectrum of sinusoidal voltages of equal amplitude but phased at 
random. Impressed along with the disturbance is the signaling wave 
(2). Then if A2 is the mean disturbing power per unit of band width 
in the vicinity of the carrier frequency, and r-i is the resistance of the 
input circuit, it is shown that the output noise power is 4 

where ao and flj are, respectively, the gain and slope factor of the inter- 
mediate amplifier and conversion system as defined by (47), and qa 
represents the upper limit of frequency response of the output circuit, 
or the upper limit of audibility as the case may be. F is the feedback 
factor (1 — ix&) • The corresponding signal power is 

The reduction in signal level occasioned by feedback can be offset by 
increasing the frequency shift of the transmitted wave. If it is in- 
creased so as to have the value Afi = FAco then the shift of the inter- 

3 An analysis of the effect of feedback upon noise in this system was first developed 
by J. R. Carson by methods similar to those used in "Variable Frequency Electric 
Circuit Theory with Application to the Theory of Frequency Modulation," Carson 
and Fry, Bell Sys. Tech. Jour., vol. 16, pp. 513-540, October 1937. This has been 
embodied in a paper by Mr. Carson entitled, "Frequency Modulation: Theory of 
the Feedback Receiving Circuit," published in this issue of the Bell Sys. Tech. Jour. 
Carson's treatment is more general in that an arbitrary signal wave is postulated 
whereas the analysis given in Appendix B is restricted to a sinusoidal signal wave. 
The methods used here are more elementary and may therefore appeal to a somewhat 
wider audience. ... , . 4 The expressions for signal and noise power used in this section are relative. 
Factors determining their absolute magnitude are given in the Appendix. In all 
cases the symbol Aw2 is to be taken as signifying (Aw)2. 

Oi2Aaj2 a^Qo1 I 
~2Fr + J 9a (10) 
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mediate-frequency wave will be restored to its original value Aw and 
the signal level will remain unchanged. Then the noise power becomes 

_ 2N*r 
Nn = F2 

which can be written 

2N2r 

if 2 . fli2Afi2 ai2ga
2 ] . - I ao -|- 2p2 3 J 2" (f2) 

-Pat = if 2 , ai2Aw2 fli2ga
21 . , - ao2 H ^ 1 3 ?<*• (12a) 

F2 

The noise-to-signal power ratio is improved by the factor F2, since 

PN 1 AN2r if ao2 , 1 , 9n2 1 
' L ai2Aw2 + 2 + 3Aco2 J ^ ( ^ Pt F2 A2 

Of the factors in (12) the first is the result of modifications of the 
amplitude of the incoming wave by the disturbance. Although sub- 
ject to reduction by feedback it can be balanced out completely by the 
use of differentially connected frequency detectors having slope 
factors ai and — ai. The second term is dependent upon the degree 
of modulation of the intermediate wave. It is usually of less conse- 
quence in its effect upon the listener. The remaining term is the result 
of phase modulation of the signal wave by the disturbance. Under 
the condition that the output signal is held constant by increasing the 
transmitted band, all terms which contribute to the noise level in a 
given case are reduced alike by feedback. 

If differential frequency-detection is employed (12a) becomes 

2iV2r1ai2 [ Aw2 q,? "J 
P" = pi [ "2~ + T J 2- (14) 

During non-signaling periods the first term becomes zero. Hence 
during periods of modulation the background noise power is increased 
by the factor 

1 I 3 = i (15) 1 + 2 FV 1 + 2 ga
2 

If conditions are such that the maximum shift experienced by the 
intermediate-frequency wave is numerically equal to qa, then the noise 
level will be increased by 4 decibels during periods of full modulation. 
In the experimental system to be described the ratio of Aco to qa was 
allowed to attain a value of 1.75, resulting in a maximum increase of 
7.5 decibels. 
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In order to secure large noise reduction it is necessary to produce a 
frequency shift in the transmitted wave much greater than the signal 
band width. Thus, in common with frequency-modulation systems 
employing amplitude limiters,5 this advantage is secured at the expense 
of band width. In this connection it is of interest to compare ampli- 
tude limitation and feedback systems on the basis of equal width of 
transmitted band. Hence it will be assumed that in each case the 
transmitted wave is modulated to the extent of ± Afi = ± FAw. In 
Fig. 2 are shown idealized characteristics of conversion systems which 
might be used in the two systems. The adjustment shown in Fig. 
2(a) is suitable for use with the limiter system. With the feedback 
system that shown in Fig. 2(b) would be necessary to secure the same 
percentage of amplitude modulation after conversion. This represents 

Fig. 2—Idealized conversion-system characteristics for (a) limiter system, 
(b) feedback system. 

the minimum band width which could be provided in the conversion 
system with feedback, though several considerations make it desirable 
to use an adjustment lying somewhere between the two shown. The 
manner of tuning or the slope factors assumed in each case are im- 
material to the present comparison provided that, in either system, the 
linear portion of the characteristic is of sufficient extent to effect proper 
conversion of the intermediate-frequency wave. 

The noise-to-signal power ratio obtainable with the feedback system 
will be that given by (13) with the first term omitted since it is balanced 
out by the push-pull arrangement. Thus 

6 E. H. Armstrong, "A Method of Reducing Disturbances in Radio Signaling by 
a System of Frequency Modulation," Proc. I. R. E., vol. 24, pp. 689-740, May 1936. 

(a) (b) 

(16) 
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In the system corresponding to Fig. 2(a), the signal power will be 

(17) 

Equation (10) can be used to determine the noise power level for a 
frequency-modulation system without amplitude limitation by setting 
F = \. If balanced detection is used the term in an becomes zero. 
It has been shown by Carson and Fry 3 that the addition of an ideal 
limiter removes all terms but the third, with either single or balanced 
detectors. Hence for the limiter system the noise ratio becomes 

PN _ ANhi / ga* \ 
Pa A2 \ 3AS22/ ^ ^ 

Since Af2 = FAco this can be put in a form similar to (16) 

Pn 4iW! / ga
2 \ ,10. 

Ps F2A2 \ 3Acu2 / ?a" ( 9) 

Comparing (16) and (19) it is seen that the noise ratio in the feedback 
system is greater than that for the limiter system by the factor (15). 
This is a consequence of the increase in noise level which occurs during 
modulation in the former system. The ratio of noise level during non- 
signaling periods to signal level is identical in the two systems. 

While the noise increment which appears during modulation is 
usually not of great consequence from a practical standpoint, it can be 
reduced by increasing the feedback factor beyond the point dictated 
by the signal band which it is permissible to transmit. In previous 
discussions it has been assumed that the application of a given amount 
of negative feedback is to be accompanied by a corresponding increase 
in modulation level at the transmitter. In this way the modulation of 
the intermediate frequency wave is kept constant so as to maintain a 
fixed signal level as the band width of the transmitted wave is in- 
creased. Having arrived at a limiting value of band spread the feed- 
back factor can be increased further. Suppose that modulation of 
the transmitter is to be limited to a value of Afi = FiAco, but that the 
feedback applied to the receiver is made to exceed Fi by a factor 
which we shall call FV Then the actual feedback factor will be FiF* 
and we have 

Ps=^^ (20) 

Pv = 

2F2
2 

2N2r 
(21> 
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giving 
Pm 4iVVi 
Ps . A2F\l (22) 

Thus the additional feedback represented by the factor Fi is directly 
effective against the noise increment accompanying modulation. Re- 
duction of this increment brings about a still closer correspondence 
between the limiter and feedback systems as is seen by setting F = Fi 
in (19) and comparing with (22). 

The above discussion and the analysis given in Appendix B are based 
upon the assumption that the carrier amplitude is large compared 
with that of the disturbance. A rigorous analysis, applicable to the 
case where this ratio is unrestricted, becomes exceedingly involved. 
However, a rough indication of what is to be expected in the presence 
of a high level of disturbance can be obtained quite simply from (52) 
developed in Appendix B. Assuming that modulation is not present 
this can be put in the simple form 

When Q' A' the wave form of the output noise produced by a single 
element of disturbance is very closely a sinusoid. However, when Q' 
and A' become comparable in magnitude the output wave becomes 
badly peaked when coj = rnr. While the above expression is only a 
very rough approximation under these conditions, a plot of the wave 
form so obtained exhibits all of the essential characteristics of the curves 
given by Crosby in a recent paper 6 dealing with noise in frequency- 
modulation systems using amplitude limitation. These curves show a 
similar peaking of the output-noise wave form when the ratio of carrier 
to disturbance amplitude is in the vicinity of unity. The description 
given by Crosby of the manifestations of this phenomenon observed 
in an experimental system applies rather closely to what has been found 
in the feedback system. A more detailed account will be found in a 
later section. 

Examination of (52a) shows that the output Avave can assume very 
large and even infinite peak values when Q' and A' are approximately 
equal. The existence of high peak values of noise implies both a large 
instantaneous deviation in the frequency of the intermediate wave, and 
a conversion-circuit characteristic of unlimited extent. The finite 

6 MurrayG. Crosby, "Frequency Modulation Noise Characteristics, "Proc. I. R. E., 
vol. 25, pp. 472-514, April 1937. The curves referred to are gi\ren in Fig. 4 of the 
above paper. 

a (52a) 
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limits of the characteristic of the over-all intermediate-frequency 
system have the effect of holding the maximum peaks of noise to a 
value equal to the highest signal peaks obtainable in the absence of the 
disturbance. Furthermore, the existence of high noise peaks in the 
presence pf modulation can result in the momentary assumption by the 
instantaneous intermediate frequency of values outside of the region 
to which the system is normally responsive. Thus the output signal 
will appear to be chopped by the higher noise peaks, and as a conse- 
quence its energy content will be considerably reduced. 

The above effects are, of course, present in systems using limiters and 
have already been discussed in greater detail by Crosby.6 

Distortion Reduction 

One of the chief benefits which can be realized through the use of 
negative feedback is the reduction of non-linear distortion products 
generated in the forward branch of the system. While the distortion 
in properly designed amplifiers is sufficiently low for many purposes, 
cases frequently arise in which the requirements are much more severe. 
In an amplifier which is to handle several channels in a high grade 
multiplex system, the distortion products should be of the order of 60 
decibels below the fundamental of the output. This degree of excel- 
lence is most readily obtained by using negative feedback. 

In radio systems designed for multiplex service it is of equal impor- 
tance that the distortion level be kept at a correspondingly low level if 
crosstalk is to be avoided. It is therefore of interest to inquire into 
the manner in which distortion is modified in the present feedback 
system. 

An analysis of the effect of feedback upon distortion is given in Ap- 
pendix A. If the transmitter is modulated with a signal wave 5 = S{t) 
so that its instantaneous frequency becomes 

then, in the presence of non-linearity in the receiver, the output of the 
system can be written as a power series in the variable frequency term 
P\S. Thus for the first three orders we shall have 

If feedback is applied without altering the modulation level at the 
transmitter it is shown that the above series becomes 

OJ -j- pi5 (23) 

cr = aAB[bipiS + bi{piS)2 + biipiSy^. (24) 
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When the feedback factor F is large this can be written 

a, = 0^(^x5+ ^ (piS)! + 1 [ 4S - (p.5)') . (26) 

Upon increasing the modulation by the factor F so as to restore the 
original level of the fundamental, the output becomes 

up' = otAB ^ hipiS + ^ ^(piS)2 + ^ 63 — ^ {piSy (27) 

Second order distortion products are reduced with respect to the 
fundamental level by the feedback factor. Third (and higher) order 
products are modified to an extent depending upon the relative values 
of the distortion coefficients and the amount of feedback. If, as can 
readily be the case when a balanced detecting system is used, 

63»— (28) 
Ol 

third order products are reduced in the same manner as those of second 
order. In any case, by applying sufficient feedback a point will be 
reached where a given increment in feedback will produce a corre- 
sponding reduction in all distortion products. 

Equation (25) shows that the greatest improvement in distortion is 
obtained if the modulation level is not increased when feedback is 
applied. The large reductions result partly from feedback and in part 
from the fact that the system is operating at reduced percentage of 
modulation. Under this condition there is no improveme'nt in back- 
ground noise ratio, though the noise increment which takes place during 
modulation is diminished; see (10) and (11). Depression of both 
noise and distortion, but with greater emphasis upon the reduction of 
the latter, can be effected by raising the modulation level by an amount 
somewhat less than the feedback factor. This procedure has already 
been discussed in connection with (22) which gives the resulting noise- 
to-signal power ratio. Under similar conditions we have, from (25), 

o-p" = aAB ( -j=r PiS -T 
F2 1 F 

+ ^ U - x-" > 
(29) 

when the feedback factor is large. 
Equations (22) and (29) are most readily interpreted by means of 

Fig. 3, which illustrates the manner in which the receiver output is 
modified as the feedback is increased. 
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It is assumed that a constant signal level is maintained by an in- 
crease in modulation level up to a point corresponding to the factor Fi. 
Beyond this point the modulation remains fixed while the feedback 

SIGNAL 

O V-9 

FEEDBACK IN DECIBELS 

Fig. 3—Theoretical manner in which components of receiver output are modified 
by feedback. Modulation level at transmitter is assumed to be increased by the 
feedback factor up to point P, and subsequently to remain fixed. 

factor is increased to FxFt. Since signal and noise levels have been 
expressed in terms of power, distortion levels are similarly expressed. 
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These levels, to an arbitrary decibel scale, have been plotted against 
decibels of feedback, given by the expression 

10 log F2 = 20 log F. 

Balanced detection and the fulfillment of condition (28) have been 
assumed. 

Over the region in which a constant signal output is maintained by 
increasing the modulation level, noise and distortion levels decrease in 
accordance with the feedback. The noise level during modulation 
continues to exceed the background noise by 4 decibels, assuming an 
initial frequency shift equal to the highest signal frequency to which 
the system is responsive. 

Beyond the point at which the feedback factor has reached the value 
F\, the modulation level at the transmitter is held constant. A further 
increase in feedback brings about a corresponding decrease in the 
effective percentage of modulation for the system, causing the signal 
level to fall in similar fashion. Distortion products now fall off still 
more rapidly with respect to the signal, so that an increase in feedback 
amounting to 1 decibel improves the second and third order distortion 
ratios by 2 and 3 decibels, respectively. 

The ratio of signal to background or non-signaling noise remains 
fixed in this region in spite of the reduction in effective modulation. 
This ratio is that which would be obtained in a limiter system in which 
the same high-frequency band is transmitted. The noise increment, 
however, is diminished by the additional feedback and is made to ap- 
proach zero. 

By suitable choice of the variables Fi and F2 it is possible to propor- 
tion the benefits of feedback in the most advantageous manner. Thus 
if noise is of more consequence than distortion, modulation would be 
increased to the full extent of the feedback; if distortion is of primary 
concern, as it might well be in a multiplex system, operation as indi- 
cated in Fig. 3 would be preferable. 

Experimental Results 

Description of Equipment 

Experimental confirmation of the principles which have been out- 
lined has been obtained with the aid of a laboratory system shown 
schematically in Fig. 4. This arrangement provided a transmitter, 
receiver, and source of disturbance all under local control. The trans- 
mitter operated at a carried frequency of 20 megacycles. This was 
frequency-modulated by means of a circuit basically similar to that 
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described by Travis.7 Tube noise voltage appearing at the output of 
a high gain radio frequency amplifier supplied the high-frequency 
disturbance. 

At the receiver an oscillator similar to that at the transmitter served 
to beat down the incoming wave to an intermediate frequency of 438 
kilocycles. This was applied to a three-stage amplifier having sub- 
stantially uniform gain over a band of 50 kilocycles, and thence de- 
livered to a balanced frequency detector. In addition to signal voltage, 
automatic-frequency-control potentials were derived from the detec- 
tors. Both were carried back to the local oscillator, but in order to 
permit independent control of the amount of feedback their respective 
paths were kept separate. In this way full frequency control could be 
had even with signal feedback reduced to zero. 

TRANSMITTER 

SIGNAL 
INPUT 

4 KG FREQ 
L P — MOD. 
FIL OSC. 

NOISE ATTEN 

— MOO. I.F. 
AMP 

BALANCED 
FREQ. DET. 

A.F.C CIRCUIT 
BEATING 

OSC. 

A—• CORRECTIVE 
NETWORK ATTEN, 

4KC. 
L.P. 
FIL. 

SIGNAL FEEDBACK PATH 

Fig. 4—Schematic of experimental feedback system. 

Details of the frequency detector and feedback connections are 
shown in Fig. 5. The conversion system derives its characteristics 
from anti-resonant circuits LiCi and L^Cz, double-winding coils being 
used to isolate the rectifier anodes from the plate battery. One circuit 
is tuned to a frequency 15.4 kilocycles above the intermediate carrier 
frequency and the other to a corresponding point below, their character- 
istics intersecting at a point where the gain is approximately one half 
of the peak value. Detection takes place in linear rectifiers Di and Dz. 
By means of the arrangement shown, signal potentials are impressed 
upon the grids of amplifiers Ai and Az, while frequency-control voltage 
appears across condensers Cs, CV This voltage becomes zero when 
the receiver is correctly tuned and appears with proper polarity to 

7 Charles Travis, "Automatic Frequency Control," Proc. I. R. E., vol. 23, pp. 
1125-1141, October 1935. 
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produce correction of the frequency of the local oscillator in case of slow 
drifts in the frequency of either oscillator. 

The use of a conversion system having peaks separated by an 
amount considerably exceeding the greatest frequency deviation is the 
result of a compromise between the readily adjustable and high 
impedance anti-resonant type of load circuit and others which, though 
more linear in their characteristics, lead to much lower gain in the 
conversion stage. While a peak separation of 14 kilocycles would 
have sufficed in view of the limitations of the transmitter, a consider- 
ably greater peak separation without corresponding increase in modu- 
lation was used. As a result that portion of the circuit characteristic 
actually embraced by the modulated intermediate-frequency wave 

7S 

L.P. FILTER 5 -I n Q. a. 5 
T 

1 u 

BEATING 
OSCILLATOR (FREQ MOD.) 

CORRECTIVE 
NETWORK ATTENUATOR 

Fig. 5—Details of balanced frequency detector and feedback connections. 

presented a much better approximation of a straight line than would 
have been possible with minimum peak separation. The penalty for 
adjusting the circuits in this manner is merely a loss in detecting effi- 
ciency and not an impairment of the signal-to-noise ratio. This can 
readily be overcome by additional audio-frequency amplification. 

The signal-frequency feedback path includes an attenuator for ad- 
justing the feedback and a corrective network for preventing singing 
around the feedback loop. Frequency control and feedback paths are 
finally combined at the modulation terminals of the local oscillator. 

The necessity for the inclusion of a corrective network to modify the 
transmission characteristics of the feedback path is evident from Fig. 6. 
This shows the measured gain and phase characteristics of the receiver 
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alone, viewed as a voice-frequency network between points A and B 
in Fig. 4. This was obtained by applying signal frequencies to the 
modulation terminals of the beating oscillator and making observations 
at point B with switch 5 open, proper termination being provided at 
both sides of the break. The unmodulated transmitter served, in 
effect, as the beating oscillator during this measurement. At the 
lower signal frequencies the phase is practically 180 degrees as indicated 
by (4) with Xi = 0. As the signal frequency is increased the phase 
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Fig. 6—Phase and gain characteristics of receiver measured between points A and B 
of Fig. 4 with switch 5 open. Transmitter in operation but not modulated. 

is progressively shifted from this value. Except for that produced by 
the output transformer, the shift takes place within the intermediate- 
frequency amplifier and conversion circuits. Its magnitude is a meas- 
ure of the slope of the phase-frequency characteristic of the inter- 
mediate frequency system. 

The existence of positive gain at a point of zero phase shows that 
singing would occur if feedback connections were made directly to the 
beating oscillator. It was therefore necessary to reduce the gain below 
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unity at the point of zero phase. This was accomplished by including 
in the feedback path a network designed by R. L. Dietzold. The 
gain-frequency characteristic of this network is shown in Fig. 7. The 
modified loop characteristics as measured between points A and C 
with switch S open, and with the attenuator set for an 8-decibel loss, 
are given in Fig. 8. Full feedback is applied only over a band extend- 
ing to 4 kilocycles, so that the range of frequencies applied to the trans- 
mitter and delivered to the listener must be restricted to this figure. 
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Fig. 7—Gain-frequency characteristic of corrective network inserted in 
signal feedback path. 

The limit of stable feedback which can be realized is indicated by the 
difference between the loop gain within the useful band and that at the 
frequency corresponding to zero phase. 

Distortion Measurements 

The manner in which distortion levels at the output of the receiver 
were observed to vary with feedback is depicted in Figs. 9 to 12. In 
each case the modulation level for zero feedback was such as to shift 
the frequency of the transmitter ± 7 kilocycles at the rate of 1000 
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cycles per second. Figure 9 shows the effect of increasing the modula- 
tion in proportion to the feedback so as to maintain a constant output 
level for the fundamental. Both second and third harmonics tend to 
be reduced in proportion to the feedback, the improvement in third- 
harmonic level being 23.5 decibels for 25-decibel feedback. Failure to 
realize full reduction of the second harmonic is the result of distortion 
beginning to manifest itself in one or the other of the modulated 
oscillators. At the point of 25-decibel feedback the transmitter and 
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Fig. 8—Gain and phase characteristics of complete feedback loop including corrective 
network. Measured between points A and C of Fig. 4 with switch S open. 

beating oscillator were being modulated to the extent of ± 124.5 and 
± 117.5 kilocycles, respectively. 

The curves of Fig. 10 were obtained by maintaining a constant funda- 
mental level up to the point of 15-decibel feedback and then allowing 
the modulation level at the transmitter to remain constant thereafter. 
The results correspond rather closely with the theoretical curves of 
Fig. 3 and show the very rapid decrease in distortion which takes place 
when the modulation level remains unaltered; see (25). A more ex- 
treme example of this method of operation is shown in Fig. 11 where 
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modulation was left at its initial value. Harmonic levels soon reached 
a point beyond which they could not be measured accurately. 

In a practical system the loss in signal level resulting from operation 
in this manner could easily be overcome by the addition of a low- 
distortion audio-frequency amplifier at the output of the receiver. 
This amplifier might well embody negative feedback of the more usual 
type. 

o— 
FUNDAMENTAL 

THIRD HARMONIC 

SECOND HARMONIC ^ 

8 10 12 14 16 18 
FEEDBACK IN DECIBELS 

22 24 26 

Fig. 9—Effect of feedback upon receiver distortion. Fundamental level kept 
constant by increasing transmitter modulation in proportion to the feedback. 
Modulation with no feedback = ± 7 kilocycles at 1000 cycles per second. 

A composite of these distortion measurements is given in Fig. 12. 
Harmonic levels are plotted in decibels below the fundamental and are 
indicative of the improvements brought about by feedback. If it is 
assumed that any loss in signal is compensated by additional audio- 
frequency amplification, the fundamental level would be represented 
in all cases by the axis of abscissae. 

Noise Measurements 

In Fig. 13 are given the results of a series of observations of receiver 
output noise versus amount of feedback for a number of high-frequency 
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disturbance levels. Measurements were made in the absence of modu- 
lation and hence are indicative of the manner in which background 
noise is modified by feedback. The signal level indicated is that 
which could be maintained at low noise levels by increasing the modu- 
lation in proportion to the feedback, and is not significant for observa- 
tions falling within or close to the shaded area, as will be explained 
subsequently. 

FUNDAMENTAL 

, THIRD HARMONIC 

SECOND HARMONIC^V^ 

\ 

8 10 12 14 16 
FEEDBACK IN DECIBELS 

20 22 24 

Fig. 10—Effect of feedback upon receiver distortion. Conditions same as indicated 
for Fig. 9 up to 15-decibel feedback; modulation held constant thereafter. 

The lowest noise level shown is that generated within the receiver 
while the higher levels were produced by disturbances introduced from 
the noise generator. The relative magnitude of the effective carrier 
and disturbing voltages at the grids of the amplitude detector is indi- 
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cated on each curve. This was obtained in the following manner: 
With the transmitter turned off the noise attenuator was adjusted until 
the introduced disturbance produced the same value of rectified current 
as that observed when the carrier alone was applied. This determined 
the input level from the noise generator which produced equal root- 
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Fig. 11—Effect of feedback upon receiver distortion. Modulation held to a constant 
value of ± 7 kilocycles. 

mean-square values of intermediate-frequency carrier and disturbance. 
Since at very low inputs from the noise generator the net intermediate- 
frequency disturbance was determined partly by tube noise generated 
within the receiver, a curve of output noise without feedback versus 
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input from the noise generator was obtained. In the region where the 
effect of receiver tube noise was evident the assumption of a linear rela- 
tionship between disturbance level and output noise permitted correc- 
tion of the curve so that equivalent disturbance levels could be related 
to any setting of the noise attenuator, or to the receiver output noise 
level without feedback. 

The signal-to-noise ratios at the output of the receiver without feed- 
back are considerably higher than the corresponding ratios of carrier 
and disturbance levels existing at the amplitude detectors. This is the 
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Fig. 12—Composite of data from Figs. 9 to 11 expressing ratios of harmonic levels to 
fundamental level. Curves (a) from Fig. 9, (b) from Fig. 10, and (c) from Fig. 11. 

result of two factors. The intermediate-frequency wave is modulated 
to the extent of ± 7 kilocycles while the range of frequencies appearing 
at the output terminals of the receiver is limited to 4 kilocycles. 
Hence at the output of the balanced detector the noise level in the 
absence of modulation is 9.6 decibels below that which would be ob- 
served at the output of an amplitude-modulation system. Further- 
more the admittance characteristic of the complete intermediate-fre- 
quency system is such that the effective disturbing voltage delivered to 



426 BELL SYSTEM TECHNICAL JOURNAL 

the amplitude detectors is 11 decibels greater than that admitted by 
an amplitude modulation system having the minimum intermediate- 
frequency band width of 8 kilocycles. 

Aural observation of the character of the output noise showed that, 
excluding the shaded area in Fig. 13, the normal characteristics of 
fluctuation noise are preserved as feedback is applied. Upon crossing 
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Fig. 13—Effect of feedback upon receiver output noise level for various amounts 
of high-frequency disturbance. Ratio of root-mean-square values of carrier and 
disturbance is shown on each curve. Shaded area indicates region of "crackling" 
in the absence of modulation. 

the boundary of the shaded area the noise becomes punctuated with 
intermittent clicks which increase in rapidity and violence as the feed- 
back factor is raised, giving rise to what can be described as "crack- 
ling." After passing through a region of maximum turbulence the 
noise gradually assumes the nature of a much higher level of fluctuation 
noise. 
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The region embracing the appearance of the above phenomenon is 
also characterized by a marked reduction in signal level. At high 
modulation levels "cracking" begins at a somewhat lower disturbance 
level than is necessary to initiate it in the absence of modulation. The 
initial effect is to impart a roughness to tone modulation. Further 
increase in disturbance level produces a rapid depression of the signal, 
so that it soon becomes submerged in noise. The manner in which this 
depression takes place is shown in Fig. 14. The signal, produced by 
1000-cycle modulation was measured by means of a highly selective 
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Fig. 14—Depression of output signal by the disturbance. Modulation: ± 7 
kilocycles for no feedback, ± 78.5 kilocycles for 21-decibel feedback, and ±124.5 
kilocycles for 25-decibel feedback. Points P and Q denote incidence of crackling in 
the absence of modulation, for 21- and 25-decibel feedback, respectively. 

analyzer so that observations could be carried well below the general 
noise level. 

The point at which depression of the signal begins coincides with the 
appearance of roughness in the output tone resulting from the momen- 
tary suppression of the signal by the higher noise peaks. A further 
increase in disturbance level increases the number of peaks per second 
which rise above the critical value, and the energy content of the signal 
is rapidly diminished. The point at which faint crackling could first 
be detected in the absence of modulation is indicated on each curve. 

The signal-to-noise ratios obtained with zero and with 25 decibels of 
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feedback are shown in Fig. 15. These are plotted against the ratio of 
root-mean-square carrier and disturbance levels at the end of the 
intermediate-frequency channel. Signal levels were measured in the 
presence of the disturbance so as to take into account the depression of 
the signal, while noise levels were observed in the absence of modulation. 
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Fig. 15—Output signal-to-noise ratio vs. carrier-disturbance ratio with and 
without feedback. Modulation ± 124.5 kilocycles for 25-decibel feedback and 
± 7 kilocycles for no feedback. 

The improvement resulting from the application of feedback is given 
by the difference between the two curves and approaches the theoret- 
ical improvement at the low noise levels. The curve obtained with 
feedback exhibits a rather sharp break when the ratio of carrier to 
effective disturbance is in the vicinity of 10 decibels. Experimental 
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data 6 published by Crosby indicates that in the case of fluctuation 
noise the ratio of the maximum peak amplitude to the root-mean- 
square value is about 13 decibels. The corresponding figure in the 
case of a sine wave is 3 decibels. Hence equality of carrier peak ampli- 
tude and the highest peaks of the disturbance obtains when the ratio 
of their root-mean-square values is 10 decibels. With feedback this 
condition appears to define a fairly critical disturbance level above 
which the output signal-to-noise ratio is very rapidly diminished. 
Crosby has shown 6 that with systems employing amplitude limiters a 
similar condition marks the point beyond which the noise improvement 
realized at the lower disturbance levels is soon lost. This point he 
has termed the "threshold of noise improvement." 

A less sharply defined break also occurs in the curve expressing noise 
conditions in the absence of feedback. This is the result of a progres- 
sive destruction, at the higher disturbance levels, of the balancing out 
of amplitude effects in the push-pull detector which is realized when 
the noise is low. 

While direct comparison of the feedback system with an actual 
amplitude modulation system was not possible with the equipment 
used, it is thought that a comparison based upon theoretical considera- 
tions may be of interest. The procedure is as follows: The noise ratios 
shown in Fig. 15 for the system without feedback are, for disturbances 
below the threshold value, 9.6 decibels in excess of those which would 
be realized in a fully modulated amplitude system. A dotted line, 
displaced from the linear portion of the measured curve by this amount, 
is shown. The abscissae of the dotted curve do not represent the true 
carrier-disturbance ratio which would obtain in the amplitude system 
for the reason that, ideally, the intermediate-frequency amplifying 
system would have a band width of but 8 kilocycles. In such a system 
the signal-to-noise ratio would be equal to the carrier-disturbance ratio 
except at the very high noise levels. Hence the intercept of the dotted 
line with the axis of abscissas marks the point of equal carrier and 
disturbance levels in this system. The difference of 11 decibels be- 
tween this point and the zero point on the scale as drawn measures the 
amount by which the disturbance at the rectifiers in the experimental 
system exceeds that which would be found in the ideal amplitude 
system.8 Consequently, if it is desired to relate the data of Fig. 15 
to the disturbance ratio which would exist at the input to the detector 
in the amplitude system, and hence to the signal-to-noise ratio in that 

8 Comparison of the areas under idealized curves representing the square of the 
transmission through the intermediate-frequency systems in the two cases indicates 
a difference of 10.1 decibels. 
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system, it is merely necessary to displace the experimental curves to 
the right by 11 decibels. 

Figure 16 shows such a comparison between the feedback system ad- 
justed to give 25 decibels of feedback, and an ideal amplitude modula- 
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Fig. 16—Theoretical comparison of signal-to-noise ratios obtained at 25-decibel 
feedback (curve B) with amplitude-modulated system (curve A) and ideal limiter 
system with deviation ratio = 31.1 (curve C). Point X = threshold of noise im- 
provement for limiter system. Point Y = point where "crackling" first became 
evident in the presence of ± 124.5-kilocycle modulation. 

tion system. There is also included a curve showing the theoretical 
performance which would be approached by a frequency-modulation 
system using amplitude limitation. Transmitted band width and 
audio-frequency response equal to that used in the experimental feed- 
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back system have been assumed. This corresponds to a deviation ratio 
of 124.5 kilocycles -v 4 kilocycles = 31.1, resulting in a theoretical 
noise deduction of 34.6 decibels at low disturbance levels. The thres- 
hold of noise improvement, indicated at the point x, is located at a 
point where the peak signal-to-noise ratio in the amplitude system is 
equal to the square root of the deviation ratio.6 This factor takes ac- 
count of the higher disturbance level in the intermediate-frequency 
channel of the wide-band system. Assuming a factor of 10 decibels 
between maximum peak and root-mean-square values of fluctuation 
noise this corresponds to a root-mean-square signal-to-noise ratio of 
24.9 decibels in the amplitude system.9 In the feedback system the 
point at which crackling was first observed in the presence of modula- 
tion is shown at Y. This coincides very closely with the theoretical 
threshold of noise improvement in the limiter system. 

Conclusions 

It has been shown that the application of negative feedback to a 
frequency-modulation system affords a means for effecting large reduc- 
tions in both noise and receiver distortion. The theoretical analyses of 
these effects, while they have been simplified to an extent which makes 
them inadequate to cover all conditions which can be encountered in 
practice, are adequately substantiated by the observed performance 
of the experimental system within the limitations of the theory. 

Substantial benefits are realized only when the amount of feedback 
is large, and when the disturbance level is not too great. In common 
with frequency-modulation systems employing amplitude limitation a 
large reduction in noise must be paid for by increasing the band width 
of the transmitted wave. While the principles involved in the two 
systems are quite different, their performance as regards noise modifi- 
cation, both at high and at low levels of disturbance, exhibits striking 
similarities. The ability to reduce distortion is, on the other hand, a 
feature found only in the feedback system. 
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APPENDIX A 

Analysis of Distortion Reduction 

Assume that the transmitter is frequency-modulated with a signal 
wave which we shall represent by the symbol S = S{t). Then the 
instantaneous frequency of the transmitter will be 

oil 4- pi5. (30) 

The instantaneous phase of the transmitted wave is the integral of this 
expression and the voltage delivered to the input of receiver can be 
written 

A cos ^ coi/ ^ Pl ^ Sdt + <£1 ^ . (31) 

Designating the low-frequency voltage delivered at the output of the 
receiver as c = a{t) the result of feeding back a portion of ka of the 
output so as to frequency-modulate the local oscillator is the wave 

B cos ^0)2/ 92 ^ kadt + 02^ • (32) 

Application of these two waves to the modulator produces the inter- 
mediate-frequency product10 

aAB cos P\^ Sdt ~ P2^ kadt + 0o j (33) 

where 
WO ^ Wl — a)2 
00 = 01 — 02- 

Terms in the above which involve the integral sign represent phase 
angles which vary with time. Hence we shall rewrite (33) more 
compactly 

ctAB cos [coo/ T $(/) T* 0o]- (34) 

It has been shown by Carson and Fry 3 that the process of detecting 
a frequency-modulated wave is, in effect, its differentiation. Since the 
high-frequency wave itself exhibits the integral of the signal wave, see 

'"This expression constitutes a more general form of (4). 
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(30), it can be reasoned that a differentiation process is necessary for 
the recovery of the signal itself. 

Differentiation of the argument of the cosine term in (31) yields the 
instantaneous frequency (rate of change of phase with respect to time) 
of the received wave given by (30). Now it can be shown that with a 
strictly linear frequency detector, the low-frequency output is propor- 
tional to the response of the conversion system at the instantaneous 
frequency. The recovered signal is, therefore, proportional to the 
variable part of the instantaneous frequency and hence to the time 
derivative of the variable phase term in the original wave. 

In the case of non-linearity in the characteristic of the frequency 
detector the output can be expressed, to a sufficiently close degree of 
approximation, as a power series in the derivative of the phase term 
0{t). Hence the output of the receiver can be written in the form 

<r(/) = (35) 

= aAB XI bn[piS — ^P2<r]n (36) 
n 

where the coefficients bn are based upon the transfer admittance 
characteristic of the receiver. 

What is now desired is the relationship between a and 5. This can 
be expressed in the general form 

a = aAB E c„[pi5]n. (37) 
n 

Equations (36) and (37) can now be equated. Replacing <t in the 
right-hand side of (36) by the series (37) we shall have 

CiP\S + C2(pi5)2 + C3(piS)3 4- • • • 
= bi[piS — kaAB pt^cipiS + C2(pi5)2 + cz{piSy + ••■)]] 

+ ^[piS — kaABp^cipiS + ciipiS)2 + cz{piSy + • • •)? (^8) 
-f- ba^PiS — kaABp2{c1plS + C^piS)2 + C3(pi5)3 -f- • • ■ )]3 

+ •••• 

After expanding, coefficients of like powers of pi.S can be equated. 
Then solving for the first three orders of cn we find 

     b\ 
Cl ~ 1 + ab1kABp2 ~ 1 - p/3 ^ ) 

b* 
C2 (1 - P/3)3 

is laABkpiby 
C3 " (1 - p/3)4 " (1 - m/3)5 

(40) 

(41) 
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where 
= aABbi and /3 = — kpi. 

Inserting these values in (37) and writing (1 — pfi) = F, the receiver 
output becomes, with feedback, 

^ = ^5 [ ^,5 + || (mS)2 + ^ ] ' (42) 

When .F» 1 this can be written 

C = ^ (p^)2 + ( ^ - ) (Pi5)5 ] ■ (43) 

Without feedback we have 

(r = aAB[bmS + bzipiS)2 + b^syj (44) 

APPENDIX B 

Analysis of Noise Reduction 

In the following analysis it is assumed that the amplitude of the 
disturbance producing the noise is sufficiently small compared with 
that of the incoming signal wave so that the principle of superposition 
will apply. Hence the manner in which the effect of a single disturbing 
component is modified by feedback will first be developed. Then the 
effect of a disturbance consisting of a continuous spectrum is derived 
by direct summation. 

Consider first the case where there are impressed upon the grid of 
the modulator the incoming wave and the local oscillator voltage 11 

as defined by (31) and (32), plus a single disturbing component 

Q cos [(on + + </>„]]. (45) 

Then the intermediate-frequency product will be 

aAB cos wqI + pi Sdt — pi^ kadt j 

+ a.BQ cos |" (coo + un)t — P2^, kadt + </)„ j • (46) 

For simplicity assume that the intermediate-frequency amplifier and 
conversion circuit have the ideal transfer admittance characteristic 

T(co) = Go (il(cO — G)o). (47) 
11 Arbitrary phase constants will be omitted from these expressions since they do 

not affect the final result. 
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Then all derivatives of Y with respect to co above the first are zero, and 
the steady-state response is equal to its response at the instantaneous 
frequency of the applied wave. Hence after conversion we shall have 

aAB[ao + ai(piS — pika)'] cos^uotj* (pi5 — P2^£r)^ j 

+ ctBQ[ao + ai{(on - pzka)'] cos (ojq + "„)/ - £ pikcrdt ■ (48) 

Application of (48) to a linear amplitude detector will yield a low-fre- 
quency output proportional to its amplitude. The amplitude factor is 
readily calculated for the case where AB » BQ. For if 

X cos x + Y cos y = Z cos z 
then 

Z = VA2 + Y2 + 2XY cos (x - y) 

and when A F 
Z = A + Fcos (x - y). (49) 

Hence the output of the linear detector will be 

7 ^ Q^4.B[ao + ai(pi5 — P2^o")] + aBQ[ao + ai(a)n — P2^o")] 

X COS ^ aj„/ ~ Pl J* Sdt + 0n ^ • (50) 

The term ayABao represents direct current. Assuming that this is not 
fed back to the local oscillator we can then write 

(T = — P2^0')] + + Ctl(wn P2^<r)D COS ^ (51) 

where 
A' = ayAB 

Q' = ayBQ 

t; = — J* piSdt + ^ • 

Solving for a- 

_ 1 F 1 , ciiQ'kpi cos ^ "I 
1 -f- axA'kpi [ 1 + aiA'^p2 J 

X [A'oipi^ + (3'(flo + fllWn) cos ^]. (52) 
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If Q' A' 

t = [ 1 - C°S g j ZA'amS + (/(a, + alUn) cos {] (S3) 

where .F = 1 -f- aiA/kp2 = I — pfi as before. Finally, neglecting 
terms in Q'2, we have 

<r = j, [ A'a^S + Q' ( a0 + alWn - A''"'^kP'S ^ cos £ j . (54) 

The first term is the recovered signal while the remaining terms repre- 
sent noise. Both signal and noise are modified by feedback. If we let 

Pi-S = Aw cos pt (55) 
then the noise becomes 

~ ^ (ao + aiun) - yiA'afkpiAw cos pt) j 

X cos {wnt — x sin pt + 0n). (56) 

By means of the Jacobi expansions this can be put in the form 

<2' ^ f / | \ A'a-fkpimp "I . , 
E (ao + aiw„) y  Jm{x) 

X cos [(wn - mp)t + 0n] (57) 

where Jm{x) is the Bessel coefficient of the first kind. 
Now let it be assumed that the disturbance consists of a very large 

number of sinusoidal components of like amplitude Q, random phase, 
and uniformly distributed along the frequency scale. The summation 
of this series of voltages can be represented by the very general 
expression 

f{t) cos [co/ + 0(0]- (58) 

So long as/(/), the equivalent amplitude of the high-frequency disturb- 
ance, is small compared with the carrier amplitude A, the approxima- 
tion (49) will be valid and the total output noise can be obtained by 
summing up the effects of the individual elements which constitute the 
disturbance. 

The effect of a single disturbing element is given by (57). Any term 
of this expression can be made to have the frequency q\{ m and a)„ are 
so chosen that 

co„ = mp ± q. (59) 

Then for each value of m in (57) there will be available values of wn 
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to satisfy both of the conditions expressed by (59). The total effect 
is obtained by summing the output power resulting from each con- 
tribution since the original elements have random phases. If ^2 is the 
resistance of the output circuit the total power of frequency q becomes 

Q'L. (^ ao + ai{mp +,) _ ]2 /m2(.) 

+ z ao + diimp — q) - A ai j Jm
2(x) ^ . (60) 

Ir-iF2 

This is readily evaluated with the aid of tables appended to an earlier 
paper.12 The result is 

Q'2 [ 9 , ai2Aco2 „ 2 
7^\a' + + ai 3 ] • (61) 

The amplitude factor Q remains to be defined. If N2 is the mean 
disturbing power per unit band width in the vicinity of the carrier 
frequency and ri the resistance of the input circuit, the peak amplitude 
of any element is defined by the relation 

NHu = • (62) 
lr\ 

Thus the power associated with each element becomes differentially 
small, and if the value so obtained is entered into (61) there is obtained 
the output noise power contained in a band extending from g to 5 + dq. 
Then we shall have 

27V2ri(a7-8)2 f „ . ai2Aa)2 2 2 I -7 (fi\ 
dW =  a0

2 + -jpf + fli2g2 1 dq. (63) 

The total noise power in a band extending to a limiting frequency qa is 

P„ - £ dW = 2N2';ftB)2 [a, + ^ + a^f] fr. (64) 

The corresponding signal power is 

Pi = (jqAAt aiw. (65) 

12 J. G. Chaffee, "The Detection of Frequency Modulated Waves," Proc. I. R. E., 
vol. 23, pp. 517-540, May 1935. 



Survey of Magnetic Materials and Applications 

in the Telephone System 

By V. E. LEGG 

The great diversity of magnetic characteristics demanded by 
telephone apparatus, and the large number of available magnetic 
materials propose intricate problems in the choice of materials and 
design of apparatus to attain greatest efficiency and economy. 
The present paper undertakes to evaluate magnetic materials in 
relation to apparatus needs. After a review of the earlier develop- 
ments, the materials now available are listed, together with data 
on technical characteristics and raw materials costs. The advan- 
tages of various materials for specific applications are described. 
The scope of possible further improvements in magnetic materials 
is surveyed. 

Historical 

npWENTY years ago, the telephone system used primarily iron, to- 
gether with a small amount of silicon iron, for applications requir- 

ing soft magnetic materials, and carbon, tungsten or chromium steel for 
permanent magnet applications. The permalloys 1 were already fairly 
thoroughly developed by 1920 in what is now the Bell Telephone 
Laboratories, and 78.5 permalloy 2 shortly attained commercial recog- 
nition for its utility as a continuous loading material for submarine 
telegraph cables.3 This and other nickel-iron alloys were soon serving 
in many types of telephone relays, and in various coils where the 
designs could be profitably modified to adapt them to the new ma- 
terials. Upon the development of commercial means for embrittling 
and pulverizing permalloy, this material was soon in extensive use 
because it offered improved characteristics over the compressed pow- 
dered iron core material previously in use. Redesigns of filter and 
loading coils have introduced such economies that practically all these 
coils made by the Western Electric Company have until recently 
employed compressed powdered permalloy cores.4 

A desire to reduce the losses in a-c. apparatus arising from eddy cur- 
rents in magnetic parts led to the development of permalloys of higher 

1 H. D. Arnold & G. W. Elmen, Jour. Frank. Inst. 195, 621 (1923). 
2 The approximate chemical compositions of the various materials herein discussed 

are given in Tables I and II. 30. E. Buckley, Jour. A. I.E. E. 44, 821 (1925). 4 W. J. Shackelton & I. G. Barber, Trans. A. I. E. E. 47, 429 (1928). 
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resistivity, containing several per cent chromium or molybdenum.6 

The problems of embrittlement and pulverization of molybdenum 
permalloy were also successfully solved. This material has been 
recently adopted for manufacture of filter and loading coil cores,6 in 
which material of higher resistivity is especially advantageous. 

Attempts to decrease the losses due to hysteresis led to the discovery 
of the nickel-iron-cobalt alloys—the perminvars. A molybdenum- 
perminvar was perfected for use in the continuous loading of submarine 
telephone cable.7 

The large economic advantages promised by improvements in soft 
magnetic materials confined much of the earlier work to this field. 
However, within the last 20 years new permanent magnet materials 
have been discovered here and abroad which offered radical improve- 
ments in this direction. Such materials have been introduced in 
telephone apparatus wherever found advantageous. 

Characteristics of Available Materials 

The number of different magnetic materials in use is quite large 
on account of the various combinations of properties required for 
special applications and on account of a multiplicity of trade names. 
For the present purpose, an abbreviated listing is given of typical 
materials covering the whole range of magnetic properties, particu- 
larly those of interest to the telephone system. A compilation of 
representative data is given in Tables I and II. 

The fundamental property which distinguishes a ferromagnetic ma- 
terial is that when it is subjected to a magnetic field it develops 
magnetic flux considerably larger than similarly attained in air. The 
magnetizing forces of interest in telephone apparatus range from less 
than 10-3 to upwards of 103 oersteds, and the flux densities from less 
than 1 to 30,000 gausses or more. The relation of flux density B to 
magnetizing force H for important materials as first magnetized is 
given on a logarithmic scale in Fig. 1. The ratio oi B to H is the 
permeability, which can be read on the diagonal scale 8 in the figure. 
It is evident that the initial permeability /xo and the maximum permea- 
bility Mm vary over a wide range from the hard magnet steels to the 
softest magnetic alloys. For commercial materials, 4-79 Mo-perm- 
alloy gives the largest initial permeability—around 22,000, and 78.5 
permalloy gives the largest maximum permeability—about 105,000. 

8 G. W. Elmen, Jour. Frank. Inst. 207, 583 (1929). 8 O. E. Buckley, Jour. Applied Phys. 8, 40 (1937). 
^ G. W. Elmen, Elec. Engg. 54, 1292 (1935). 
8 Scale due to Aiken; Jour. Applied Phys. 8, 470 (1937). 
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The saturation flux density for the soft magnetic materials can be read 
from these curves, and it is listed in the adjacent Table III in the 
column headed The pre-eminence of 2 V-permendur is note- 
worthy. 

Further important magnetic properties are obtained from the 
hysteresis loop. This gives the B, H relationship for a material which 
has already been magnetized up to a peak value Hm. The flux density 
remaining after the removal of a very large magnetizing force is the 
residual Br, and the reverse magnetizing force necessary to bring the 
flux to zero is the coercive force Hc. The area of the B, H loop 
when the peak magnetizing force is very large gives the maximum 
energy dissipated by hysteresis in the material when it is carried 
from positive magnetic saturation to negative, and back again. Table 
III gives values of W*, Br and Hc. The low values of these properties 
for 4^79 Mo-permalloy are noteworthy. Among soft magnetic ma- 
terials, iron and 2 V-permendur have high residual and coercive force, 
properties which are occasionally useful. 

Permanent magnet materials should have large values of Br and IIC, 
although a sacrifice of residual can be more or less compensated by an 
increase in coercive force. A more fundamental criterion of perma- 
nent magnet quality is the peak energy product obtained 
from the demagnetizing section of the hysteresis loop.11 Values of 
this product are given for several magnet steels in Table III. Mishima 
steel is seen to be foremost in this regard, with remalloy nearly as good. 

The last column in Table III gives the resistivity p of each material. 
A high resistivity such as obtained with molybdenum additions to 
permalloy and perminvar is desirable in suppressing eddy current losses 
for alternating current applications. Eddy current losses can also be 
suppressed by proper subdivision of the material, but this method 
becomes costly with fine subdivision. 

For apparatus depending upon the tractive force of a magnet, the 
high flux density properties of materials are most important. Since 
these do not show up clearly in Fig. 1, an accompanying Fig. 2 has 
been prepared in which the {B — H) scale is quadratic, and thus pro- 
portional to tractive force. The relative merits of various materials 
for such applications are seen by inspection of these curves. 2 V- 
permendur is outstanding at high flux densities, iron and 45 permalloy 
at intermediate, and 4r-79 Mo-permalloy at low flux densities. 

The use of a purifying hydrogen anneal has been shown by Cioffi 12 to 
increase the ease of saturating iron and most magnetic alloys. The 

11 S. Evershed, J. I. E. £., London, 58, 780 (1920); 63, 725 (1925). 12 P. P. Cioffi, Rhys. Rev. 39, 363 (1932). 
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in the direction of rolling 19 (see Table IV). Such materials have 
been used to some extent abroad for loading coil cores. Aside from 
the difficulty of attaining as low hysteresis loss, high permeability, and 
high stability as obtainable with permalloy powder cores, such ma- 
terials appear to be at an economic disadvantage because of the high 
cost of rolling sheet thin enough for eddy current loss reduction. 

Stresses well within the elastic limit increase or decrease the permea- 
bility of materials, depending on the composition.20 Furthermore, 
tension and compression generally have opposite effects. The changes 
in permeability due to such weak stresses are not permanent, but 
practically disappear when the stress is removed. 

Cost of Magnetic Materials 

Many materials having very desirable technical qualifications can- 
not be used extensively because of their high costs. Thus, nickel at 
35<f/lb., cobalt at $1.35/lb., tungsten at $1.80/lb., and vanadium at 

COMPOSITION 
IN PER CENT 

IRON NICKEL OTHER 
95 3C 2 SI 
99.94 
99.5 0.5 Si 
96 4SL 

54.4 
20.9 
16.4 
16.4 
17 

45 0.6 Mn 
78,5 0.6 Mn 
79 
79 
81 

50 
49 
29.4 45 
21.9 45 
85 

98 
95.6 
52 
44,6 

MATERIAL 

CAST IRON 
MAGNETIC IRON 
Si IRON, FIELD • 
SI IRON, TRANSFORMER 

45 PERMALLOY 
78.5 PERMALLOY 
4-79 MO PERMALLOY 
4-79 CP PERMALLOY 
2-81 MO PERMALLOY 

PERMENDUR 
V-PERMENDUR 
45-25 PERMINVAR 

COST 
IN CENTS PER POUND 

20 40 60 80 

18 

4 MO 0.6 Mn 
4Cr o.6Mn 
2 MO 

50 Co 
49CO 2 V 
25 CO 0.6 Mn 
25C0 7.5M00.6Mn 7.5-45-25 PERMINVAR 
9.5 Si 5.5 A1 SENDUST 

iCro.6Co.4Mn i0/oCr STEEL 
3Cri.oCo.4Mn 3 % Cr STEEL 
1 C363C0C0.57Mn} HONDA KS STEEL 
27 CO 6.7Ti 3.7 Al HONDA, NEW 

58 
71 
55 

29 13 Al 
17 MO 12 CO 
16 CO 290 

MISHIMA STEEL 
REMALLOY 
OXIDE 

Fig. 3—Raw materials cost of various magnetic alloys. 
19 O. v. Auwers, Wiss. Ver. a.d. Siemens-Werk. 15, 112 (1936). 20 O. E. Buckley & L. W. McKeehan, Phys. Rev. 26, 261 (1925). 
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$2.80/lb. increase the cost of an alloy very considerably in comparison 
with iron or steel at less than 7^/lb. High priced magnetic alloys can 
only be justified in general when their extraordinary characteristics 
permit offsetting apparatus performance or economies. Of course, 
they may be absolutely necessary for certain types of apparatus. 

The cost data for Tables I and II have been calculated from recent 
prices21 for raw materials of quality suitable for magnetic alloys. 
The cost of raw materials is given in Fig. 3 for selected alloys. The 
low raw materials costs of iron, silicon-iron, and chromium steel are 
notable, as well as that of the powder core material "Sendust." 
45 permalloy is the cheapest of the high permeability materials, while 
Mishima steel is the cheapest of the high quality permanent magnet 
materials. 

Comparisons based on raw materials costs are not entirely satis- 
factory. The cost of alloying and reducing to finished form may 
overshadow the cost of raw materials, particularly when high purity, 
exact tolerances, and small rates of production are involved. 

Applications 

Almost all magnetic properties are utilized in some type of telephone 
apparatus. They are generally linked inseparably with electrical and 
mechanical properties. The proper design of any apparatus strikes 
a compromise between the various technical features and cost. The 
technical features of materials used in present day apparatus are 
listed below. Acceptable common properties, such as mechanical 
soundness and workability, are assumed for all materials unless spe- 
cifically mentioned. Listing is made on the basis of the magnetic 
effect utilized. 

1. Simple Tractive Force {Relays) 

The force of attraction between two neighboring surfaces of area A, 
between which the flux density is 5, is 

F = kAB\ 

The primary telephone application of this effect is to relays and 
switches. For greatest tractive force, materials capable of attaining 
high flux densities are desirable. However, the air gap in the magnetic 
circuit absorbs such a large proportion of the available magnetomotive 
force that higher or lower permeabilities in the core material are 
frequently less important than efficiency of design. A typical relay 
structure is shown in Fig. 4. 

21 Steel, Oct. 3, 1938. 
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Reference to Figs. 1 and 2 points to 2 V-permendur as outstanding 
in the flux density range above 15,000 gausses. This material is 
excluded for many applications because of its high cost. High tem- 
perature hydrogen annealing improves the high flux density behavior 
of most magnetic materials, as noted above in connection with Fig. 2. 
Using ordinary methods of annealing, the next best material for high 
flux operation is the standard magnetic iron, while 45 permalloy is 
preferable at flux densities below 12,000. For the low magnetizing 
forces available in sensitive relays, 4-79 Mo-permalloy gives the largest 
tractive forces. 

There are frequently other requirements in addition to tractive 
force in relay construction. The operation and release characteristics 

are determined by the resistivity and coercive force of the material. 
Sensitive, quick release relays require materials like permalloy, while 
slow release types may utilize the larger coercive force and residual 
of magnetic iron or cold rolled steel.22 -23 

Relays for a-c. applications may have objectionable eddy current 
losses in their cores. Such losses can be reduced by use of high 
resistivity material. Thus, 45 permalloy has one-fourth the loss of 
iron for the same core thickness and flux density. 

2. Polarized Tractive Force {Receivers, Ringers, Relays) 

If permanent polarizing flux density Bp exists between two neighbor- 
ing surfaces, and a small additional flux is applied by means of a 

22 H. N. Wagar, Bell Labs. Record 16, 300 (1938). 
23 F. A. Zupa, Bell Labs. Record id, 310 (1938). 

I I PIN HINGE 
FRONT ARMATURE HINGF CAP 

Fig. 4—U-type relay, showing the magnetic circuit 
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magnetomotive force M, the additional tractive force will be approxi- 
mately 

F 0i-R d) 2kBpM I = ZkJjp'P — „ —; 7—r> 
7?a(l + n/nr) 

where Ra in the latter part of the above equation is the reluctance of 
the air-gap, n is ratio of the reluctance of the ferromagnetic circuit 
with iron removed to the reluctance of the air-gap, and /jr is the 
reversible permeability, i.e. the permeability measured with very small 
a-c. magnetizing forces in the presence of the polarizing flux density. 
It thus appears that materials for such applications should have 
high saturation values. The apparatus should be designed to obtain 
a low value of n, and to operate at a flux density to make the above 
force a maximum. 

Figure 5 gives values of Mr as a function of polarizing or superposed 
flux density Bp. It should be remarked that the reversible permea- 
bility is practically single valued 24 when plotted against polarizing 
flux, in contrast with the "butterfly" loop obtained by plotting against 
polarizing field strength. The superiority of permendur in Fig. 5 is 
obvious. Values of the force factor for n = 100 and n = 1000 have 
been computed for these materials for an arbitrary value of air-gap 
reluctance and magnetomotive force. It is evident that the full 
advantage of permendur is not realized unless the apparatus design 
is such as to attain a low value of the air reluctance ratio n. 

Permanent magnet materials are frequently employed to supply 
polarizing flux. When they form a part of the circuit for the alter- 
nating flux, their reversible permeability becomes important. Refer- 
ence to Table II shows that 5 per cent W steel has the highest permea- 
bility of the common permanent magnet materials. However, its 
energy product {B-H)max: is so low that other materials are preferred 
for applications where space is limited, despite their low reversible 
permeabilities. 

The earliest application of polarized structures in the telephone 
plant was to the receiver. The receiver of the present day is con- 
structed with remalloy permanent magnets, 45 permalloy pole-pieces, 
and a permendur diaphragm.25 The magnetic circuit is shown in 
Fig. 6. 

The second application of polarized structures is to the telephone 
bell or ringer. Here a permanent magnet is used, to supply polarizing 
flux to the two cores for the coils through the shoe at one end and the 

24 R. Cans, Phys. Zcil. 12, 1053 (1911). 
26 W. C. Jones, B. S. T. J. 17, 338 (1938). 
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armature at the other.26 Non-magnetic stop pins are required on the 
armature to prevent sticking. This complicated magnetic circuit has 
been developed to meet the numerous requirements placed on ringers. 
Polarization is necessary for an a-c. ringer which is to operate without 
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Fig. 5—Reversible permeability and relative polarized tractive force 
for various magnetic alloys. 

interrupter contacts, and it is employed in selective ringing on party 
lines. A high coil inductance is required to limit the transmission 

26 K. B. Miller, "Manual Switching and Substation Equipment" (McGraw-Hill, 
1933 ed.), p. 67. 
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losses due to the shunting effect of ringers across the line, especially 
in the case of party lines. 

The third application of polarized structures is in certain relays for 
composite ringing, duplex telegraph, and special selecting circuits. 
Various materials are used in such relays, depending upon the sensi- 

; V. '5 • ' 

DIAPHRAGM AIR GAPS- 

v. ■ 

■POLE PIECES 

Fig. 6—Magnetic circuit of the new telephone receiver. 

^POLARIZING- 
MAGNET5 

tivity required, so that no general statement can be made as to needs 
in this field. The problems encountered are essentially similar to 
those met in the receiver and ringer, for which numerous materials are 
available. 
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3. Force on Current {Moving Coil Receivers, Light Valves, Motors) 

A straight wire of length I carrying a current f in a perpendicular 
magnetic field of flux density B is pushed at right angles to the field 
and the length with a force 

F = Bil = fxHil, 

where m is the permeability and H is the magnetizing force in the 
nearby material from which the flux is derived. Again, the prime 
requirement for a useful material is high flux capacity, and high 
permeability, so that the magnetizing force need not be large. The 
magnetizing force has been supplied generally in the past by means 
of direct current in windings built into the apparatus. With the 
normally available voltages and currents, sufficient magnetizing forces 
could be obtained only with coils having a large number of turns, and 
low resistance. This generally involved such large structures that 
cost considerations compelled the use of iron cores with perhaps pole- 
pieces made of permendur. Lately many structures are being designed 
to replace costly electromagnets with permanent magnets made from 
Mishima type steel. 

Moving coil receivers and loud speakers 27 are the most important 
representatives of this type of apparatus. Others are the string 
oscillograph,28 the light valve,29 phonograph record recorder,30 and 
various types of power machinery.31 Several of these are now con- 
structed with permendur pole-pieces, and cast Mishima steel magnets, 
or remalloy magnets where hot rolling will assist in producing small, 
accurately sized parts. 

4. Induced Electromotive Force 

The electromotive force between the terminals of a coil of N turns 
linking flux is 

- e = N — - 6 iV dt 

The arrangement of coils and interlinking flux differs considerably in 
the various types of apparatus employing this effect. 

The flux variation is provided by means of mechanical motion of 
the coil in instruments such as the electromagnetic microphone. It is 
varied by means of fluctuations in magnetizing current in inductance 

27 E. C. Wentc & A. L. Thuras, B. S. T. J. 10, 565 (1931). 28 A. M. Curtis, B. S. T. J. 12, 76 (1933). 29 G. E. Perrcault, Bell Labs. Record 10, 412 (1932). 39 H. A. Frederick, B. S. T. J. 8, 159 (1929). 
31 R. D. deKay, Bell Labs. Record 16, 236 (1938). 
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coils and transformers. In the moving coil microphone, the cylindrical 
coil moves axially in a slot between an inner magnetized cylinder and 
an outer magnetic cylinder which receives the radial flux threading the 
coil. For such a cylindrical coil in a uniform radial field, the e.m.f. is 

dx . 
— e = IB -r-, where I is the total length of wire composing the coil, 

dt 
and x is its displacement perpendicular to the radial field. For a 

stationary coil linking a varying flux as in a transformer, — e = AN^j 

= ANu , where A and n are the area and permeability of the core 
dt 

within which the magnetizing force is H. It is evident from these 
equations that high flux density or permeability are desirable, in order 
to yield the largest e.m.f. with least material. 

4a. Microphones, Magnetic Tape Recorders, Magnetos 

An application involving a moving coil is the public address micro- 
phone,32 where the flux is established by means of a cobalt steel magnet, 
and is concentrated upon the moving coil by means of permendur 
pole-pieces. 

An inverse application in which the coil is stationary and the magnet 
moves is the magnetic tape recorder.33 In this, a steel tape which has 
been magnetized by speech currents is drawn between permalloy pole- 
pieces in pick-up coils. High coercive force, high signal-to-noise ratio, 
mechanical soundness, durability, and cheapness of the tape material 
are desirable. 

The telephone magneto employs the e.m.f. generated by rotating a 
coil in a magnetic field. It has been constructed with iron armature 
and pole-pieces, and chrome steel field magnets. Recent designs 
using modern magnetic materials have indicated the possibility of 
large economies in volume.34 The magnetic properties of available 
materials have now reduced the volume required by magnetic parts to 
a point where the major problem in magneto design is to compress 
the gears and shafts into correspondingly small space and yet main- 
tain sufficient mechanical strength, durability, and convenience of 
operation. 

4b. Inductance Coils 
A very important application of induced e.m.f. focuses attention on 

the inductance of a coil of N turns surrounding a (closed) core of area A, 
32 R. N. Marshall & F. F. Romanow, B. S. T. J. 15, 405 (1936). 
33 C. N. Hickman, B. S. T. J. 16, 165 (1937). 34 Ericsson Bulletin No. 12, 46 (1938). 
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magnetic path length I, and permeability ix. The inductance is in- 
creased through the presence of the core by an amount 

L = Air N* ix AII. 

As noted earlier, when eddy current shielding is negligible such an 
inductance is accompanied at frequency / by hysteresis, residual, and 
eddy current resistances to give a total as follows: 

R/L = ix}{aBm + c + e/). 

At frequencies high enough to introduce eddy current shielding, 
the effective inductance due to a core of laminar thickness / and 
resistivity p is reduced below the ordinary inductance Lo by the ratio 

_ 1 sinh 0 + sin 0 
0 0 cosh 0 + cos 0 ' 

where 0 = lirt^pof/p- Figure 7 shows this ratio and the ratio Rc/uLo 
as functions of 0. As a practical example, the permeability of 6 mil 
(0.015 cm.) 4^79 Mo-permalloy is reduced to about 75 per cent of its 
initial value (22,000) at 1 kilocycle, and to about 17 per cent at 
10 kc. 

The telephone loading coil adds inductance to the telephone line, 
but it must not add excessive resistance. Furthermore, its inductance 
must be extremely stable with the lapse of time, and under severe 
operating conditions, such as occasional current surges induced from 
lightning discharges. Iron wire cores for loading coils were supplanted 
over twenty years ago by compressed iron powder cores, and these in 
turn gave way to permalloy powder cores. The latest improvement 
is the introduction of 2-81 Mo-permalloy powder cores.7 The reduc- 
tion in size of cores with these improvements is shown in Fig. 8. 

Another method of loading a line is by sheathing the conductor with 
a continuous layer of magnetic material. This method was used 
with notable success on submarine telegraph cables by wrapping 
permalloy tape upon the conductor, and annealing before applying 
insulation.3 The location of the loading material is shown in Fig. 9. 
The continuous loading of long submarine telephone cables has been 
shown to be feasible using thin 7.5-45 Mo-perminvar tape.7 

Retardation and choke coils have a great variety of applications, 
running from a tiny coil weighing 3^ ounces 35 to a 4600 lb. generator 
ripple suppressor.33 The contrast is evident in Fig. 10. Retardation 

35 D. W. Grant, Bell Labs. Record 11, 173 (1933). 36 R. A. Shetzline, Bell. Labs. Record 17, 34 (1938). 
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coils, used as network elements, are generally equipped with com- 
pressed powder cores, and the same improvements are indicated as 
for loading coils noted above. Laminated permalloy cores are often 
used for low-frequency applications (ringing, telegraph), where high 
inductance is desired, and a-c. losses are naturally low. 

i.o 

0.8 

0.7 

0.6 

0.5 

0.4 

0.35 

0.30 
0.28 
0.26 
0.24 
0.22 
0.20 

0.18 

0.16 

0.14 

* -• 

N 

\ 
\ 

Mo to \ 
' .-T ? 

\ \ 
\ 

—■ 

\ 
\ 
\ 
\ 

/ 
/ N* 

/ 

r 

\ / 
/ w 
/ s\ 

/ Re \ 
/ 

LOLQ \\ 

/ \ 
/ \ 

/ \ 

/ 
\ 

e2 

6 
/ 

e 
0.5 0.6 0.8 1.0 1.2 1.4 1.6 2.0 2.5 3 

6 
6 7 6 9 10 

Fig. 7—Effect of eddy current shielding on apparent permeability and on eddy 
current resistance/reactance ratio of sheet core material. 

Coils designed for direct currents must have cores with high a-c. 
permeability in the presence of superposed field, i.e. they must be 
made of high permeability magnetic materials having high saturation 
values. Reference to Fig. 5 shows permendur outstanding in this 
regard. In practice, the low costs of silicon iron or magnetic iron are 
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frequently decisive in the selection of these materials instead of the 
technically superior materials noted above. Air-gaps are often found 
necessary to reduce the superposed field strength in the magnetic core. 

Fig. 8—Relative sizes of compressed powder cores for loading coils; 
A. Iron, B. 80-permalloy, C. 2-81 Mo-permalloy. 

B 

PERMALLOY 
LOADING - MATERIAL- 

m 

Fig. 9—Permalloy loaded telegraph cable; A. Armored deep sea type, B. Gutta 
percha insulated core, C. Enlarged cross sectional view. 

This serves to retain a fairly large reversible permeability in the core, 
and, if the air gaps are not too large, it yields a larger net effective 
permeability than could be obtained without air-gaps. 
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A further type of inductance is the impulse coil used in harmonic 
generators.37 The cores of these coils should be saturated over most 
of the magnetizing cycle, and reverse very quickly and completely 
just as the magnetizing force passes through zero. This implies use 
of material having a high permeability, and a high resistivity, such as 
4-79 Mo-permalloy. 
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H 

llll 

U- 
LJ 

Fig. 10—Large and small coils used in the telephone system. 

4c. Transformers 
With transformers, the inductance and losses of the individual coils 

can be analyzed as simple inductances, for which the considerations of 
37 E. Peterson, J. M. Manley & L. R. Wrathall, Elec. Engg. 56, 995 (1937). 
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4b apply. In addition, however, the coupling factor between coils on 
the same core becomes of especial importance. In the usual design 
the flux linkage common to the primary and secondary is largely con- 
tained in the magnetic material, while the leakage flux is controlled by 
the reluctance of the air path. It is thus evident that a large value 
of core permeability is required to obtain a high coupling factor. 
Of course, advantages indicated by high permeability may be lost 
through improper design. 

The earliest transformer employed in the telephone plant was the 
induction coil. This originally consisted of two windings on a core 
composed of a bundle of iron wires.38 Later, silicon iron sheet cores 
were introduced. 

Input and output transformers have varied applications for which 
special types of cores are required. Where superposed current is not 
involved, space and weight can be economized by use of high perme- 
ability materials such as chrome or molybdenum permalloy.39 Eddy 
current shielding at higher frequencies will offset much of the perme- 
ability advantage indicated for these materials unless they are lami- 
nated sufficiently. However, thin laminations are costly to prepare 
and stack, and difficult to insulate and handle without mechanical 
injury and corresponding reduction of permeability. An intermediate 
thickness of permalloy sheet is generally chosen, which secures a 
considerable advantage in permeability over iron, without prohibitive 
cost. 

Where a winding must carry direct current, conditions are similar 
to those applying to choke coils, and materials with high reversible 
permeability at high magnetizing forces are required. Frequently, 
for large magnetizing forces, it is desirable to include air-gaps in the 
magnetic circuit. Silicon iron is the ordinary material for such 
application, as it is for power transformers. 

4d. Magnetic Shielding 

A further application of induction effects is in magnetic shielding 
of apparatus. A magnetic shield consists of a high permeability shell 
(4-79 Mo-permalloy, or 78.5 permalloy) which shunts flux around the 
enclosed apparatus. For a-c. shielding, alternate layers of copper and 
permalloy sheet are very effective in magnetic shunting and eddy 
current screening of the enclosed space.40 High initial permeability, 

38 Cf. p. 43 of Reference 26. 39 A. G. Ganz & A. G. Laird, Elec. Engg. 54, 1367 (1935). 
" W. G. Gustafson, B. S. T. J. 17, 416 (1938). 
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mechanical workability, and low cost are desirable for such appli- 
cations. 

5. Magnetostriction 

The relative change in length of a magnetic bar upon magnetization, 
5///, ranges from negative to positive values, depending on alloy com- 
position, and is roughly proportional to B-. If a polarizing field is 
applied, small additional alternations of field will give accompanying 
and nearly proportional alternations of length of a bar. These alterna- 
tions evidence themselves in the electrical constants of a coil enclosing 
the bar. 

This effect can be utilized in oscillators and filters for frequencies 
which involve the use of mechanically resonating bars of convenient 
size. Among the high permeability materials, 45 permalloy appears 
to give the largest magnetostrictional effect.41 In order to limit eddy 
current losses, the material must be laminated more or less finely, 
depending on the frequency. 

The inverse magnetostriction effect by which e.m.f. is generated in 
a coil when the core is vibrated, becomes objectionable as a source of 
circuit noise in the transformers of high gain amplifiers.39 An alloy 
with minimum magnetostriction such as 81 permalloy or 4-79 Mo- 
permalloy is preferred for such cases. 

Other effects of magnetostriction are the generation of sound by 
the cores of coils subject to alternating magnetization, and the appear- 
ance of undesired resonance effects in the electrical circuit at fre- 
quencies at which the core resonates mechanically. 

6. Thermal Variation of Permeability 

The initial permeability of ordinary magnetic materials increases 
more or less slowly with increasing temperature, until a maximum 
value is reached, above which temperature the permeability declines 
very rapidly to the non-magnetic, or Curie point. The Curie point of 
an alloy can be moved down the temperature scale by adding non- 
magnetic materials, such as Mo, Cr, Cu, etc., to the alloy.42 

The positive temperature coefficient of inductance of powder core 
coils due to thermal change of permeability becomes objectionable in 
crystal filters, where only very small variations in the resonant fre- 
quencies can be tolerated.43 It is made slightly negative to counteract 
the small positive coefficient of mica condensers by the admixture with 

41 A. Schulze, Zcit.f. Phys. 50, 448 (1928). 42 G. W. Elmen, Bell Labs. Record 10, 2 (1931). 
« C. E. Lane, B. S. T. J. 17, 125 (1938). 
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the regular 2-81 Mo-permalloy powder of a small amount of permalloy 
powder containing about 12.5 per cent of molybdenum. The latter 
material has a Curie point just above room temperature. 

Conclusion: Desirable and Possible Improvements 

It appears from the above inspection of the magnetic elements of 
apparatus that there is a general desire for all properties which con- 
tribute to magnetic effects to be increased, and for those which cause 
apparatus energy losses to be decreased. A considerable success has 
already been achieved in these directions. The obstacles to further 
improvement are in part difficulties in commercial application of 
laboratory techniques, and in part ultimate limitations to the properties 
of materials. 

The chart in Fig. 11 shows the recent trend toward the realization 
of the best possible magnetic properties in new materials or by im- 
proved processes. Values are given for the year 1920 (i.e. before com- 
mercial application of the permalloys), for 1939 as commercially and 
as experimentally realized, and for what may be considered as the 
attainable limit. It is evident that most of the properties which could 
be improved have been improved in commercial materials by a factor 
of ten or so within the last twenty years. A further improvement of 
several properties by a factor as large as ten has been observed by 
experimental procedures. These improvements have not been utilized 
in all cases, either because they may not be of great practical value, 
or because they involve processes which are commercially impracti- 
cable, or materials which are very expensive. Thus, the highest 
value of iim has been attained on a single crystal of H2 purified iron 44 

cut so as to make a hollow parallelogram with sides parallel to the 
(100) crystal axes, and annealed in H2 below the a-7 transformation 
point. The highest permanent magnet quality has been attained with 
a platinum cobalt alloy 45 costing some $400 per pound. 

One of the main objectives of commercial magnetics research has 
been the attainment of higher permeabilities—initial, maximum, 
reversible, and at high flux densities. The reversible permeability is 
closely linked with the initial permeability and saturation flux density. 
The permeability at high flux densities46 appears to be susceptible to 
considerable increases by proper treatment of materials. The initial 
permeability can be increased by proper technique, but such gains 
are frequently sacrificed in practice because of unavoidable mechanical 

44 P. P. Cioffi & O. L. Boothby, Phys. Rev. 55, 673 (1939). 45 W. Jellinghaus, Zeit. Tech. Phys. 17, 33 (1936). 
46 For example, at B = 10,000, or 5 = 20,000. 
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stresses, or because of large eddy current shielding. Higher maximum 
permeabilities than now attainable do not promise great utility. 
However, the low values of coercive force and hysteresis loss found 
with materials having high maximum permeability may be sufficiently 
desirable, regardless of permeability needs. 

Another important objective of magnetics research has been to 
reduce energy losses. Hysteresis loss at low flux densities, as indicated 
by the loop area coefficient a, should be decreased to cut down har- 
monic generation and modulation in magnetic core coils. Perminvar 
has shown desirably reduced losses, but it is sensitive to magnetic and 
mechanical conditions. Eddy currents are controlled by resistivity 
and degree of subdivision of the magnetic core. The resistivity of 
magnetic alloys can be increased to around 100 microhm-cms. by 
alloying with large enough quantities of chromium, molybdenum, etc., 
but at a serious sacrifice of magnetic quality for resistivities above 
about 60. Eddy current suppression by laminating or pulverizing 
the magnetic material thus offers a greater range of control than re- 
sistivity adjustment. 

Permanent magnetic materials have also reached a very successful 
stage, from the magnetic point of view. The greatest handicap of 
the better materials is extreme hardness, which hampers fabricating 
processes. 



Impedance Properties of Electron Streams 

By LISS C. PETERSON 

The input impedance of an idealized space charge grid tube is 
investigated under general conditions of space charge between the 
accelerating grid and the negatively biased control grid. It is 
shown that under certain space charge conditions the input 
capacitance and conductance both may be negative. These im- 
pedance properties persist up to frequencies for which the transit 
angle is quite large. Possibilities of designing electronic negative 
capacitances are thus opened up. Experimental results are also 
given; these give a broad confirmation of the theoretical deductions. 

PART I 

Theory 

IN the early stages of vacuum tube history the theoretical work on 
d-c. space charge treated mainly potential distributions associated 

with fairly small initial velocities of the electrons. With the advent 
of multi-electrode tubes this situation changed for it then became 
necessary to consider also potential distributions occurring when elec- 
trons are injected with large initial velocities. Idealizations were 
introduced to the extent that consideration was given only to space 
charge conditions which can exist between two parallel planes at 
known potentials when electrons with normal velocities corresponding 
to these potentials are injected into the region through one or both 
planes.1 

Some time ago it was discovered experimentally that space charge 
may under certain conditions produce a negative capacitance. The 
negative capacitances were found during a series of low-frequency 
measurements of the control-grid-to-ground capacitance of an experi- 
mental space-charge-grid tube. In the course of these measurements 
it was found that with all the electrodes carefully by-passed to ground 
for a-c. except the negatively polarized control grid, the input 
capacitance as well as the input conductance was negative in certain 
domains which depended upon the d-c. operating voltages. 

In order to arrive at an understanding of this fact, a-c. phenomena 
must be considered under the general d-c. space charge conditions 

1 Plato, Kleen, Rothe, Zeitschrift f. Phys., 101, July 1936. C. E. Fay, A. L. 
Samuel, W. Shockley, Bell Sys. Tech. Jour., January 1938. B. Salzberg, A. V. 
Haeff, R.C.A. Review, January 1938. 
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referred to. The investigation comprises the calculation of the im- 
pedance between two parallel planes in vacuum, at known d-c. poten- 
tials, when an electron stream with normal d-c. velocities corresponding 
to these potentials is injected at right angles to the planes. As a 
further step, the effect of a negatively polarized grid interposed be- 
tween the two planes will be considered. This latter arrangement 
may be taken to correspond to an idealized space charge grid tube. 

Before these calculations are presented it is well to set forth as 
concisely as possible those results of the d-c. space charge analysis 1 

which will be of most immediate interest. For this purpose we start 
with a qualitative review of the work of Fay, Samuel and Shockley. 

a b 

Fig. 1—Potential distributions between two planes of positive potential. 

Consider two planes a and h, Fig. 1, of fixed d-c. potentials Fox and 
V02 (F02 — Fox) respectively, separated by a distance d. Let a uni- 
directional and uniform electron stream of /o amp./cm.2 be injected 
into the space from the left at right angles to the planes. When the 
injected current is extremely small the potential distribution does not 
differ very much from the free space one, represented by curve 1 on 
Fig. 1. As the injected current is increased slightly, the potential 
curve starts to sag, curve 2, and a further small increase causes a 
potential minimum to develop at the electrode of lower potential, 
curve 3. Still more increase in injected current makes the potential 

I, o 
Vom 

d 

1 Loc. cit. 
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minimum Fom sink and move towards the electrode of higher potential, 
curve 4. This state of affairs, with a continuously decreasing potential 
minimum, continues until a critical value of injected current is reached. 
The potential distribution may now be represented by curve 5. The 
slightest further increase in injected current causes the potential 
minimum to sink abruptly to zero: a virtual cathode is formed. This 
abrupt change will be referred to as a Kipp. 

With this qualitative discussion of the various potential distributions 
in mind a more detailed classification may be made. If both planes 
are assumed to be at positive potentials we may classify the different 
potential distributions as follows: 

1. Type B 
2. Type C 
3. Type D 

Type B corresponds to virtual cathode operation. This mode of 
operation will be of no interest in this paper. Type C corresponds to 
the case when a potential minimum at positive potential is present 
between the planes and type D to the case when no such potential 
minimum is present. For the purpose of analysis it is convenient to 
distinguish between two types of D solution, i.e., Di and D2. This 
comes about because the equations for potential distribution between 
the planes may exhibit a minimum outside the planes. The Di 
solutions correspond to the case when no such minimum exists and the 
Da solutions to the case when such a minimum does exist. 

Let us consider Type C distributions in some more detail. For this 

purpose attention is directed to Fig. 2. Here the ratio is shown 

as a function of the injected current To with the ratio as parameter. 

The dotted curve represents a boundary line; for currents smaller 
than that given by this boundary no potential minimum can exist 
between the planes. Consider the curve a&y. At the point a the 
potential minimum sets in and as more current is injected the potential 
at the minimum decreases continuously until the point /3 is reached. 
Any further increase in current causes the potential minimum to sink 
abruptly to zero; thus /3 corresponds to the Kipp point. Now it is 
seen that within a section of the curve afl there are two possible 
solutions, namely those corresponding to the section fiyi of the upper 
branch and those corresponding to the lower branch fiy. Let us 
designate by Ci space charge conditions corresponding to the upper 
branch a/3 and by C2 those corresponding to the lower branch (3y. 
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After this survey of the several possible d-c. space charge conditions 
we may proceed to the a-c. phenomena involved. At the present 
time the impedance between the two planes of Fig. 1 can be found only 
if the electrons move in one direction, i.e. if no virtual cathode is 
present between the planes, and therefore this assumption is made. 
It will be further assumed that electrode "a" where the injection takes 
place is at a-c. ground potential. This insures constant conduction 
current and electron speed at the plane of injection. The impedance 

V02_ 

V02 
yoi 

om 
*01 

Fig. 2—Variations of the magnitude of the potential minimum as 
function of injected current. 

may then be found by proper application of the general theory de- 
veloped by Miiller and Llewellyn.2 The result is that the impedance 
may be represented by a series combination of a resistance r and a 
capacitance C having the values 

J"4 2 — 2 cos 0 — 0 sin 
^ °T ¥  

C= Co 
1 (1) 

T3 2 sin 0 — 0 — 0 cos 
~d 03 

2 J. Miiller, Hochfrequenztechnik u. Electroakustik, May 1933; F. B. Llewellyn, 
Bell Sys. Tech. Jour., October 1935. 
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where 

6 = coT 

Co = -i is the cold capacitance 
a 

T is transit time, seconds 
e is electronic charge, coulombs 
m is electronic mass, grams 

— = 1.77 X 108 coulomb/gm. 
m 

e is permittivity of vacuum = 8.85 X 10-14 Farads/cm.3 

k = io-7. 

Present interest lies mainly in the range where the transit angle d is 
small. Expanding (1) and assuming 6 small, we have: 

r 

C 

These formulas are also found in M tiller's paper.2 

With regard to the resistance r it is immediately seen that it is 
always positive and has the same equation as for complete space 
charge with current /o and transit time T. 

From the capacitance equation it is immediately evident that an 
increase is caused by the presence of electrons. The dielectric constant 
of space charge under the stipulated conditions is seen to be dependent 
upon the d-c. conduction current /q. As the injected current is 
increased the capacitance increases initially at a fairly slow rate, but 

T3 

as Jo becomes comparable with unity the capacitance rises rapidly. 
oa 

It becomes infinite for 
T3 

J°Td = 1 (3) 

and if the left member of (3) were to become greater than unity the 
capacitance would be negative. The possibility of such a condition 
deserves careful consideration. 

2 Loc. cit. 

/oT4 

12e 

Co- ys 
1 - /n^ 6d 

(2) 
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From the discussion of the d-c. space charge it follows that the 
d-c. current has an upper limit; i.e., the Kipp current with the value 

_4 /2e (VFoi + VF02)3 

9 * • (4) 

To determine the relation between the Kipp current (4) and the 
current (3) required for infinite capacitance, consider the d-c. equations: 

, ^ , elo T2 

Uh = Ua + CLal -f- y TT knu z 

, rp | T2 . elo T3 

i = «.r + a.T + &eT, 

where Ub and ua are electron speeds in cm./sec. at planes b and a re- 
spectively and da is the acceleration in cm./sec.2 at plane a. Elimi- 
nating da and introducing the values of tii and Ua in terms of F02 and 
F01 we find 

r1 - 6, ^ (VV7. + VPS) T + d = 0. (6) \ ek 1$ lo 

When the transit time T is eliminated between (3) and (6) the result is 

r 4 /2J (VTv + VTQ3 

/o = 9  T2  (7) 

But this is precisely the Kipp current as given by (4). Equation (3), 
therefore, expresses the Kipp relation between current and transit 
time. It has thus been found that the series capacitance at the Kipp 
point becomes infinite, whereas the impedance between the two planes 
is a pure resistance. 

•j-z 
Consider next the possibility of Jo ^ attaining values larger than 

unity when the d-c. current Jo is limited to values smaller than the 
Kipp value (4). The only manner in which this could happen would 
be for (6) to have one root Ti such that Ti> Tk where Ta is the 
transit time at Kipp. To determine this (6) is transformed by intro- 
ducing Jok and Tk as parameters. Thus, 

r v /o „ r 
-3^ + 2 = 0. • (8) 

1 K / -Lqk IK 

The discriminant D of (8) is 
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and as h — Ikg it is clear that 

-D < 0. (10) 

Hence, since the discriminant in general is negative (8) has three 
real roots. Two of these are positive and one negative. A double 
root occurs for Jo = Iko, and the value of this root is clearly T = Tk- 
For currents smaller than the Kipp current there are two positive 
roots Ti and such that Ti < Tk and Ti > Tk- 

Thus it becomes evident that space charge conditions corresponding 
to the roots T2 result in a negative capacitance. Interpreted in terms 

CATHODE 

x" ; 

r o-TrQ 00000000.? 

a h 

OOOOOOOOOO^ 

ANODE 

Fig. 3—Schematic of a space charge grid tube. 

of Fig. 2, the roots Ti correspond to the upper branch a/3 and the 
roots To to the lower branch yfS. Hence, it is evident that space 
charge corresponding to the lower branch has a negative dielectric 
constant. 

Consider next the system pictured schematically in Fig. 3. It 
differs basically from that in Fig. 1 in that a negatively polarized 
grid has been interposed between the planes a and b of Fig. 1. The 
arrangement shown in Fig. 3 may be considered to be equivalent to 
a space charge grid tube with the accelerating grid Gi and control 
grid G2. The grid Gi is assumed to be by-passed to the cathode for 
a-c. The planes indicated by 2 and 3 are imaginary planes located 
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on opposite sides of the control grid wires and are assumed to be 
sufficiently far away from the grid to insure that the potential distribu- 
tion at these planes is essentially that of a grid-free space. Moreover, 
if the grid is fine-meshed these planes may be located quite close 
together so that the distance between them is negligible in comparison 
with the distances between Gi and plane 2, and between plane 3 and 
the plate. This insures that the potentials of the two planes are 
practically equal. Since the grid Gi draws only displacement current, 
the conduction currents at the planes 2 and 3 are equal. Since the 
potentials of the two planes are equal, the electron speeds are also 
equal. The boundary conditions in the plane of Gi are the same as 
those used in deriving (1), i.e., constant conduction current and 
electron-speed. Then, following the method employed by Llewellyn 2 

in his treatment of the negative triode, the input impedance may be 
found. Since the details are uninteresting the result is merely quoted. 
On the assumption that the plate is short-circuited to the cathode by 
a large condenser the input impedance between grid and cathode 
may be written as: 

Z = Za 
AyA. 

e(Ai + A2 + GiBi -f- D1C2)' (U) 

where Zff is the impedance (capacitive) between the planes 2 or 3 and 
Gi and where Ai, Ai, Gu Bi, Di and Ci have the values: 

1 

1 
M4 

elp 
kmeUoiiico)2 

1 

=77 

A 2 = 

G\ = 

= M3 

Ci = 

+r^(2 - - *0i - kme 

{io^Hi +1^(2 - 2e-ie2 - idi - 

(1 - e-^ - 

la^idie-^ + e-1""2 - 1) + u^ier^ - 1) 

o iSi — O02 

kmeiico)2 

tCOUoi 

(idie-i02 + e~i02 - 1) 

(1 — e-ie>- - 

(12) 

In (12): 
u0i is the d-c. speed at planes 2 or 3. 
aoi and aos are the d-c. accelerations at the planes 2 and 3 

respectively. 
2 Loc. cit. 
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When the transit angles 0i and 02 are very small and when the effect 
of the space between control grid and anode may be ignored, evaluation 
of (11) yields the result: 

1 - 

TV 

Z — Zg -\- TV 

where 

TV 
4 2mo2 
3 T TS ' . , Tr 

oo-rj- i -/o^— 0^/i ZU02 

1 — /n 
TV 

2Wn 

r ri-TTy 

Co = 
di 

T 3 

Co 1 - /fl TV 
2«o 

(13) 

(14) 

Co is the capacitance in the absence of electrons. 
The input impedance is thus seen to be a series circuit composed of 

a resistance and a capacitance, i.e. 

where 

J. 
ri 

Z = p+i^C 

1 - Ja 
TV 

2t/O' 
TV TV 

A Jo 1 - 4 2wo2 
_ sTrv 7^v~ 

r,3 

1 1 - 

2T<r 

1 - /o 
2«02 

(15) 

(16) 

(17) 

In studying the capacitance and resistance as functions of space 
charge it is evident from (16) and (17) that space charge enters 

J T ^ J T ^ 
essentially through the functions J1 and 0 1 

2 M 02 6d i 
In what follows 
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the capacitance Ca is assumed to be so large that the first term in 
(17) may be ignored. The ratio between "hot" and "cold" capaci- 
tance may then be written: 

TV 
C 1 Jo2«O2 
C0 

Write the conductance 1/p as 

TV 

1 = - -F 
p n 

(18) 

(19) 

and note that the first factor of the right member is always positive. 
F may be termed the relative input conductance. 

Before the theoretical curves are discussed a few words about the 

functions 4r—^ and Jo tV are in order. They will be expressed in 
2MO2 Otti 

terms of two parameters, i.e., ^ and ^ where 

Fo2 
V = Vo 

(20) 

and £ is a constant of integration which assumes different values 
depending upon the type of space charge present.3 In terms of these 
parameters one may show that: 

r ri3- J 0 -T—i  

Jo 

[V£1/2 + 1 - V(£^)1/2 + I]3 

6^! (^1/2 _ 2)V£1/2 + 1 

- ((^)1/2 - 2)V(M1/2 + 1 

[V£l/2 + 1 - V(£^)1/2 + I]2 TV 
2«c 

TV 

(^y- 

[V£1/2 - 1 - V(£^)1/2 - I]3 

Jo 

j 1 _ 
0 6Ti (|i/2 + 2)V£1/2 - 1 

- ((^)1/2 + 2)V(£co)W2 - 1 

Ti2 [V£l/2 - 1 - V(£vV1/2 - I]2 

2mo (^'p) 1/2 

Type 
D1 

0 < £ < co, 

Type 
D2 

- < £ < co, 
<P 

(21) 

(22) 

3 The parameters 1/a and 1//3 used by Fay, Samuel and Schockley are related 
to ^ as follows: 

? = ^ Type Di 

J = - Type Dj. 
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/n 

T TV = [V^/2 - 1 + V(^)l/2 - 1]3 
06rf, (^1/2 _|_ 2)\^1/2 - 1 

+ ((^)l/2 + 2)V(iV)1/2 - 1 

Ti2 = [Vg1/2 - 1 + V(^)1/2 - 1]- 
2Z<o2 {£<p)m 

Type 
Cx (23) 

The parameter ^ is without physical significance for the D solutions 
but serves merely as a convenient constant of integration. For the 
solutions of C type, however, ^ is of direct physical significance. For 

here represents the ratio ^7^-. In the language used in the previous 
V Om 

qualitative discussion of space charge it is clear that ^ = - is the point 

where a potential minimum sets in and ^ ^ 1 d—^ 's ,;^e ^PP 

point. Calculations for C2 solutions are not included. 
The result of the calculations of capacitance and conductance are 

shown on Figs. 4 to 8. Figure 8 is an enlargement of Fig. 7 for small 
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Fig. 4—Relative input capacitance of an idealized space charge grid tube for different 
space charge conditions (voltage ratio v = 1.0). 

values of F. Three values of the parameter p were selected, i.e., 0.04, 
0.25 and 1. The curves demonstrate regions of negative capacitance 
as well as of negative conductance. Note that as the parameter ip is 
made smaller both the capacitance and conductance pass through 
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zero for smaller values of Consider for instance the case for which 
V = 0.04. The capacitance is here negative even in regions of small 
space charge and it is seen that over a wide range of the parameter ^ 
the capacitance is nearly constant. Both capacitance and conductance 

u-o.5 o 
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Fig. 7—Relative input conductance of an idealized space charge grid tube for different 
space charge conditions. 
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Fig. 8—Relative input conductance of an idealized space charge grid tube for different 
space charge conditions. 

pass through zero for the same value of ^ and one sees that in case of 
tp = 0.04 no critical adjustment seems necessary. The conclusion is 
thus arrived at that the idealized space charge grid tube may be 
made to operate without input capacitance or loading up to moderately 
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high frequencies. In addition, the possibility of designing an electronic 
negative capacitance is opened up and this is a highly desirable ob- 
jective. 

However, it must be kept in mind that in the discussion, effects 
such as velocity distributions, electron deflections and dispersion forces 
have been neglected. Furthermore, in an actual tube the capacitance 
Cg must also be considered. At the Kipp the capacitance C is equal 
to — oc ; therefore, as the Kipp point is approached a positive capaci- 
tance is expected. 

The capacitance and conductance both pass through zero when 

or when 

But in general 

TV 
(24) 

2Mo2 

«02 — Jo -y- " (25) 

rp O 
«02 — "01 + CLqiTI + Jo -y > (26) 

where «oi and Ooi are the d-c. speed and acceleration in the plane of 
grid Gu Fig. 3. 

The relation between initial speed and acceleration for zero capaci- 
tance and conductance is, therefore: 

Woi T aoiTi = 0 (27) 

and since both tioi and Ti are inherently positive, the initial acceleration 
must be negative. For the capacitance to be negative the requirement 
is obviously 

Woi 4" OoiTi < 0. (28) 

Necessary requirements for a negative capacitance are thus a finite 
electron speed and a retarding field at the plane of injection. 

PART II 

Experimental 

In this section some experimental results will be discussed. The 
measurements all refer to the capacitance between control grid and 
ground of some experimental tubes. The tubes were cylindrical in 
structure and contained two positive grids close to the cathode followed 
by a negative control grid. The first positive grid has the essential 
function of controlling the magnitude of the current whereas the 
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second determines the initial speed with which the electrons enter the 
space adjacent to the control grid. 

In Fig. 9 the measured input capacitance and plate current are 
shown as functions of the voltage Vg\ of the first grid. It is seen that 
as the plate current increases the capacitance gradually decreases, 
passes through zero somewhat before the plate current has reached its 
maximum and then becomes negative; it passes through a minimum 
and then gradually assumes a positive value equal to about twice the 
cold capacitance. This behavior of the capacitance is typical of the 
formation of a virtual cathode, which in the present instance appears 

li- 15 H a. 
2 10 

Vp = 160 V. 
VG3= "6V 
IF = 0.36 A. 
Vr = 40V.   2 / 

1^^ 
( 

t -s 

-10 

8 10 12 14 16 18 20 
VOLTAGE ON FIRST GRID 

Fig. 9—Measured input capacitance of experimental vacuum tube no. 55 
(grid signal — 0.18 volts r.m.s. at 50 kc.). 

to be gradual. The negative capacitance is present in a small interval 
of the voltage Va] immediately before and perhaps also during a part 
of the virtual cathode formation. 

Figure 10 shows the measured input capacitance as a function of 
the control grid bias Va^ for several values of the voltage Vai. For 
comparison purposes the corresponding plate currents are also shown. 
In the region of low plate current where a virtual cathode is present 
the capacitance is positive and larger than the cold capacitance. 
Where the plate current curve starts to bend over, that is, where the 
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virtual cathode starts to release, the capacitance decreases. It is 
negative in a small domain and turns ultimately positive. The plate 
current curve corresponding to Vgi = 30 volts indicates that the 

\ 
30 

VG, IN VOLTS = 20 

VP = 160V 

Vg2 = 30V. 

IF- 0.36A. 

( 

VG| IN VOLTS =25 30 
20 

-12 -10 -8 -6 -4 
CONTROL GRID VOLTAGE 

Fig. 10—Measured input capacitance of experimental vacuum tube no. 55 
(grid signal = 0.18 volts r.m.s. at 50 kc.). 

virtual cathode is present throughout the range of negative bias and 
the corresponding capacitance curve is positive everywhere. 

Figure 11 refers to capacitance measurements on a tube in which a 
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Kipp occurred. Again the capacitance behaves essentially the same 
except that it suddenly jumps from a large negative value to the 
positive value corresponding to virtual cathode operation. 

In comparing the theoretical and experimental results, it is seen 
that the theory gives predictions which are broadly in accord with 
experiments. 
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Plastic Materials in Telephone Use* 

By J. R. TOWNSEND and W. J. CLARKE 

ORGANIC plastics are used extensively in the manufacture of 
telephone apparatus and equipment. They belong to the class 

of materials known as insulators but are very often employed not 
only for their electrical properties but for their unique manufacturing 
and structural possibilities. Good insulating materials are very im- 
portant in the telephone field although the voltage and current used 
are much smaller than in the power field. Progressive improvement 
in transmission, especially for long distance telephone service, has re- 
quired that the telephone industry as a whole provide sensitive instru- 
ments and that there be a minimum loss of the electrical impulse due 
to leakage through insulating materials. 

Rubber became at one time the most universally used insulating 
material in telephone apparatus. Where superior insulating proper- 
ties are required, rubber has been employed not only in the soft 
vulcanized form as a covering for wire but as hard rubber. Its use 
was considerably curtailed as a molding material during the period of 
the world war due to the high price of rubber. This stimulated the 
substitution of phenol plastics which were found to produce more 
permanent parts. Although rubber must be classed as an organic 
plastic, it will not be dealt with here except in passing since it com- 
prises a large field in its own right and quite distinct from that of the 
synthetic plastics. In recent years rubber has been greatly improved 
in life, stability, light sensitivity and resistance to cold flow so that its 
technical uses in the telephone plant are again increasing. 

Shellac and asphalt plastics, both natural materials, were among the 
early important plastics employed in the telephone art. A shellac 
compound is still the best material for a panel system commutator 
where there are many long and delicate contact segments and where 
the principal problem is to obtain accurate location between the insula- 
tion and the brass segments together with uniform wear. The low 
molding temperatures and pressures for the shellac mica compound 
contribute to the success of the manufacture of this part. (See Rig. 1.) 

Other early plastics that have found some limited uses are cellulose 

* Presented before the Organic Plastics Section of the Paint and Varnish Division 
of the American Chemical Society, Baltimore, Md., April 3-7, 1939. 
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nitrate and casein. However, the cellulose nitrate plastics were only 
sparingly employed for telephone construction because of the serious 
fire hazard. Casein has long been used for key buttons and similar 
minor applications. 

The great expansion of the use of molded plastics in the telephone 
plant really began with the development of organic materials which 
had superior manufacturing and structural characteristics over other 
materials. The newer plastics are of value, therefore, as much from 
the economies of manufacture as from their superiority over the pre- 
viously used materials. 

Plastics are conventionally divided into two groups: (1) the thermo- 
plastics and (2) the thermosetting plastics. The first, considered as 

Fig. 1—Panel system commutator (flash type mold). 

organic materials, are permanently soluble and fusible as well as fairly 
rigid at normal or working temperatures and may be deformed under 
heat and pressure. The second are initially thermoplastic and become 
insoluble and infusible after a period of time upon application of heat 
and pressure. These important properties are due to the chemical 
nature and molecular structure of the materials. All synthetic 
plastics are polymeric substances, that is, they are the result of a 
polymerization or condensation from simple organic molecules by 
linkage of the molecules in fairly definite ways. By a polymerization 
reaction is meant a reaction in which a more or less considerable 
number of molecules unite to form larger complexes of the same chemi- 
cal composition. A condensation reaction on the other hand is one 
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in which molecules join together to give a larger complex but during the 
reaction there is a separation of a small amount of water, alcohol or 
some other substance, so that the final chemical composition is not 
quite the same as at the start. 

Those materials which are thermoplastic and readily soluble owe 
these characteristics to the fact that the molecules are linked essentially 
in chain-like fashion. The forces holding the chains together are of a 
secondary valence character, that is, the chains are free to move apart 
when heat is applied or a solvent is present. Vinyl, acryl and styryl 
resins are typical thermoplastics and incidentally each is formed from 
a monomeric material containing the characteristic ethylene grouping 
CHa = C<. The properties of synthetic materials of the thermo- 
plastic type vary with the average chain length and distribution, and 
with the nature of any side groups which may be attached to the main 
hydrocarbon chains. The materials do not have sharp melting points 
as do more simple organic substances but soften gradually when they 
are warmed. Usually on further heating decomposition occurs to 
the monomeric form before any rapid flow point is reached. 

The molecules of thermosetting plastics are initially in chain-like 
form also, although the chains are generally much shorter in length 
than those of the thermoplastics. On heating, the material fuses and 
the chains become cross-linked sufficiently to give a permanent and 
rigid three-dimensional structure. In the case of a phenol-for- 
maldehyde resin the linkage between chains is directly through CH2 
groups (or according to some investigators through —O —CH2 or 
— CH2 —O — CkU-groups) and the force necessary to separate the 
chains is therefore high and of an order equal to that needed to break 
up any complex organic molecule. Infusibility and inability to go 
into solution are consequently the prominent characteristics of a 
phenolic resin in the heat-hardened form. In other materials belong- 
ing in this class the cross-linkage may be brought about through oxygen 
or sulphur atoms though the hardening action sometimes occurs 
more slowly. Certain oxygen convertible alkyd resins for example are 
particularly useful as organic finishes because they may be greatly 
hardened and in this case very much toughened by a baking process, 
the necessary oxygen for cross-linkage of the polymeric resin being 
absorbed from the surrounding air. 

The properties of the more modern materials including the phenol 
plastics, the cellulose derivatives and the ethenoid (vinyl, acryl and 
styryl) type plastics, have yet to be fully evaluated but certain elec- 
trical and mechanical characteristics of these materials have already 
resulted in their adoption to a greater or lesser extent in the telephone 
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plant. Phenol plastics have been employed in the molding of the 
regular telephone hand set, recent production being in excess of 
1,000,000 units per year. Cellulose acetate is widely used in foil form. 
Plastics in the form of synthetic organic finishes are used for protection, 
decoration and insulating purposes on apparatus and equipment. 
For the purpose of discussion, plastics in the telephone plant may be 
grouped as follows: 
1. Molding plastics. 
2. Sheet materials (phenol fiber, acetate foil, etc.). 
3. Synthetic organic finishes, adhesives and miscellaneous special items. 

Objectives of Ideal Telephone Plastics 

Telephone apparatus and equipment are not sold as consumption 
goods but the service rendered by it is sold to the subscriber. Good 
service means a minimum of breakdown due to replacement of mal- 
functioning parts, repairs and maintenance. High maintenance costs 
are inconsistent with the best service at the lowest cost. Uniformly 
high quality of materials throughout the economic life of the telephone 
plant is therefore essential. 

The molding plastics and sheet materials account for the bulk of the 
plastics used in the telephone plant and the objectives of these materials 
are similar enough to permit them to be listed together. There are 
given below the general and specific properties that must be considered 
in such materials when they are to be used in the telephone industry. 
The level of quality demanded in specific properties will obviously 
depend on the application. 

1. General requirements. 
a. Strength, hardness, toughness. 
b. Low density (to decrease mechanical inertia, aid manual use). 
c. Chemical inertness in air, or in contact with other materials. 
d. Resistance to humidity (minimum of swelling and shrinkage 

with variations of moisture content of the air). 
e. Ability to withstand temperature, heat and cold without too 

great impairment of strength and shape. 
/. Ability to reproduce die surface accurately and give good ap- 

pearance to finished part. 
g. Light stability. 
h. Relative non-inflammability. 
i. No odor, no harm to the skin. 
j. Resistance to insect attack. 
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2. Specific mechanical properties. 
a. Transverse strength. 
b. Impact strength. 
c. Cold flow. 
d. Shrinkage. 
e. Wear resistance. 
/. Machinability. 

3. Specific electrical properties. 
a. Insulation resistance 

1. as affected by humidity. 
2. as affected by light. 

b. Dielectric constant. 
c. Power factor. 
d. Dielectric strength. 

4. Moldability. 
a. Free flow at moderate temperature and pressure. 
b. Favorable setting characteristics. 
c. Short molding cycle. 
d. No tendency to stick to die. 
e. No abrasion of die surface. 
/. Minimum shrinkage in mold. 
g. Low bulk factor. 

5. Economic considerations. 
a. Low density materials preferred. 
b. Cost. 
c. Die life. 
d. Utilization of scrap. 
e. Molding cycle time. 
/. Trimming and finishing characteristics. 
g. Refinishing or maintenance. 

The objectives of an ideal plastic in the telephone industry depend 
upon the use to which the material will be put in the telephone plant. 
The material may be a structural member, an insulator, or both, and 
may be in the hands of the public or in a telephone exchange. AH of 
the above requirements need not be met but excellence in a majority 
of these properties is generally desirable. 

The Molding of Telephone Parts 

Molding involves consideration of (1) the molding compound (2) 
the die (3) the press (4) the heating and cooling system (5) method of 
ejecting part from mold (6) finning and trimming methods. Regard- 
less of the type of plastic, these Operations are necessary. 
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As to the molding compounds, the Bell System obtains from the 
suppliers whatever materials are needed and this is generally true for 
the industry. These range from the plain wood flour-filled phenolics 
to the various thermoplastics depending on the application. Exact 
compositions are seldom specified in order that the manufacturer be 
given all possible opportunity to exercise his ingenuity to produce 
satisfactory quality material. 

The die or mold is such an important item in the molding of a 
material that several points should be emphasized about it. The 
dies are always expensive. Every part is an individual design problem, 
involving flow of material in the cavity, use of inserts, opening and 
closing, the clamping of die parts under high pressures, and alignment. 
Everything possible must be done to reduce the complication of the die; 
eliminate inserts if possible, provide generous fillets, ample taper for 
removal of parts, and facilitate flow of the compound. The Bell 
System has found it advantageous to make most of its own dies. The 
conventional boring, milling and hobbing processes are used. Very 
little success has been had with other methods, such as casting with 
hard alloys. 

In spite of the expensive and time-consuming effort that must be 
encountered in designing and building a molding die, the finished die 
when properly used represents one of the most indestructible tools of 
modern manufacture. The parts are finished, require little or no 
surface treatment, the dimensions are accurate and sub-assembly 
operations may already be completed as the part emerges from the 
die. 

The dies used are of the three general types: the open or flash die, 
the closed or positive die, and the injection die. The open type con- 
sists of two parts which come together at a cutting edge or ridge that 
surrounds both halves of the die. Since this ridge or cutting edge 
must withstand the full pressure of the press it is usually about one- 
eighth of an inch wide. Flash dies are all relatively simple, readily 
loaded, and the charge need not be measured accurately, any excess 
being forced out as the two halves close until the cutting edges come 
into contact. Such molds may be used for any molding compound not 
requiring high pressure and which does not have high die shrinkage. 
Shellac-mica commutators (Fig. 1) are manufactured by means of a 
flash die. 

The positive type die consists of a plunger and a cavity shaped to 
produce the finished part. The plunger may aid in shaping the part. 
Only enough material is placed in the die to make the part. The ma- 
terial may be weighed in separate charges or preformed by a separate 
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operation. The cavity is loaded and the plunger forced down, forming 
the part. Multiple cavity molds cannot be loaded exactly alike and 
hence some provision must be made for the escape of excess material, 
forming a flash that must be subsequently removed. Such dies must 
be carefully designed so that the fin is located for easy trimming and to 
provide the best appearance. These multicavity molds are frequently 
called semi-positive molds to differentiate them from a truly positive 
mold where there is little flash. A typical telephone part made in a 
semi-positive mold is the handset handle shown in Fig. 2. 

Fig. 2—Mold for handset handle. 

The recently developed process of injection molding which consists 
in forcing plastic material through a nozzle into a completely closed die 
from an external compression chamber is also being used and promises 
to alter many of the present operations. Since the opening and the 
closing of the die are not related to the application of pressure, greater 
freedom of design is possible. Furthermore, since full pressure is not 
applied by this method until the die cavity is completely filled with 
material, the material already in the die tends to support inserts and 
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hold them in their true position. Hence more delicate inserts are 
possible by this method of manufacture. Since the material is en- 
closed in an auxiliary pressure chamber and is not exposed to the 
atmosphere, greater freedom from room dust is possible, rendering 
this method ideal for colored plastics. A terminal block used to 
terminate the subscribers telephone cord is made from thermoplastic 
molded cellulose acetate compounds as shown in Fig. 3. 

Finishing and trimming methods are largely determined by the 
design and the class of service required of a molded part. In the case 
of the injected cellulose acetate terminal block mentioned above the 
gates are trimmed off by a simple trimming punch and the scrap is 
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Fig. 3—Terminal block. 

reused. This part is covered in service and the appearance of the 
block is therefore not a major factor. 

The telephone handset, since it is in the hands of the public, must 
be carefully finned for two reasons: (1) to avoid surface roughness 
and (2) to provide good appearance. The handset handle was orig- 
inally ground along the fin left by the semi-positive mold and then 
buffed. The operation was not only expensive but tended to grind 
off a large portion of the surface of the handle. This removed the 
resin-rich surface and tended to expose the filler of the phenol plastic 
molding compound, thus reducing the appearance life of the handle. 
The more recent product of the Bell System is being grooved along 
the die parting line. This removes the fin, a minimum of the resin- 
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rich surface and does not detract from the appearance of the handset. 
Automatic grooving machines were developed for this purpose. Figure 
4 shows a grooved handset handle. 

It has been found necessary to pay close attention to the design in 
order that die parting lines, ejector pin marks, gate marks and the like 
will appear at points where they may be readily eliminated by simple 
trimming and grooving operations, or where they may be left without 
objection to appearance or function of the part. 

Fig. 4—Grooved handset handle. 

General Test Methods and Requirements 

The most satisfactory test is one that can be applied to the finished 
part to measure the ability of that part to perform its function satis- 
factorily in service. This ideal is seldom realized, not only because of 
the difficulty of defining the service requirements but of finding tests 
that are wholly representative of service conditions. It is customary, 
therefore, to apply a series of tests whose sum total will approach the 
ideal as nearly as practicable. Molded organic plastic parts are 
different from parts made from most other materials in that the 
molding process may modify them and render them quite different 
from the raw material. In the case of thermosetting compounds 
this is particularly true. 

Tests are in the main applied, therefore, to a molded part of repre- 
sentative specimen of the fabricated material. In the telephone plant 
the items that are of most importance are strength, both transverse 
and impact, permanence of form, appearance, effect of moisture and 
drying on swelling and shrinkage, insulation resistance, electrical 
breakdown potential, and reaction on adjacent materials. Methods 
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of making all of these tests have been worked out and are supplemented 
by apparatus tests made on the manufactured product. 

There is no known test that will measure completely the quality 
of a phenol plastic part and it is necessary to resort to the expedient 
of testing standard bars molded under specified conditions. Five bars 
are molded in a positive type die as shown in Fig. 5. The step arrange- 
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Fig. 5—Specimen mold and bars. 

ment provides for flow within the die similar in many respects to the 
molding of actual parts. The test bars provide transverse or flexural 
strength, impact insulation and cold flow test specimens. The methods 
used, whenever possible, are those of the American Society for Testing 
Materials. 
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The cold flow test is specially designed to note the distortion of 
materials which in service are under pressure, such as spring pileups, 
inserts and apparatus in the form of banks and terminal blocks. The 
specimen which is X X K" in size is first conditioned at 150° F. 

m w- 

Fig. 6—Impact machine. 

for 4 hours and then to 90 per cent R.H. and 85° F. for 68 hours to 
permit absorption of moisture. It is then held under 4000 lbs. per 
square inch^for 24|hours at 120° F. ± 1° and the percentage change in 
thickness determined. 
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Typical Applications of Thermosetting Plastics 

Phenol Plastics 

A typical phenol plastic telephone part is the handle for the handset. 
This part is molded in a multiple semi-positive die of the kind de- 
scribed above. 

In addition to the laboratory tests on the raw material, samples of 
the molded handles must withstand a dropping test. After being 
conditioned, handles representative of a given lot are equipped with 
transmitters and receivers and dropped down a nearly vertical chute 
to strike on a steel block. The test is made by dropping first at 36 
inches and then increasing the drop in increments of 2" until the handle 
breaks.1 Normal product handles will withstand a drop of 55 inches 
on a steel block without failure. 

The electrical properties of phenol plastic compounds are adequate 
for most uses in the telephone plant. Two grades are recognized, 
however, the mechanical and the electrical. Fully 90 per cent of the 
uses involve the mechanical grades. For certain high-frequency in- 
sulation purposes special mica-filled phenol plastics are used in place 
of the regular wood and cotton filled varieties. 

One of the outstanding disadvantages of a phenol plastic is the 
ease with which it carbonizes on exposure to electrical arcing. For 
this reason phenol plastic compounds have only a limited use for com- 
mutators and similar applications. However, in addition to handsets 
they have proved of value for mouthpieces, receiver cases, subset 
housings, non-magnetic coil forms, coil cases, jack mounting blanks 
and terminal blocks. 

Phenol Fiber 

Phenol fiber for telephone apparatus is made of alpha cellulose 
paper, Kraft paper and rag paper by the usual impregnation with a 
suitable phenol resin varnish and lamination of a number of sheets 
under heat and pressure. The most important requirement for the 
paper is that it shall be pure, clean and free from electrolytes. The 
paper is carefully tested for chlorides, conductivity of water extract 
and for alcohol soluble materials. Several grades of phenol fiber are 
necessary to meet the requirements, some of which are largely me- 
chanical and others electrical. 

The principal tests for phenol fiber are cold flow and shrinkage, 
insulation resistance, corrosion tendency, arc resistance, transverse 
strength and impact. Arc resistance applies to the case where wiping 

1 "The Impact Testing of Plastics," Robert Burns and Walter W. Werring, Proc. 
A.S.J.M., 19, Vol. 38, 1938. 
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contacts cause an arc to flash across the surface of the phenol fiber. 
This is a condition peculiar to telephone apparatus and a special test 
has been designed which simulates service conditions. An insulator 
cam (see Figs. 7 and 8) is prepared as the test specimen. The cams 
are rotated at a speed of 10.5 to 11.5 revolutions per minute. Two 
metal cams are attached concentrically with each surface of the phenol 
fiber cam. Attached to a brush that wipes over the cam tensioned to 
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Fig. 7—Arc resistance test cam. 

a pressure of 60 grams is a circuit containing 5^ counting relays which 
supplies a severe inductive load. This is representative of a severe 
service condition. Failure is indicated when tracking of carbonaceous 
material shorts a cam segment the distance of 15° or when the 1/32" 
thick material is punctured, and the test is then stopped automatically. 
A good grade of fiber will resist over 1,800 revolutions whereas a poor 
grade will fail in 4 to 100 revolutions. 
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Phenol Fabric 

Phenol fabric is similar to phenol fiber except that it is made with 
fabric instead of paper. It is generally used for its mechanical strength 
since its electrical properties are inferior to fiber. Phenol fabric is 
used in tools where high strength and resistance to impact and bending 
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are necessary, in terminal plates, cable terminals, gears and in general 
where phenol fiber does not have suitable structural properties. 

Urea-Formaldehyde Plastics 

Condensation products made from urea and formaldehyde have 
attractive possibilities as thermosetting plastics. Relatively light- 
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fast colored parts with porcelain-like surface luster are possible with 
these materials. The molding cycle is slightly shorter than for phenol 
plastics and the material at first is somewhat more fluid. Tight molds 
are therefore necessary in order to get sufficient pressure. 

The principal difficulty with urea-formaldehyde plastics has been 
that on exposure to heating and cooling or humidification and drying 
cycles, there is a tendency toward cracking, particularly at changes in 
section and around inserts. Molded into uniform thin sections with- 
out inserts they are reasonably satisfactory plastics. 

At present there are practically no urea-formaldehyde plastics em- 
ployed in telephone apparatus because the wide continental climatic 
conditions and exacting requirements will not permit their use. Re- 
cently there have been improvements made from a stability stand- 
point and it is believed future application may be found for these 
plastics, particularly in view of their color permanence. 

Applications of Thermoplastic Materials 

Cellulose Acetate 

The principal use of cellulose acetate is for interleaving in coils. 
Various relay coils are made of layers of cellulose acetate over which a 
layer of enamel coated copper wire is wound. Layer upon layer of 
wire and acetate sheet form a coil. These are then assembled on a 
core and spoolheads attached. One of the phenol fiber spoolheads 
has a surface coating of cellulose acetate and the winding is pressed 
against this spoolhead and dipped in acetone. This dissolves or 
softens the exposed edges of acetate and the whole coil is firmly secured 
to the spoolhead. 

Cellulose acetate is used for this purpose since it is practically inert 
as regards corrosion of the fine copper wire in contact with it and in 
this respect it is superior to any known material. It is permanent, 
reasonably fireproof and has high insulation resistance. Two grades 
of cellulose acetate sheet are used in telephone practice. These are 
the window grade used as a window or covering over designations and 
an electrical grade for coil use. The principal tests for the electrical 
grade are insulation resistance, shrinkage, and resistance to burning. 

The principal use of molding grade of cellulose acetate is for the 
terminal block (Fig. 3) mentioned above. Here the application is 
mainly structural since it has more than adequate electrical insulation. 
Another application for cellulose acetate is a test strip where a surface 
layer of acetate over phenol plastic avoids carbonization of the latter. 
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A crylate Resins 

The clear water-white plastics derived from the polymerization of 
the esters of acrylic and methacrylic acid are at present being used 
only for windows, viewing lenses on designation strips and other optical 
uses in telephone apparatus. This is a new plastic and applications 
will no doubt develop in time, taking advantage not only of color but 
of the mechanical and electrical properties and insensitivity to moisture. 

Vinyl Resins 

Vinyl acetate and vinyl chloride polymers and co-polymer products 
form interesting thermoplastic resins. Their use in communication 
work has been limited so far to phonograph records, where the resist- 
ance of the co-polymer to warping due to humidity and the superior 
wear resistance of the plastic have been the important factors. The 
advantage of non-inflammability imparted by chlorine is more than 
offset by the acidic nature of the fumes given off from vinyl chloride 
polymers when heated or burned and this has discouraged use of these 
materials in the telephone plant. 

Polystyrene 

There have been no important commercial applications for poly- 
styrene as yet in Bell System telephone communication although much 
experimentation is being carried on with polystyrene plastic. The low 
electrical losses of this material make it of special interest in high- 
frequency work but its mechanical properties have not been satis- 
factory. In Germany and Italy it is reported that polystyrene has 
been employed as an insulating plastic in various cable structures for 
experimental and commercial use. However, in this country the 
spacing insulators for the coaxial cable from New York to Philadelphia 
have been made of a special grade of hard rubber which has proved to 
be a tougher material for the purpose.2 

Synthetic Coatings 

An important application of synthetic organic materials in the tele- 
phone plant is in the finishes that are put on Bell System apparatus. 
There are three major reasons why such finishes are needed—(1) for 
the improvement in appearance of certain fabricated parts, especially 
the exposed portions of subscriber station apparatus, both in private 
homes and public places, (2) for the mechanical and chemical protec- 

2 "Systems for Wide-Band Transmission over Coaxial Lines," L. Espenschied and 
M. E. Strieby, Bell Sys. Tech. Jour., October 1934; and Elec. Engg., Vol. 56, 1937. 
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tion of the underlying structural material which is usually a metal, 
and not infrequently, (3) for electrical insulation purposes. Other 
minor reasons for finishes exist on special apparatus. Many parts are 
fashioned from such metals as steel, brass, aluminum and zinc alloys. 
After such practices as punching and die casting the surfaces of these 
parts are left in an unsightly condition, and furthermore unless pro- 
tected, they may soon begin to corrode. In certain cases electroplated 
finishes may be employed to advantage, but- organic finishes, because 
of their low cost and ease of application, find wide use. A good organic 
finish for telephone apparatus must not only have a lasting decorative 
value but must also protect the parts against the great variety of 
conditions to which the apparatus is exposed. 

For example, the common black finish which is applied to various 
parts of subscriber station apparatus, such as the zinc alloy handset 
mounting, coin collector boxes and metal bell boxes must be suffi- 
ciently tough and adherent to withstand perspiration, impact and 
severe abrasion. Rigorous tests have been applied to find the most 
durable finishes for such parts. They must maintain their appearance 
so as to harmonize with the smooth molded black phenol plastic parts. 
Advantage has been taken of the recent improverpents in synthetic 
resin finishes and a modified alkyd resin vehicle has been employed 
in the present black enamel. A thorough baking is given to the enamel 
which results in a more durable finish for telephone apparatus than the 
former black japan. 

There are a number of applications for synthetic finishes where 
corrosion protection is important from the standpoint of the proper 
functioning of the apparatus. The aluminum diaphragms in marine 
and aviation loud speakers and in sound power instruments are pro- 
tected by a baked finish containing a heat-hardening phenolic resin 
vehicle into which is incorporated a chemically inhibitive pigment. 

The familiar olive-green finish applied to the metal lining of tele- 
phone booths is also a synthetic finish. This coating is often subjected 
to unusual service conditions which only a modern type of finish can 
withstand. Advantage is also taken of the high initial reflectivity 
and the retention of light reflection of certain alkyd resins and these are 
used in the white booth head-lining enamel. Synthetic finishes are 
generally specified for the finishing of Bell System trucks, etc. 

Other applications of finishes include lacquers and wrinkled enamels. 
A recent interesting development has been the use of ethyl cellulose 
dipping lacquers to form a continuous, fairly thick, envelope around 
small telephone parts such as resistances, condensers and the like. 
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This frequently eliminates a potting operation and provides an ex- 
cellent mechanical protection for the parts. 

The employment of organic coatings for insulation purposes is 
another important application deserving mention. In general the 
conditions in the telephone plant are not such as to demand resistance 
to very high voltages. Millions of feet of copper wire receive a baked 
clear enamel coating applied in multiple thin coats to assure maximum 
flexibility and uniformity. Carefully chosen pigmented alkyd baking 
enamels are used in exchanges as insulating finishes for various hooks, 
bars and other small parts of the metal framework upon which the ex- 
change wiring is tightly and compactly fastened and from which elec- 
trical insulation is needed. 

An appreciable amount of clear cellulose acetate lacquer is at present 
used on switchboard wire. This is applied as a thin coating of a 
specially plasticized lacquer over a layer of textile insulation, the latter 
being colored in various ways for ready identification. The require- 
ments of a good lacquer coating material for switchboard wire are 
chiefly (1) low cost, (2) reasonably good insulation, even under pro- 
longed high humidity conditions such as occur during the summer 
months in many parts of the country and (3) good transparency so as 
not to alter the identification colors on the textile serving. Smooth- 
ness, flexibility, inflammability and corrosion hazard are other important 
factors that receive consideration. 

A synthetic plastic which has recently found a small but important 
place in the telephone plant is polybutene. When coated on fabric 
this plastic has given an excellent membrane material for a ne\v type 
of handset transmitter. It is dust and moisture-proof, light in weight, 
flexible and alkali resistant, not impairing in any way the acoustical 
properties of the instrument. 

Synthetic Resins as Adhesives 

A growing use for synthetic resins in the telephone plant is in the 
form of adhesives. The amount of material consumed in this way is 
not large but the applications are frequently important from the stand- 
point of the functioning of the apparatus as well as from the economies 
involved. The older kinds of adhesives such as casein and animal 
glue are still employed for joining together various large parts (es- 
pecially wood, as in cabinet work, etc.) but they are brittle and gener- 
ally unsatisfactory in the assembly of small light parts (metal, phenol 
fiber, ceramic, etc.) such as go into special communication apparatus. 
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The trend in the design of most apparatus has been toward smaller 
lighter parts and at the same time toward more rapid assembly. 
Synthetic resin adhesives are aiding this trend by avoiding in various 
places the dependence upon bolts, screws and similar mechanical 
locking devices. Proprietary resin-cellulosic lacquer adhesives and 
vinyl and acrylate polymers are proving of value because they give 
strong tough joints that are affected but little by moisture and are not 
apt to give trouble from corrosion or growth of mildew. The use of 
these materials for assembling parts in a thermoplastic manner looks 
particularly encouraging. When the surfaces which are to be joined 
are carefully cleaned, then primed with an air-dried coat of a suitable 
thermoplastic resinous adhesive and finally molded together under 
heat and pressure, tensile strengths of several tons per square inch 
are possible between the joined parts. Synthetic resin cements and 
adhesives are employed in the construction of the handset transmitter, 
moving coil microphones, loud speakers, switchboard lamps, vacuum 
tubes and the wood veneer of telephone booths. 

Conclusion 

Many important applications of plastics have been made in the 
telephone field. These have sprung from the economies of design, 
methods of fabrication, as well as from the excellent serviceability of 
the molded plastic products. It might be well to emphasize again the 
chief limitations of present day plastics which have prevented wider 
use. When exposed to outdoor conditions which involve the effect of 
temperature and sunlight, many plastics, particularly the newer 
thermoplastic materials, are revealed to be insufficiently permanent 
for telephone use with respect to the physical and chemical character- 
istics associated with color, distortion at elevated temperatures, 
surface deterioration due to action of sunlight and brittleness at 
moderately low temperatures. 

Modern trends in stylized designs make it necessary to take ad- 
vantage of the molding art in order to achieve good ornamentation. 
This will probably result in the use of plastics on surfaces exposed to 
light. The effect of light is not confined to direct sunlight for it has 
been found that daylight filtered by ordinary window glass for long 
periods will cause reduction in surface electrical resistance of plastics. 
In fact, the effect of light seems to be over a rather broad range of the 
spectrum, becoming intensified as the ultra-violet range is approached. 
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A few of the new thermoplastics are quite inflammable, a charac- 
teristic that will be a serious handicap to their extended use in ex- 
changes and other locations where a fire might disrupt the service of a 
whole community. 

There are still certain weaknesses of organic finishes with respect to 
impact abrasion, perspiration and moisture penetration, although there 
have been great advances made in this field in recent years. 



The Dielectric Properties of Insulating Materials, III 
Alternating and Direct Current Conductivity 

By E. J. MURPHY and S. O. MORGAN 

This paper deals with the variation of a-c conductivity with 
frequency and with that of apparent d-c conductivity with charg- 
ing time for dielectrics exhibiting anomalous dispersion (i.e., 
having dielectric constants which decrease with increasing fre- 
quency). The a-c conductivity of a dielectric exhibiting simple 
anomalous dispersion approaches a constant limiting value as 
the frequency increases. The discussion shows that yx possesses 
properties similar to those of the conductivity due to free ions, 
although in most cases it depends upon the motions of polar mole- 
cules or bound ions. It is also shown that the apparent conduc- 
tivity for constant (d-c) potential approaches an initial value as 
the charging time is diminished. This initial conductivity 70 is 
demonstrated to be equal to the limiting value of the a-c conduc- 
tivity attained at high frequencies (700). a relationship which 
simplifies the description of the behavior of dielectrics exhibiting 
simple anomalous dispersion. Dielectrics possessing the property 
of anomalous dispersion then have two conductivities: one is due 
to local motions of polar molecules or bound ions; the other is due 
to the migration of free ions to the electrodes. 

Both 70 and refer to methods of measurement. It is to be 
noted that in many non-homogeneous dielectrics, especially those in 
which one part is of much higher resistivity than the remainder, 
both 70 and y^ may be a measure of a free ion conductivity. As 
the equality of 70 and y^ is independent of the nature of the 
polarization responsible for them, experimental agreement between 
a-c and d-c measurements cannot be used to distinguish whether 
the dielectric loss in a material is due to polar molecules, to bound 
ions, or to free ions present in a non-homogeneous dielectric. How- 
ever, in homogeneous dielectrics 70 (or 700) is a conductivity due to 
polar molecules or bound ions. 

HE preceding paper 1 dealt with the dielectric constant, showing 
mainly how it varies with the frequency of the applied alternating 

voltage for those dielectrics which behave in the simplest manner, and 
indicating the general character of the structural features responsible 
for this behavior. The discussion is extended here to the conductivity, 

1 Murphy and Morgan, B. S. T. J., 17, 640 (1938). 

Introduction 
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which is not less important than the dielectric constant as a property 
of an insulating material. Though general aspects of the conductivity 
will be described for the sake of completeness, we wish mainly to show 
that materials which possess the property of anomalous dispersion 
may be considered to have two quite definite conductivities: one of 
these is the ordinary d-c conductivity due to free ions or electrons; 
the other is a special value of the a-c conductivity which will be dis- 
cussed in this paper. We believe that the recognition of the existence 
in many materials of two conductivities instead of one is of considerable 
advantage, particularly in interpreting the behavior encountered in 
direct-current conductivity measurements on insulating materials, a 
subject upon which there has existed a considerable divergence of 
opinion. 

The measurement of the direct-current conductivity of an insulating 
material is usually complicated by the fact that the current which 
flows when a constant potential is applied does not remain constant 
but decreases with time. The meaning of this variation of the current 
is open to more than one interpretation. Some investigators consider 
that its final value, approached asymptotically, and perhaps not closely 
approximated until a constant potential has bfeen applied for an hour 
or more, is the proper basis for the calculation of the true conductivity 
of the material. Other investigators, notably Joffe, consider that the 
current/time curve should be extrapolated toward the instant of 
applying the voltage in order to obtain the proper value of the current 
to use in calculating the true conductivity. On this account the terms 
initial conductivity, final conductivity and true conductivity frequently 
appear in papers on the conductivity of insulating materials. While 
it has been usual to take either the initial or the final conductivity as 
the true conductivity, rejecting the other, it is shown here that with 
certain exceptions both conductivities are true conductivities in the 
sense that they are independent properties of the material having a 
different, though related, physical significance. 

The relationships which will be brought out here depend in an 
essential way on the nature of the variation of a-c conductivity with 
frequency for materials which possess the property of anomalous dis- 
persion. The a-c conductivity of a dielectric exhibiting simple anoma- 
lous dispersion increases as the frequency increases until the frequency 
is high as compared with the reciprocal of the relaxation-time; it then 
approaches asymptotically a constant limiting value. It is shown 
here that this limiting value of the conductivity, which will be referred 
to as the infinite-frequency conductivity, is a true conductivity of the 
material, analogous to the ordinary d-c conductivity, and that it is 
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equal to the initial conductivity obtained by extrapolating the ap- 
parent d-c conductivity towards the instant of applying the measuring 
voltage. We believe that this relationship considerably simplifies the 
description of the meaning of certain types of measurements upon 
dielectrics. 

In spite of the fact that several terms are already used to distinguish 
different conductivities, there remains some ambiguity in the meaning 
of these terms. For example, the physical meaning of the term d-c 
conductivity when applied to a dielectric is vague. Moreover, it will 
be evident in the later discussion that the initial conductivity will 
depend upon free ions for some materials and upon polar molecules for 
other materials. To avoid this confusion we have found it convenient 
to use two terms which refer to the nature of the conduction processes 
rather than to the method of measurement: these are free ion conduc- 
tivity and polarization conductivity. The first is the ordinary conduc- 
tivity due to the drift of free electrons or ions to the electrodes; the 
second is a conductivity determined by the energy dissipated as heat 
by the polarization currents in the dielectric. The latter bears the 
same relation to the neutral polarizable aggregates in the material, 
which carry the polarisation, currents, as does the free ion conductivity 
to the free ions in the dielectric. The terms free ion conductivity and 
polarization conductivity, or some other terms having approximately 
the same meaning, are essential to the discussion as they refer unam- 
biguously to two distinct properties of the material, while the terms 
initial, final, true, infinite-frequency, a-c and d-c conductivity all refer 
to different methods of measuring these two properties of the material. 

The current flowing in a dielectric to which a constant potential is 
applied often decreases with time for periods of the order of a few 
minutes or longer measured from the time of applying the potential. 
This decreasing current is variously referred to as a residual charging 
current, an absorption current, an anomalous conduction current or an 
irreversible absorption current, depending upon the interpretation given 
to the phenomenon. We have already indicated that these residual 
currents complicate the measuring technique in the determination of 
the d-c conductivity of insulating materials. The most definite kinds 
of residual currents are those which are simply a manifestation of the 
structural characteristics which give rise to anomalous dispersion of the 
dielectric constant. These residual currents and the residual charges 
associated with them will be referred to here as the direct-current 
counterparts of anomalous dispersion to indicate that they are not 
independent properties of the material, but necessary requirements of 
the existence of anomalous dispersion occurring at sufficiently low 
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frequencies. The information obtainable from the study of such 
residual currents is the same in kind as that obtainable from the study 
of dielectric constant and conductivity by means of alternating cur- 
rents; the residual phenomena, however, provide data regarding 
polarizations having relaxation-times which are too long for convenient 
investigation by alternating current methods. Residual currents of 
this kind have no significance in principle which is different from that 
of low-frequency a-c measurements. 

Conductivity and Dielectric Loss 

The conductivity of a material is usually thought of as a property 
which depends upon the ease with which electric charge can be trans- 
ferred through the material by the application of an electric field, 
though it is recognized that a dissipation of electrical energy as heat 
occurs in the material through which the current is passing. In these 
terms we think of the conductivity as a quantity proportional to the 
current per unit voltage gradient, which in turn is proportional to the 
number of charge carriers, their mobility, and the magnitude of the 
charge borne by each carrier. For conductors it does not matter 
whether we define the conductivity, 7, as the factor by which the 
voltage gradient, E, must be multiplied to give the current density, 7, 

I = tE (1) 

or as the factor by which the square of the voltage gradient must be 
multiplied to give the heat, W, developed per second in a unit cube of 
the material,2 

W = IE = 7E2, (2) 

for the heat developed by a given voltage is proportional to the current, 
no matter of what material the conductor is composed. This is due to 
the fact that the energy obtained by the moving charges from the 
applied electric field is dissipated continuously to the surrounding 
molecules or lattice structure as heat, and the electrons or ions then 
drift with constant average velocity in the direction of the applied 
field, developing heat at a rate proportional to the current. 

However, the proportionality between current and heat developed 
which is characteristic of conductors does not obtain in dielectrics. 
When an alternating current flows in a dielectric it dissipates some 
electrical energy as heat; however, the amount is generally much 
smaller than would be dissipated by an equal current flowing in a 

2 Cf. for example, Mason and Weaver, "The Electromagnetic Field," Chicago 
(1929), p. 233. 
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conductor and, unlike conductors, the ratio of heat developed to current 
flowing varies with the material. This is due to the fact that most of 
the current flowing in a dielectric under ordinary conditions is a 
polarization current, or rather a sum of several polarization currents of 
different types, and in general a polarization current dissipates less 
energy as heat than an equal current flowing in a conductor. In fact 
a part of the current flowing in a dielectric—the optical polarization 
current—passes through the dielectric material without developing 
any heat in it at the ordinary frequencies of electrical transmission. 
Electrical energy can be transmitted through a good dielectric in a 
suitable range of frequencies with very little loss; in other words, the 
dielectric is transparent to currents which have a suitable frequency of 
alternation. In these circumstances the conductivity of the material 
as measured on a bridge would be very small though the current density 
per unit voltage gradient might be quite large. Evidently, then, the 
view of conductivity as simply a measure of the ease of transfer of 
electric charge through a material is not in general suitable for ap- 
plication to dielectrics. 

The fact is that the complex conductivity represents the ease of dis- 
placement of electric charge in a dielectric while its real part (i.e., the 
a-c conductivity as measured on a bridge or equivalent measuring 
device) is the quantity to which the rate of heat development in the 
material is proportional. Therefore, in dealing with alternating cur- 
rents flowing in dielectrics it is usually more convenient to regard the 
a-c conductivity as the factor which determines the rate of dissipation 
of electrical energy as heat in the material, rather than as a quantity 
which is proportional to the current density per unit voltage gradient 
or to the ease of displacement of electric charge in the material. In a 
later part of the discussion, however, it will be shown that the limiting 
high-frequency value of the a-c conductivity may be thought of as 
representing ease of displacement of electric charge, too, as in a 
conductor. 

The heat developed in a dielectric by polarization currents is called 
dielectric loss and is analogous to the Joule heat developed by free 
electrons or ions in a conductor; however, it is a property of neutral 
aggregates of particles, such as polar molecules, rather than of free ions. 
In the case of a polarization due to polar molecules, for example, the 
equilibrium distribution of the orientations of the molecules is slightly 
changed by the application of an electric field. The dielectric constant 
depends upon the difference between the distribution of orientations 
with and without the applied field, while the dielectric loss represents 
the part of the energy of the applied field which is dissipated as heat 
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because of the "friction" (i.e., the molecular equivalent of macroscopic 
friction) which the molecules experience as they change from the one 
equilibrium distribution of orientations to the other. Evidently, the 
dielectric loss may be quite as characteristic of the structure of the 
material as is the dielectric constant. 

In an ideal insulating material there would be no free ion conduction, 
but in actual materials there are some free ions or electrons and these 
produce Joule heat as they drift towards the electrodes in the applied 
field. The total heat developed is the sum of the dielectric loss and 
the Joule heat; and, as the latter is proportional to the d-c or free ion 
conductivity, the dielectric loss is proportional to the total a-c conduc- 
tivity (as measured on a bridge for example) less the d-c conductivity. 

To give the discussion a more concrete basis, let us consider a di- 
electric which has a dielectric constant t and a loss-factor e" (or in 
other words which has a complex dielectric constant e' — it"). Let it 
be contained in a parallel-plate condenser having a plate separation 
of d centimeters, and area A cm2 for one surface of one of the plates. 
If a potential difference V is maintained between the plates of this 
condenser, a charge q per unit area will appear on either plate and a 
polarization P will be created in the dielectric. The current flowing 
in the leads to this condenser is Adq/dt, if we assume for the present 
that the conductivity due to free ions may be neglected. The conduc- 
tivity is then given by 

- = (3) 

where E = V/d. The charge q can be calculated from the dielectric 
constant of the material by means of relations which are provided by 
the general theory of electricity, namely 

eE = D, (4) 

D = E + AirP, (5) 

D = Airq (for a parallel-plate condenser). (6) 

So (3) becomes 
„ _ rfg _ J_ dD _ e d V 

~ ~dt~ A* dt ~ And dt ' K ' 

where all of the electrical quantities are expressed in electrostatic 
units. When the applied potential is alternating, V may be expressed 
as the real part of F = IV"', where Fo is the amplitude. The di- 
electric constant may then be written as the complex quantity t — it", 
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as shown in the preceding paper. The current density in the dielectric 
is then 

(8) 

= + (8o) 

= (7' + m 

where y' = e"a>/47r and y" = e'co/4T. It is evident that y' + iy" (= y) 
is the complex conductivity. 

The dielectric constant and conductivity for alternating currents 
are determined by measurements, made with bridges or by other 
means, which give the admittance or impedance of the condenser con- 
taining the dielectric at the particular frequency at which the measure- 
ment is made. This admittance 3 may be expressed in terms of the 
equivalent parallel capacitance (Cp) and conductance {Gp) and an 
alternative expression for (8) is then 

dq = 0.9 X 10" (G + iCjjw) (9) 

at A 

where Gp is expressed in mhos (or reciprocal ohms) and Cp in farads 
and 0.9 X 1012 is the ratio of the farad to the electrostatic unit of 
capacitance and also of the mho to the e.s.u. of conductance. 

By comparing (9) with (8), (8a) and (85) we obtain expressions for 
y', e" and e' in terms of the quantities CP and GP as directly measured 
on a bridge or similar arrangement. However, the expressions ob- 
tained are briefer if we make use of the fact that, when expressed in 
farads, the capacity Co of the empty condenser is 

Co = Aird X 0.9 X 1012" (10) 

Then it is evident that 

e' = Cp/Co, (11) 

e" = Gp/Coco, (12) 

y' = GpMttCo (13) 

= e'V47r = e'7/2. (13a) 
3 Measurements on a series bridge give directly the equivalent series resistance 

R, and capacitance C,. These data can be converted into equivalent parallel con- 
ductance and capacitance by the general relationships 

r g- c _ "2R-C-2 
Lp~ 1 + (ioR.C.)2 ' p 1 + (UR.C.)2 
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In equations (11) to (13a) e', e" and 7' are expressed in e.s.u., while 
Cp and Co are expressed in farads and Gp in mhos. The substitution 
of the frequency,/, for u in (13a) depends upon the fact that / = 2x60. 

While it is usual to express e' and e" in e.s.u., it is more convenient 
for most purposes to have 7' in the units ordinarily used for specific 
conductance: thus when expressed in ohm-1-cm-1 

_ *7 
7 4x X 0.9 X 1012 1.8 X 1012 ' 

8.85 X 10-2 ~ _ d r 
— "p tjp — A ^P' L-o mmf 

where Co mmf is the capacitance in micromicrofarads. 
By expressing equation (8) in the equivalent polar form certain 

quantities appear which are closely related to 7', e' and t" and which 
are commonly used in describing the characteristics of dielectrics. 
The polar form is 

7 = Toe1", 

where 70 = + y"2)112, a quantity which is a measure of the 
amplitude of the complex current in the dielectric for unit voltage 
gradient, while 0 = tan-1 y"ly' is its phase angle. It is customary 

to use the loss angle which is defined as ^ — 0 ^ = 5, rather than the 

phase angle in the description of dielectric properties. It is evident 
that 6 = tan _1 y'/y" = tan-1 e'/e' and that 

tan 8 = Gp/CpU. (15) 

Similarly, the power factor is given by 

cos 0 = 7,/(t'2 + t"2)1'2 

= e"/{e'2 + e"2)1'2 = GP/{GP
2 + C^co2)^2. (16) 

When the current given by (8) is multiplied by the voltage, Eo cos cj/, 
we obtain the instantaneous power, and from this the mean power W 
can be obtained by integration over a whole number of half periods. 
We then obtain 

# per second =7' ((I) = ^ (16") 

and 

W per cycle == y 

(14) 

(14a) 
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This demonstrates the statements made earlier that 7' is proportional 
to the heat developed per second and e" to that developed per cycle in 
the dielectric. In the above equations W is in ergs per second or per 
cycle when E0, 7', and e" are in e.s.u. 

It can be seen from equation (8) that the total current flowing in the 
dielectric has a dissipative and a non-dissipative part: e' is proportional 
to the non-dissipative part, and e" to the dissipative part. The loss- 
angle, e"/e', may be interpreted as the ratio of the dissipative to the 
non-dissipative current and the power factor as the ratio of the dissi- 
pative current to the total current. 

The Frequency-Dependence of Conductivity 

When the dielectric with which we are dealing possesses the property 
of anomalous dispersion, the expression for the loss factor e" as a 
function of frequency is 

„ (eo - e^cor 
1 + a)2r2 (17) 

as was shown in the preceding paper. Substituting this expression 
for e" in (14) we obtain: 

7 = 
e^co 1 (to — eM)a)2r 
47r 47r 1 + W2T2 (18) 

1 (e» - e-)MV (18c) 
4x X 0.9 X 1012 1 + a)2r2 

where 7' is expressed in e.s.u. in (18) and in ohm-1-cm-1 in (18a), and 
to is the static dielectric constant, eM the infinite-frequency dielectric 
constant and r is the relaxation-time. 

Differentiation of (18) with respect to frequency shows that 7' has 
no maximum when plotted against frequency; the conductivity of any 
dielectric to which {18) applies should always increase with frequency, 
where it changes at all. On the other hand, differentiation of (17) with 
respect to co shows that the dielectric loss-factor has a maximum which 
occurs when cor = 1. The dielectric constant e' is given by 

and it will be seen that it shares with the conductivity the property of 
having no maximum when plotted against frequency. In Fig. 1 
schematic curves are drawn which show the differences in the frequency 
dependence of 7', e" and e' for a material having an absorptive polariza- 
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tion of relaxation-time r. The conductivity goes up as the dielectric 
constant goes down, as if the one were being transformed into the other. 

The most interesting feature of (18) is that as the frequency in- 
creases 7' approaches a limiting value, and that this limiting value, 

ORIENTATIONAL 
OR BOUND ION 
POLARIZATION (a 

OPTICAL 
POLARIZATIONS 

yCX>= 4trT^ IN E-S-U- 
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1 
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V" _ eO-GCO / 
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Fig. 1—Schematic diagram comparing the frequency dependence of dielectric 
constant (e'), loss factor (e") and conductivity (7'). This applies to a polarization 
having a single relaxation-time (r). The frequency in cycles per second is u/lir. 

which will be designated as 7^, has the value 

- 
fo fa 

«0 Co 
47r X 0.9 X 1012T ' 

(20) 

(20a) 

where (20) gives 7* in e.s.u. and (20a) in ohm-1-cm 1. The con- 
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the dependence of conductivity on frequency in terms of the displace- 
ment and velocity of a single bound ion. As we are not concerned 
here with very high frequencies, we may employ the abbreviated 
equation of motion given in equation (17) of the preceding paper to 

AMPLITUDE OF DISPLACEMENT, 5 ,OF ION 
IN AN IMPRESSED FIELD, F = Fq COS Ujt 

A- LOW FREQUENCY (UJ«T~I) 
€'=€0 y'-o 

-SI- 

B-INTERMEDIATE FREQUENCY (UJ=T ') 
J. 
2 I I 

-is,- ■-fes, 

C-HIGH FREQUENCY (uJ»T"1) 
e'^co, y'- rco 

S«Si 

DISPLACEMENT OF ION FROM EQUILIBRIUM POSITION 0 

Fig. 3—The mechanism of anomalous dispersion illustrated by a simple model. 

The model consists of a single bound ion. The potential energy of this ion in- 
creases when it is displaced from its equilibrium position 0. The ion also experiences 
a frictional force proportional to its velocity, as if it were an ion in solution. The 
upper part of the diagram shows the way in which the amplitude (s) of displacement 
of the ion by a given applied field varies with the frequency. It has its maximum 
amplitude at low frequencies (A in the diagram) and a comparatively negligible 
amplitude at high frequencies (C in the diagram). In this model the amplitude is a 
measure of the dielectric constant. The limiting value of the conductivity 
prevails under the conditions C where the amplitude is comparatively negligible. 

discuss the motion of the bound ion of this model; this equation is 

rv + fs = eF, 
where v = ds/dt. 

When a d-c voltage Vi is applied to this model, it establishes a field 
Fi which displaces the bound ion to a new equilibrium position 5i if the 
field is allowed to act upon the ion for a sufficient time. The new 
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equilibrium position S\ of the ion corresponds to the static value Pi of 
the polarization of the model. When the voltage is varying with the 
time according to V = Vq cos ut, the greatest amplitude which the 
displacement can have is 5i, and in general the amplitude will fall short 
of this value by an amount which increases with increasing frequency. 
The value Si is then closely approached only when the frequency is 
low as compared with the reciprocal of the relaxation-time, because at 
high frequencies the applied field reverses its direction before the ion 
has had time to reach 5!. At sufficiently low frequencies, namely 
where co is negligible by comparison with l/r, the frictional dissipation 
of energy by the moving ion is so small that there is practically no 
difference between the instantaneous position of the ion when the 
voltage has any given value and the position it would finally attain 
upon reaching equilibrium for that voltage. The ion then moves 
through a succession of near-equilibrium positions, as in a reversible 
process in thermodynamics. The dielectric constant has its static 
value and the conductivity is zero unless there is a d-c conduction 
component in the total conductivity. 

At the high-frequency extremity of a dispersion region we see that 
the situation is simply reversed: the alternations in the direction of the 
applied field are so rapid that the bound ion does not have time to 
move an appreciable distance from its equilibrium position before the 
direction of the applied field is reversed (C, Fig. 3). The amplitude 
of the displacement of the ion by the applied field is then small as 
compared with Si and the dielectric constant of the material receives 
practically no contribution from the bound ion of this model in these 
circumstances. However, though the amplitude of motion of the ion 
shrinks to a small fraction of Si, its velocity is comparatively high and 
independent of frequency. The conductivity 7®= is proportional to the 
average velocity of the bound ion of the model under these conditions. 

As the restoring force is proportional to the displacement, its effect 
upon the motion of the ion is negligible by comparison with that of the 
applied force when the displacement 5 is small as compared with Si. 
On this basis, the fact that the conductivity is an increasing function 
of frequency may be attributed to the decrease in the influence of the 
restoring forces as the frequency increases. In fact, when the ampli- 
tude of displacement is very small as compared with Si, the ion moves 
as if the only force opposing the applied force were the frictional force; 
that is, its average velocity is the same as that of a free ion subjected 
to the same applied field and the same friction. 

For many of the purposes of this discussion we could use a model of 
the dielectric consisting of an air capacity Cs in series with a resistance 
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R,, both being shunted by a second air condenser Cc- In this equiva- 
lent circuit, Ca and i?s refer to the polarizations responsible for anoma- 
lous dispersion, and C® to the optical polarizations. The frequency- 
dependence of the equivalent parallel capacitance and conductance 
of this network is 

Cp = C.+^j^ (21) 

and 
_ (Co — C*)orT 

p ~ i + co2r2 ' K ' 

where Co = C, + Cx and T = CaRa- In the above expressions 
(Co — Coo) and T are analogous respectively to eo — too and r in equa- 
tions (17) and (19). 

The physical basis for the infinite frequency conductivity in this 
model depends upon the fact that at high frequencies the impedance 
of Ca is so low that nearly the whole drop in voltage is over the re- 
sistance Ra- This simple network is capable of representing the 
frequency-dependence of materials exhibiting anomalous dispersion 
due to a polarization having a single relaxation-time. In fact, when 
the frequency is sufficiently high that it is in the range where the con- 
ductivity is independent of frequency, the required network becomes 
even more simple, for it then reduces to Cx shunted by Ra, where the 
magnitude of C*, corresponds to e*, and that of Ra to I/t,*,. 

Polarization Conductivity 

The operation of the models which have been discussed above pro- 
vides a basis for interpreting the physical nature of y*. The essential 
characteristics brought out by these models are listed below. They 
show the justification for considering yx to be a conductivity in the 
same sense as the ordinary d-c conductivity. 

(1) To obtain 7' in an actual measurement on a dielectric, we sub- 
tract the d-c conductivity 7/ from the total a-c conductivity. There 
is then no contribution from free ion conduction in 7' and consequently 
none in 7X, its limiting value at high frequencies. Polar molecules or 
other polarizable aggregates in the dielectric must then be the origin 
of 70c. 

(2) In the second place is independent of frequency, a property 
which puts it on the same footing as the d-c or free-ion conductivity 
in at least one respect. 

(3) Earlier in this paper it was mentioned that the heat developed 
in a conductor for a given voltage is proportional to the total current, 
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but that in dielectrics this proportionality does not in general prevail. 
The current in a dielectric is complex and heat is developed only by its 
dissipative component. If the expressions for e' and e" given in (17) 
and (19) are substituted in (8) we see that when w becomes large by 
comparison with 1/r, i.e., when 7' becomes 70c, the imaginary compo- 
nent of the current reduces to c00u)/4ir; this is the optical polarization 
current. If it is subtracted from the total current given by (8), the 
remaining current contains no imaginary component. This current 
then develops as much heat in the dielectric as would a current of the 
same magnitude flowing in a conductor. 

(4) In connection with the foregoing we see that unlike lower values 
of 7' the infinite-frequency conductivity y*, is a measure of the ease 
with which electrical charge can be displaced in the material by a unit 
applied field. This characteristic of 7® agrees with our usual concep- 
tion of the physical basis of the conductivity of an electrolyte or a 
metal. (We assume in this connection that the optical polarization 
current e^to/Air may be neglected in comparison with the current 
responsible for yx. Where this is not the case, appropriate modifica- 
tions in the above statements are required.) 

(5) It is characteristic of a dielectric that when the charged particles 
which form part of its structure are displaced by a force of external 
origin, there is a restoring force tending to return them to their initial 
positions. On the other hand, in an ideal conductor there are, by 
definition, no restoring forces of this kind. The above discussion of 
the model shows that in a dielectric possessing the property of anoma- 
lous dispersion it is possible to make the influence of the restoring 
forces on the motion of a bound ion negligible in comparison with that 
of the applied force by sufficiently increasing the frequency above the 
value corresponding to the reciprocal of the relaxation-time. This is 
the condition which prevails when 7' equals yx. Thus at low fre- 
quencies (oj « r-1) the part of the dielectric structure which is re- 
sponsible for anomalous dispersion behaves as a dielectric: whereas at 
high frequencies (w » r_1) it behaves as a conductor. A result of this 
is that a dielectric exhibiting anomalous dispersion of the simple kind 
conforming to equation (39) of the preceding paper will behave in an 
electric circuit like a pure capacity shunted by a pure resistance over 
the whole of that range of frequencies where e' and y' are both prac- 
tically independent of frequency and equal respectively to ex and 700. 
Pure ice, for example, behaves in this manner over a considerable range 
of frequencies. (See Figs. 2 and 4.) 

(6) The average velocity of the bound ion of our model becomes 
independent of frequency when co is large as compared with l/r. This 
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constant velocity is equal to that which a free Ion would have under 
the same voltage gradient if it were moving in a medium subjecting it 
to the same frictional resistance as is experienced by the bound ion of 
our model. 

(7) In ordinary electrolytic conduction the conductivity is usually 
represented as the product of three factors: the number of ions per 
unit volume; their valence or charge per ion; and the average mobility 
of each ion, i.e., the average distance which an ion drifts per second in 
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Fig. 4—Dependence of e', t", 7' and e"/(e' — fco) upon frequency for ice at — 2.6° C. 

the direction of the applied field. The above statement refers to one 
species of ion; when two or more species are present in the solution, 
the total current or conductivity is the sum of the currents or conduc- 
tivities contributed by each type. The infinite-frequency conductivity 
7oo may also be represented as the product of three factors similar in 
physical meaning to those just mentioned as applying to conduction 
by ions in solution. Thus reference to Table I, Item 2, will show that 
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for the model we have employed to illustrate this discussion, 

The factors in this expression may be seen to have the following general 
significance: the quantity e is the charge on each bound ion; n is the 
number of bound ions per unit volume; and e/Axr is a measure of the 
mobility per ion. This mobility does not refer to the motion of an 
ion which is free to move through the dielectric from one electrode to 
the other but to the mobility of a bound ion in small, local translational 
motions or the rotational mobility of a polar molecule. The remaining 

(c 2 
^— j is not of direct significance in the present connection.5 

We see then that 700 is also analogous to ordinary electrolytic conduc- 
tion in that its physical mechanism may be represented as depending 
upon a mobility, a concentration and a factor such as dipole moment 
or charge per bound ion. The latter factor has a function in this 
mechanism which is similar to that of the valence or charge per ion in 
electrolytic conduction. 

These considerations indicate that although y*, is a property of 
polarizable units such as polar molecules it has the usual attributes of 
a conductivity due to free ions or free electrons. A dielectric which 
exhibits simple anomalous dispersion conforming to equations (17) 
and (19) then has two conductivities. One of these is the conductivity 
due to free ions; this will be called the free ion conductivity and desig- 
nated throughout this paper by 7/. The other is a conductivity which 
is a characteristic of the polarizable complexes responsible for anoma- 

6 When eoo = 1, equation (23) reduces to 

no optical polarizations. Evidently depends upon the optical refractive index 
Vtoo, as well as upon the characteristics of the absorptive polarization. In mixtures 
it may be possible to vary these two factors independently. Since optical polarization 
currents make no direct contribution to the energy dissipation in the dielectric, even 
up to the highest radio frequencies, it is interesting to observe that they make an 
indirect contribution according to equation (23). Their indirect action takes place 
by virtue of their effect on the actual internal field which acts upon each polarizable 
aggregate in the dielectric. The effect of the interaction of the optical polarization 
with the absorptive polarizations is to increase the apparent mobility of the polar- 
izable complexes responsible for anomalous dispersion. 

(23) 

showing thereby that the factor ( \ would be absent if the material possessed 
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lous dispersion; this will be called the polarization conductivity 6 and 
designated by 7poi in this paper. 

The magnitude of the polarization conductivity of a material is 
proportional to the number of polarizable units of structure such as 
polar molecules or bound ions per unit volume which contribute to 
anomalous dispersion. It also depends upon the mobility which these 
polarizable units have in the local translational or rotational motions 
in which they engage in consequence of thermal agitation. It finally 
depends upon the permanent dipole moment of the polar molecules or 
upon the charges upon the bound ions. 

The concentration of ions able to contribute to conduction in di- 
electrics is generally low because in many cases the free ion conductivity 
depends mainly upon a small percentage of impurity in the material. 
On the other hand, the concentration of polarizable units which are 
able to contribute to the polarization conductivity may be much larger 
and in fact even equal to the total number of molecules per unit volume. 
Consequently, the polarization conductivity 7poi may often be more 
reproducible in measurements upon different specimens of the same 
dielectric than is the free ion conductivity.7 It may well be that in 
many materials diffusion coefficients, thermal conductivity, mechanical 
dissipation and other similar properties which might be expected on 
theoretical grounds to be related to electrical conductivity will bear a 
simpler or more easily demonstrated relationship to polarization 
conductivity than to free ion conductivity. 

An example of the advantage of using the infinite-frequency conduc- 
tivity instead of the d-c conductivity appears in measurements of the 
conductivity of ice. In Fig. 5 the infinite-frequency conductivity (or 
polarization conductivity) of ice is plotted against the reciprocal of 
the absolute temperature, using unpublished data of the writers. The 
data for 7* are reproducible and the curve shows a relation similar to 
that usually observed for the d-c conductivity of solids. Direct- 
current measurements on the same specimens on the other hand 
yielded very erratic results. It may be seen from Fig. 5 that the 
polarization conductivity is much higher than the d-c conductivity. 

8 We suggest for this conductivity the name polarization conductivity because it 
is a property of polarizable units of structure. In cases where the polarization is due 
to the change of orientation of polar molecules, we might instead refer to it as an 
orientalional conductivity or a polar molecule conductivity, contrasting it thereby with 
the translational aspect of ordinary conduction by free ions. As ions which are 
loosely bound to some stationary or moving unit of the dielectric structure are often 
capable of producing anomalous dispersion, at least two types of polarization con- 
ductivity are possible; these may be described as the oricntational conductivity and 
the bound ion conductivity. 7 Joffe has obtained evidence that the initial conductivity, which we show here 
to be in some cases a polarization conductivity, is often superior in reproducibility to 
the final conductivity. (Cf. Reference 15.) 
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Types of Infinite-Frequency Conductivity 

In Table I of the preceding paper there were listed several types of 
polarization capable of yielding anomalous dispersion curves dis- 
tinguishable from each other only by the values of the constants. 
Corresponding to each is a different expression for the polarization 
conductivity and these expressions are listed in Table I of this paper. 
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This list shows that there are at least three main types of infinite- 
frequency conductivity. The first of these is the type which depends 
upon the change of the orientation of polar molecules according to the 
Debye theory. This type of polarization conductivity is of more 
theoretical interest than any of the others and perhaps also of more 
practical importance; as already mentioned, it may be described as an 
orientational conductivity to emphasize that no translational mobility 
is necessary for it to occur. 

TABLE I 
Expressions for the Constant Value Approached by the A-C 

Conductivity as the Frequency Increases 
Type of Polarization 

1. The Orientational Polarization due to Polar Mole- 
Lf / «„ + 2 

CUleS 760 = 12injfl3 

2. A Distortional Polarization having a Rclaxation- 
. „ «c2 /«« "h 2 \2 

Time given by t = r// 700 = \ —3— / 
3. Polarizations due to Spatial Variations of Conduc- 

tivity and Dielectric Constant 
(o) A two-layer dielectric, layers 1 and 2 having re- 

spectively static dielectric constants ei and eo and 
free-ion conductivities 71 and 72 7oo = 7 r^~^7—'^7 \ («i + £2) (71 + 72) 

(b) Special case of (3a) where 71 is much larger ^ 
than 72 7® = ( —v— ) 7i \ d + e2 / 

(c) Special case of (3b) where ei = €2.   ; 7oo = 7i/4 
(d) Special case of (3a) consisting of a high resistance 

transition layer at the dielectric/electrode 
interface, where 71 is the conductivity of the 
dielectric     .700 =:: 7i 

(e) Conducting spheres dispersed in an insulating 
medium of the same dielectric constant 7oo = pyi 

Note: The infinite-frequency conductivity 700 is given here in c.s.u. (See equation 
20.) In Table I of the preceding paper (B. S. T. J., 17, 640 (1938)) the values of 
(«o — €00) and r are given for the polarizations listed above; the expressions given 
there for t should be divided by 47r in the case of Items 3a, c, d and e, as should also 
the expressions for to — €«, in the case of Item 2. The quantities which appear in 
the above Table are defined in an appendix to the preceding paper. 71 and 72 are 
expressed in e.s.u. in this table. 

The remaining members of the list of Table I originate in the 
properties of ions rather than those of molecules. These ions must be 
more or less bound in order to have an infinite-frequency conductivity 
differing from the zero-frequency conductivity.8 The nature and 

8 It will be recalled that the terms infinite-frequency and zero-frequency are not 
used here in their general meaning but merely as a convenient way to indicate opposite 
directions of extrapolation of dispersion curves. They refer respectively to the high- 
frequency extremity of a dispersion curve where 7' becomes practically independent 
of frequency and to the low-frequency extremity where the dielectric constant 
becomes practically independent of frequency. 
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strength of the binding forces may vary widely amongst the'types of 
polarization which have an infinite-frequency conductivity. An ion 
will be regarded as bound if its potential energy increases when it is 
displaced from an equilibrium position by an applied field.9 

Included among the infinite-frequency conductivities which depend 
upon the presence of ions in the dielectric is a type for which macro- 
scopic inhomogeneities in the dielectric are responsible; for example, 
a two-layer or multiple layer laminated dielectric, or a dielectric in 
which space-charges 10 form because of spatial variations in its re- 
sistivity or because of a transition layer of high resistance at the contact 
between dielectric and electrode. Examples of the infinite-frequency 
conductivity due to this type of mechanism are given in Items 3a, h, 
c and d of Table I. 

This type of infinite-frequency conductivity is of little interest in 
principle, but in practice there may be many instances in which the 
measurement of the infinite-frequency conductivity provides a con- 
venient means of determining the conductivities of the constituents of 
these non-homogeneous systems. For example, when one layer of a 
two-layer dielectric has a much higher conductivity than the other, 
assumes a value which is related simply to the free ion conductivity 
of the layer which has the higher conductivity (see Item 36, Table I). 
If the dielectric constants of the two layers are equal, is equal to 
one-quarter of the conductivity of the high-conductivity layer. The 
conductivities 7! and 72 of the two layers are considered in the present 
connection to be free ion conductivities. A more complicated situation 
is possible where 71 and 72 are in part polarization conductivities due 
to polar molecules or bound ions. 

The special case of a space-charge caused by a thin layer of high 
resistance at one or both of the electrodes is of interest in connection 
with the methods recommended by Joffe for the measurement of the 
true conductivity of crystals. This will be discussed in more detail 
later but for the present it may be noted that the infinite-frequency 

9 It is necessary to confine the application of the last statement to direct voltages 
or to frequencies lower than those for which 7' is equal to 70,. When the frequency is 
high enough for the latter condition to prevail the amplitude of displacement of the 
ion becomes so small that the applied field produces no appreciable increase in the 
average potential energy of the ion; this is illustrated in Fig. 3 at C. 10 The external effects of a space-charge occurring in a dielectric because of spatial 
variations in its resistivity may be reproduced by a uniformly distributed polarization 
of suitably adjusted magnitude and relaxation-time. Several different polarizations 
of different magnitudes and relaxation-times would in some instances be required. 
In referring to such a space-charge as a polarization we may think of the term as 
applying to the uniform distribution of polarization which could replace the space- 
charge in its external effects. 
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conductivity for this system has the simple value 

7^ = l/47rCoi? = 71 

as shown in Item Zd, Table I. Here 71 is the free ion conductivity of 
the main part of the dielectric, R is its resistance and 47rCo(= Ajd) is 
the ratio of thickness to length of specimen. (In Table I of the pre- 
ceding paper the symbol C® is used in place of Co.) The infinite- 
frequency conductivity in a non-homogeneous system of this type is a free- 
ion conductivity. 

Bound ions may also be distributed with macroscopic uniformity in a 
dielectric. An example of this type of bound ion conductivity 11 is 
one due to conducting particles dispersed uniformly in a relatively 
non-conducting medium. This is the case referred to in Item 3e of 
Table I. Macroscopic uniformity is obtained in this case by the 
random distribution of a large number of particles. However, there 
are some general experimental indications that the distribution of 
bound ions may in some materials depend upon the basic internal 
structure of the dielectric and involve some regular geometrical 
configuration repeated throughout the material. 

In certain dielectrics which absorb an appreciable amount of water 
when in a humid atmosphere, conduction takes place in aqueous 
conduction paths permeating the solid. Examples of these materials 
are cotton, paper, silk and wool. This property is probably shared by 
many other polymeric substances. The water in these materials is 
distributed in minute capillaries, the dimensions and other character- 
istics of which probably determine the form and distribution of the 
conduction paths.12 There exists in these materials a condition capable 
of producing a bound ion conductivity inasmuch as there are indica- 
tions that the conducting paths are not of uniform cross-sectional area. 
Evidence for the existence of a bound ion conductivity in the kind of 
material to which we have just referred is provided, for example, by 
conductivity measurements on cotton.13 Raw cotton contains salts 
which can be removed by extraction leaving the material otherwise 
practically unchanged. These salts are likely to be distributed in the 
material with macroscopic uniformity as they form part of its natural 
structure. The fact that the removal of these salts decreases the 

11 As already mentioned we shall call any infinite-frequency conductivity which is 
caused by a macroscopically uniform distribution of bound ions a bound ion conduc- 
tivity. In some places this term will be applied to any conductivity due to bound ions 
irrespective of whether or not that conductivity is the limiting high-frequency value. 12 One of the basic structural units of cellulose and other similar materials is the 
micelle. This usually contains a large number of molecules and the capillaries we 
refer to may correspond to the intermicellar spaces. 13 Murphy, Journal of Physical Chemistry, 33, 200 (1929). 
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dielectric loss indicates that the material possessed a bound ion 
conductivity before the salts were removed. 

Some of the materials belonging to the class of dielectrics which we 
have just discussed are closely related in chemical and in physical 
structure to compounds which are important biologically and in the 
study of plant and seed structure. Many are also of commercial 
importance as insulating materials. 

It is not necessary that the conduction paths be composed of aqueous 
solutions: in some materials plasticizers or products of pyrolysis are 
sufficiently conducting for this purpose. The dielectric behavior of 
certain plastics may be interpreted as evidence for the existence of such 
non-aqueous conduction paths in the material, producing a free ion 
conductivity, a bound ion conductivity and a contribution to the 
dielectric constant. Imperfections of structure occurring in crystals 
are able to produce a bound ion conductivity and there is experimental 
evidence that these imperfections do occur.14 The regular lattice ions 
in an ionic crystal have too high a binding energy, and dissipate too 
little energy in their motions in a radio frequency electric field to 
produce a bound ion conductivity. 

The polarization which is responsible for the bound ion conductivity 
is of the interfacial, or Maxwell-Wagner, type. This type of polariza- 
tion may be of importance in materials with a cellular structure 
and in materials which may be described as interstitially conducting 
dielectrics. 

In the above discussion we have outlined the character of three 
widely different types of infinite-frequency conductivity: 

(a) An orientational conductivity depending upon the small changes 
which an applied field produces in the average orientation of polar 
molecules. 

(&) A bound ion conductivity depending upon the displacement of 
uniformly distributed bound ions. 

(c) An infinite-frequency conductivity which is proportional to the 
free ion conductivity of one of the constituents of a dielectric consisting 
of two or more layers of widely different conductivities. 

The Relaxation-Time 

The relaxation-time is closely related to the infinite-frequency 
conductivity. This may be seen by reference to equation (20), which 
shows that the relaxation-time is given by 

T=!LZ1^. (24) 
47r7 QO 

14 See, for example, A. Smekal, Zeits.f. techn. Physik, 8, 561 (1927). 
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This equation shows that specifying the values of r and (eo — e^,) 
gives as much information as specifying 7*, and (eo — e^). In some 
applications there are advantages in using r but in other applications 
greater simplicity of description is gained by using yx. 

There are several convenient ways of calculating the relaxation- 
time. The more familiar ones depend upon the position of maxima 
which occur in certain dielectric properties when they are plotted 
against the frequency; there are maxima in the loss factor vs. frequency 
curve, in the tangent of the loss angle vs. frequency curve and in 
the power factor vs. frequency curve. As these maxima occur at 
different frequencies, the corresponding expressions for the relaxation- 
time are also different. They are listed in Table II. It will be ob- 

TABLE II 
List of Formulae for Calculating the Relaxation-Time (t) 

1. The frequency at which the maximum in loss factor (e" or 
e' tan 5) occurs is (<>max(i)   r = l/comi0i(i) 

2. The frequency at which the maximum in loss angle («"/«' or 

tan 5) occurs is wmnxii) r = -v'-——-— 
» fO Wmnx(2) 

3. The frequency at which the maximum in power factor 

e"/(e'2 + e"2)1'2 occurs is Umax(s) r = V2 \j— —^—- ' (0 UmaxfS) 
4. The quantity — ex) is a linear function of w t = -r- (e"/(e' —etc)) dco 
5. The relaxation-time is proportional to the ratio of the 

absorptive part (eo — ea,) of the static dielectric constant to 
the infinite-frequency conductivity (70,) t = (to — 

Note: An example of the application of these formulae is provided by the curves of 
Fig. 4. The value of r for ice at — 2.60C is 25.8 microseconds as calculated from the 
position of the maximum in e", 24.6 microseconds as calculated from (eo — ex)/4w-Ycti, 
where yx is in e.s.u., and 23.1 microseconds as calculated from the slope of e"/(e' — eo,). 

served that the simplest of these formulae for the relaxation-time is the 
one involving the maximum in the loss factor. 

The function e"/{e' — e^) is a linear function of co with slope equal 
to r. This property provides an alternative method of calculating the 
relaxation-time. An example of its application to an actual material 
is provided by the data for ice plotted in Fig. 4. 

It is interesting that e"/{e' — Coo) has no maximum while e'/t' has a 
maximum. The physical basis of this is that in subtracting ex from e' 
we remove the contribution to e made by optical polarizations. What 
is left represents only the dielectric constant due to the polarization 
responsible for anomalous dispersion. Consequently the tangent of 
the loss angle of the polarization current responsible for anomalous 
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dispersion has no maximum when plotted against the frequency and 
its behavior is, therefore, in contrast with the tangent of the loss angle 
of the total polarization current, i.e., the sum of the optical polarization 
current and the absorptive polarization current. 

From the above discussion it will also be evident that the physical 
basis for the maximum in tan 8 is different from that of the maximum 
in e". As we have just shown, the maximum in t"/e' (= tan 8) de- 
pends upon the inclusion of optical polarizations in e'. On the other 
hand, there would be a maximum in e" even if the part of the dielectric 
constant which is due to optical polarizations {ex) were neglected or 
considered to be zero. This will be evident by differentiation of 
equation (17). 

The maximum in e" is an intrinsic property of the absorptive polari- 
zation. The general nature of the mechanism by which it occurs is as 
follows: e" is proportional to y'/u] as the frequency increases y'/u at 
first increases, but when y' reaches the constant value y^, further in- 
crease in frequency causes y'/w to decrease. 

The quantity r which we have discussed here is a property of the 
dielectric as a whole as we indicated in the preceding paper. This 
quantity is connected with the relaxation-time r' of the individual 
polarizable units by the relation 

T=e-^r', (25) 
e* + 2 

when the material is of cubic or isotropic structure. This relation- 
ship is a consequence of the fact that the actual force acting upon a 
particle within a dielectric depends not only upon the applied field 
of external origin but also upon a force exerted by the polarization 
induced in the dielectric. 

The Relationship between Dielectric Constant and 
Dielectric Loss 

If e'max is the value of the dielectric constant at the frequency where 
the loss factor e" is at a maximum when plotted against frequency, 
we have 

1 t0 fco   CO T fee = Coo + ^ ; 5 5 j  > (20,) 
m ax^ ^ 

// (to CxOwinnx^"   CQ C3 max . j 9 2 1 
1 + Wmax-r 2 

(27) 

By addition and subtraction of (26) and (27) we obtain the following 
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relationships 

(28) 

(29) 

(30) 

^ max 

The comparison of the last equation with equation (20) brings out 
an interesting contrast between the maximum dielectric loss per cycle 
(e"max) and the maximum dielectric loss per second {y^). The maxi- 
mum dielectric loss per cycle is completely determined by the difference 
between the static dielectric constant and the optical dielectric constant. On 
the other hand, the dielectric loss per second depends as well upon the 
relaxation-time. The relaxation-time usually varies rapidly with 
temperature, whereas (to — O changes comparatively slowly with 
temperature. The temperature-dependence of the maximum dielec- 
tric loss per cycle is related to the polarizability of the material, whereas 
the temperature variation of the maximum dielectric loss per second is 
primarily a measure of the change of internal friction with temperature. 

In the foregoing we have discussed the conductivity, dielectric loss 
and relaxation-time of dielectrics which have simple properties with 
respect to the frequency-dependence of these quantities. However, 
for many dielectrics, particularly solids, the experimental data are not 
in agreement with the dispersion formulae for a single relaxation-time 
which has been discussed here. The explanation usually adopted for 
this discrepancy is that the polarizations induced in the dielectric 
possess a distribution of relaxation-times. 

The D-C Counterparts of Anomalous Dispersion 

A dielectric so constructed that it exhibits anomalous dispersion 
under an alternating voltage should show some equally characteristic 
behavior when a direct voltage is substituted for the alternating one. 
These characteristics may be described as the d-c counterparts of 
anomalous dispersion. They include certain definite types of variation 
of current with time under constant applied potential. 

In the appendix the d-c counterparts of anomalous dispersion are 
derived by employing the model used throughout this paper. This 
enables us to demonstrate an especially simple relationship between 
the a-c and d-c conductivity. 

Equation (16) of the appendix gives the apparent conductivity as a 
function of charging time. As it has been assumed that €xCoR « r, 
the first term of equation (16) will quickly become negligible. Then 
for charging times, measured from the instant of applying the voltage, 
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such that r » <c» 600C0-R, the apparent conductivity yc{tc) has the 
value 

To = ^ = T«. (31) 

The special value of 7C(/C) which we have designated as 70 in (31) will 
be called the initial conductivity. 

Equation (31) states that the infinite-frequency conductivity (7*). 
obtained by a-c measurements, is equal to the initial d-c conductivity (70) 
which would be obtained by extrapolating current-time curves toward the 
instant of applying the voltage. This relationship, which has not been 
demonstrated previously to our knowledge, is of interest in connection 
with the interpretation of conductivity measurements. 

The model described in Appendix I and indicated schematically in 
Fig. 3 illustrates the physical nature of the initial conductivity in a 
simple manner. When a constant voltage Fi is applied to a dielectric 
having the properties of this model an effective impressed field Fi is 
established in the dielectric. This displaces the bound ion assumed 
to be responsible for the polarization in this model. The magnitude 
of the displacement 5 of this bound ion depends upon the length of time 
that Fi is applied. If it is applied for a time which is much longer 
than the relaxation-time, 5 approaches a constant value Si correspond- 
ing to complete polarization of the dielectric. On the other hand, 
during that stage of the charging process when the charging time tc is 
negligible in comparison with the relaxation time r and at the same 
time large as compared with the time constant e^CoR, the displacement 
s is negligible in comparison with Si. The resultant force tending to 
displace the ion is then approximately equal to the impressed force; 
eFi - fs 1 ^ eFi. 

Near the beginning of the charging process there is a brief interval 
of time {exCoR «/c « r), when the motion of the bound ion of our 
model in the applied field is essentially the same as that of a free ion. 
During this interval the prevailing conductivity is the initial conduc- 
tivity defined by equation (31). Although the bound ion of the model 
is actually subjected to a force tending to restore it to its initial posi- 
tion, this restoring force has not had time during the initial stage of the 
charging process to build up to a magnitude appreciable in comparison 
with the applied force. The initial conductivity corresponds to a 
condition in the dielectric where bound ions act for a brief time as if 
they were free as far as conduction processes are concerned. The 
infinite-frequency conductivity corresponds also to this condition. 
The variation of apparent conductivity with the time of charging is 
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indicated schematically in Fig. 6. As is there shown, there must be an 
initial stage, always too brief to be detected experimentally, during 
which the inductance of the circuit and the inertia of the charges 
cannot be neglected. 

The Types of Initial Conductivity 

The polarization conductivity 7poi may then be measured in two 
ways: either as the infinite-frequency conductivity 7a, obtained by 
a-c measurements, or as the initial conductvity 70 obtained by d-c 
measurements: 

Tpol = 7a> = 70. I JJOI / OD / 

The quantity 7I)0i refers to a property of the material, whereas 70 
refer to the methods of measuring this property. 

and y 

INFINITE-FREQUENCY fi 
CONDUCTIVITY, y-gj' / 

( _eo-e(xA / 
\ co firr J / 

INITIAL CONDUCTIVITY , y0 f 
\ (\- - eo"€03,\ \ v0 ^r ) 

FINAL OR 
FREE-ION 

CONDUCTIVITY,^ 

£| 

n 0. Q 
U 

FREQUENCY ' 2TT 
CHARGING TIME,-Lc 

Fig. 6—A-c and d-c methods of measuring conductivity. A schematic diagram 
comparing the dependence of a-c conductivity (7') on frequency with the dependence 
of apparent d-c conductivity ydtc) on charging time {tc). For homogeneous dielec- 
trics 70 = To, = 7poi, where 7poi is a conductivity due to polar molecules or to bound 
ions. For some non-homogeneous dielectrics 70 = 7^ = 7/, where 7/ is a conductivity 
due to free ions. 

Reference to Table I will show that there are several types of polari- 
zation which may be responsible for 7a,. Consequently this will be 
true also of the initial conductivity. The equality of 70 and 
applies to all of these types of polarization and, therefore, can not 
be used to distinguish between them. For this reason experimental 
agreement between a-c and d-c measurements of conductivity does 
not enable us to distinguish whether we are dealing with polar mole- 
cules, bound ions, or free ions in a macroscopically inhomogeneous 
dielectric. Thus it is clear that when we are dealing with a polariza- 
tion due to polar molecules, the initial conductivity is a true polarization 
conductivity or a specific dielectric loss. If the polarization is of the 
bound ion type discussed earlier in this paper, the initial conductivity 
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is also a polarization conductivity. However, if we are dealing with a 
macroscopically non-homogeneous dielectric such as a two-layer dielec- 
tric or a material which has a high resistance blocking layer at one of 
the electrodes 70 is a free ion conductivity. This is evident from the 
previous discussion of the significance of 

These relationships are of interest in connection with the difficulties 
encountered in the interpretation of d-c conductivity data which 
were mentioned in the introduction. They apply especially to the 
methods recommended by Joffe 15 and by Richardson.16 

When a constant potential difference is maintained between the 
plates of a condenser containing a solid dielectric the current observed 
does not in general remain constant but usually decreases with time. 
This decrease may continue for several minutes or hours. The study 
of these residual currents is of importance in connection with the 
interpretation of conductivity data on dielectrics. The question 
arises as to how much of the observed behavior of the residual currents 
which flow in dielectrics under constant potential may be explained as 
the d-c counterparts of anomalous dispersion. Many materials of 
practical importance as insulators exhibit a more complicated type of 
variation with frequency than is indicated by equations (17) and (19) 
which refer only to the simplest observed type of dispersion. The more 
complicated types of behavior observed are usually attributed to the 
presence of polarizations possessing a wide distribution of relaxation- 
times. However, other processes may also contribute to the deviation 
of the experimental curves from the theoretical. One of these is 
electrolysis which produces changes in the composition, and conse- 
quently in the conductivity of the material. Another effect which 
may contribute is a possible lack of constancy of the relaxation-time. 
It is evident, therefore, that the d-c counterparts of anomalous dis- 
persion due to a polarization of a single relaxation-time should not be 
expected to explain all of the observed residual phenomena, particularly 
in solid dielectrics. However, the quantitative relations derived as 
the d-c counterparts of anomalous dispersion are applicable to some 
materials, and for those to which they are not quantitatively applicable, 
may serve as a useful guide in the interpretation of the residual cur- 
rents. As another section of this paper is planned in which the in- 
fluence of residual currents upon conductivity measurements will be 
discussed further, we have included in the appendix some relationships 
which are useful in the interpretation of the behavior of these currents. 

16 A. Joffe, Ann. d. Physik, 72, 481 (1923); "Physics of Crystals," New York 
(1928); Zeits.f. Physik, 62, 730 (1930). See also Sinjelnikoff and Walther, Zeits. f. 
Physik, 40, 786 (1927). 16 S. W. Richardson, Proc. Roy. Soc., 107A, 102 (1925). 
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APPENDIX 

The D-C Counterparts of Anomalous Dispersion 

Having developed the a-c characteristics of the model, the properties 
of which were specified in the preceding paper,17 we now turn to the 
direct-current characteristics of this model. This involves investigat- 
ing the characteristics of the currents produced when a constant or 
direct voltage Vi is applied to a condenser containing a dielectric hav- 
ing properties which correspond in all respects essential to the discus- 
sion to those of the model just described. Let the resistance of the 
leads to the condenser be R and let the source of the electromotive 
force Ei have a negligible internal resistance. These conditions re- 
quire the following five equations to be satisfied simultaneously:18 

dP 
r—+ fP - neiF = 0, (1) 

F = E + APt, ' (2) 

Pt = kiF + P, (3) 

D = E Pt, (4) 

E = E>-CRdi- w 

(Rational e.s.u. are used in these equations for convenience but the 
final relations are converted into electrostatic units.19) Pt denotes the 
total polarization; it is the sum of the optical polarizations, given by 
kiF, and the polarization P which forms comparatively slowly and 
causes anomalous dispersion. The total displacement D, is given by 
(4). Co is the air capacitance of the condenser. V is the potential drop 
over the condenser. The separation of the plates of the condenser is d. 
When the whole drop in potential is concentrated over the condenser 
the applied field strength Ei is given by Ei = Vijd. Equation (5) 
is obtained by equating the total drop in potential over the leads and 
the condenser to the applied potential Fi. 

Equations (1) to (5) may be combined to give the following: 

(1 + IpoVCR™ + {(1 - p*)r' + CR(1 + 2po + 2^1)} ^ 

+ (1 - £0 - Pi)D - (1 + 2po + 2pi)Ei = 0. (6) 
17 These properties are also outlined on page 513 of this paper. 18 Cf. P. Debye, " Polar Molecules," pp. 86-88, where an analogous case is discussed. 19 For conversion factors see, for example, Mason and Weaver, Reference 2, page 

370. The rational electrostatic unit of conductivity is smaller than the e.s.u.; the 
ratio is 'It. The dielectric constant is unaffected by changing from rational e.s.u. 
to e.s.u. 
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In this equation the following abbreviations are used: r' = r//, 
Aki = po, Ak = pi. The last two abbreviations are introduced to 
facilitate comparison with an analogous derivation given in "Polar 
Molecules," p. 86. D = D0eat is a solution of the homogeneous differ- 
ential equation obtained by letting Ei = 0, provided that the following 
equation is satisfied: 

9 , I" / 1 — \ 1 (1 + 2po + 2pi) II 
a +UrT2£ojc/? + 1 + 2po V'\a 

+ = 0- (7) 

As we are interested here only in the special case where CR « r', the 
I/t' term in the coefficient of a can be neglected in comparison with the 
XjCR term, and the roots are 

/I — po — pi\ 1 _ / 1 - \ 1 
( 1-po ) t' 0r a [l+2p0)cR 

to a degree of approximation which improves the larger the ratio 
t/CR. The general solution of the non-homogeneous equation (6) is 

D = Die'^o) ^ + D2g"(~^r) ^ + (1
1
+ + Ei = 0- 

\ L — Po — Pl / 

For the special case of a random or cubic distribution of molecules 
(in which case A = 1/3), Eq. (8) can be simplified by means of the 
following relationships: 

(1 + 2p0)/{\ — po) = €«,, (9) 

(1 + 2po + 2/>i)/(l — po — pi) = co. (9') 

(too + 2)/(eo + 2) = (1 - - ^0/(1 - p0), (10) 

l-Po \T, = /io + 2\r, = t_ (10/) 

(8) 

\ — po — pi / \ €«, + 2 

Equation (8) then becomes 

D = Die-1"*™ + Dtf-1" + eo-Ei (11) 

and introducing the initial conditions, t = 0, D = 0; / = 0, —■ 

= Ei/CR, we obtain, 

D = eoEl - exEie-"'*CR - (eo " (12) 
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Let gc be the charge per unit area on either of the condenser plates 
at any stage of the charging process, that is, at any time tc after the 
instant at which the voltage was applied. On converting (12) into 
e.s.u., we have for the charge at any time during the charging process: 

«■ = ^ " lei^ **-""■ (13) 

Therefore the ballistic'or d-c dielectric constant at any time of charg- 
ing lr, is 

6(/c) = = to — e00e~le,l«'CoR — (eo — ex)e~'clT. (14) 
-c-i 

The d-c dielectric "constant" appears in this equation as a function 
of the charging time. Its dependence on charging time is analogous 
to the dependence of the a-c dielectric " constant" on frequency. The 
static dielectric constant eo is obtained when charging has been con- 
tinued until tc t, that is, when tc is infinite the dielectric constant 
has its static value (/c = co , e(/c) = eo) and when tc is zero the dielectric 
constant is zero (tc = 0, e(/c) = 0). 

The charging current is obtained by differentiation of (13) and is 

= s = db )E^""- ^ 

The charging current per unit voltage gradient, or the apparent con- 
ductivity ydt,), is 

7c(/c) 
= ^ = yjie-lclt^CoR + 7^_'c/r. (16) 

where yR = (AttCoR)-1 and y^ = (eo — e^/^Trr. (It will be noticed 
that if we define a quantity Gn = \/R, it follows that (47rCoi?)-1 

= Grfd/A = yR since 4x6*0 = A/d. The quantity yR is the specific 
conductance which a fictitious material must possess if it were put in a 
condenser of geometric capacitance Co and required to conduct the 
same current as Co when in series with an external resistance R.) 

At any stage of the charging process such that tc is large as compared 
with (ccCoR, but at the same time small as compared with r the ap- 
parent conductivity given by (16) reduces to 

yc(tc) = y <*>• 

This value of 7C(/C), where t^CoR «tc « r, will be designated by 70 
and called the initial conductivity. Using this terminology we see that 
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the initial conductivity 70 as determined by d-c measurements equals the 
infinite-frequency conductivity 7^ as determined by a-c measurements. 

If td represents the time measured from the instant that the voltage 
is abruptly reduced to zero, and qd, Dd, qa represent respectively the 
charge, displacement, and discharge current at time td, we have for 
discharging after complete charging 

l&a) = ^ ~ ^ (17) 

or 
e(/d) = + (eo — ex)e-tdlT. (17a) 

At the end of the charging process (cf. (13)) or the beginning of the 
discharge process (cf. (17)) the charge per unit area per unit applied 
field strength is eo/47r. 

The discharge current for complete charge is obtained by differen- 
tiating (17) with respect to the time: 

= e-"T ^ 
or 

^ (.-tdUnCaR — (eo OEi ^_,a/T 

ydifd) = 4""^ := ylie-l'',l^CoR + yxe~tdlT. (18a) 

Comparison of (18) and (15), or (18a) and (16), shows that for com- 
plete charging (that is, 4 effectively infinite or 4 » t» eoCoR) the 
charging current vs. time curve is identical, except for direction, with 
the discharge current vs. time curve. This is true only of the curves for 
complete charging and is not true if the polarized condition in the dielectric 
is not fully formed and the polarization currents are not zero. 

The discharge-current time curve for incomplete polarization of the 
dielectric is not as simple as for complete polarization. When the 
charging process is broken off before completion, the initial conditions 
for the discharge are not the same as when charging is complete. The 
charge at time 4 during a discharge following a charging process 
which is broken off at 4 is 

a.=£* = g-tdh^CoR _ e-(tc+ld)IexCoR 
Air Air At 

+ / (60 - eco) Eie-ldlr _ (e0 ~ £ g-Oc+<d)/r 
\ 47r 47r )• (19) 

This is an example of the superposition principle for residual charges. 
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The discharge current for incomplete charge is given by 

_ A, — ~ p-tdUxCoR   p-Uc+td)hKCQR 
qd AT AtC0R ATCOR 

Or if 
- Da 
4t 

= - qd = Id 

Id = 7iZE1e-''"<«CoK - 7yj£1e-('c+/<i)/^coR 
+ 'YxEie~ldlT — yxEie~('lc+t''),T. (20a) 

Equation (20) or (20a) is an example of the superposition principle 
for the residual currents in a dielectric having a single absorptive 
polarization with a relaxation-time r. It is evident that in the early 
stages of the charging process the electronic or instantaneous polariza- 
tions responsible for €„ have the same external effect as an absorptive 
polarization because of the fact that the current by which they are 
formed must flow through the lead resistance R. Thus the condenser 
acts as though it contained a polarization yielding a dielectric constant 
with a relaxation-time e^CoR. 

As the time-constant exCoR is generally small, the first two terms on 
the right of (20a) may usually be neglected and we have 

Id = y„Exe-1^ - y«Exe-^^. (21) 

The first term on the right of (21) is the discharge current correspond- 
ing to the discharge of the condenser after the residual polarizations 
have been jully formed. The second term gives the value which the 
charging current would have if the charging process were continued 
for the interval of time tc + td instead of being discontinued after tc 

seconds. When the charging time is large as compared with r the 
second term may be neglected and the magnitude of the discharge 
current is the same function of the discharge time as is the charging 
current of the charging time; the charging curve and discharge curve 
can then be superimposed on one another if we disregard the direction 
of the current. There is only one complete charging current curve and 
only 07ie discharging current curve corresponding to complete polarization 
of the dielectric at any given applied potential. There is, however, a.n 
infinite number of discharge curves corresponding to incomplete polariza- 
tion of the dielectric, that is, to any time of charging which is shorter 
than that necessary for complete polarization. 
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The superposition principle states that any of these discharge 
curves may be derived from the discharge curve for complete polariza- 
tion by subtracting from its ordinates the values which the charging 
current would have if it had continued during the discharge. From 
the method of deriving equation (21) it is clear that the superposition 
principle is a necessary consequence of an assumed exponential growth 
and relaxation of the residual polarizations, as required by the theory 
of simple anomalous dispersion. If these in fact do not vary exponen- 
tially with the time, whatever function they do follow appears in 
general to obey an empirical superposition rule. Reference to (20a) 
will indicate that if there are m polarizations of different relaxation- 
times which are quite far apart, each polarization will simply contribute 
two terms to the expression for Id\ that is, 

Id = 11 (7oo;£ie-<d/ri' - Toc-e-^+'^O 
j-i 

-f- 7/j£ie-<d'<='Cofl — yIiQ- Oc^-id)!^ (22) 

Thus, the existence of the superposition principle for residual currents 
as an empirical law suggests that the individual polarizations actually 
vary exponentially with the time, though direct measurement of the 
total discharge current seldom gives a single exponential curve. This 
is, however, not the only possible interpretation. 



Abstracts of Technical Articles from Bell System Sources 

Radio Telephone System for Harbor and Coastal Services.1 C. N. 
Anderson and H. M. Pruden. Radio telephone service with harbor 
and coastal vessels is now being given through coastal stations in the 
vicinities of seven large harbors on the Atlantic and Pacific coasts with 
additional stations planned. The system is designed to be as simple 
as possible from both the technical and operating standpoints on both 
ship and shore. 

Recent developments in the shore-station design eliminates all 
manipulations of the controls by the technical operator. This is made 
possible principally because of crystal-controlled frequencies on shore 
and ship, a "vogad" which keeps the transmitting volume of the shore 
subscriber constant, and a "codan" incorporated in the shore radio 
receiver which will operate on signal carrier but is highly discriminatory 
against noise." A signaling system permits the traffic operator to call 
in an individual boat by dialing the assigned code which rings a bell 
on the particular boat called. The ship calls the shore station by 
turning on the transmitter. The radio signal operates the codan in 
the shore receiver which in turn lights a signal lamp in the traffic 
switchboard. 

Gradually the system has been taking on more and more the aspects 
of the wire telephone system. 

Ship Equipment for Harbor and Coastal Radio Telephone Service.2 

R. S. Bair. The ultimate objective in the design of radio telephone 
apparatus for use on ships is to provide equipment which is as con- 
venient and simple to operate as the telephone at home. To a con- 
siderable degree this has been accomplished in the new 15- and 50-watt 
ship sets that have recently been designed for use on harbor craft and 
coastwise vessels. 

The requirements for sets of this type are discussed and the new 
equipment is described in this paper. 

Protective Coatings for Metals? R. M. Burns and A. E. Schuh. 
This book is one of the American Chemical Society Series of Scientific 
and Technologic Monographs. The chapter headings are: Protective 

1 Proc. I. R. E., April 1939. 2 Proc. I. R. E., April 1939. 3 Published by Reinhold Publishing Corporation, New York, N. Y., 1939. 
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Coatings and the Mechanism of Corrosion—Surface Preparation for the 
Application of Coatings—Types of Metallic Coatings and Methods of 
Application—Zinc Coating by Hot-Dipping Process—Zinc Coating by 
Electroplating and Cementation—Protective Value of Zinc Coatings— 
Cadmium Coatings and their Protective Value—Tin Coatings—Nickel 
and Chromium Coalings—Coatings of Copper, Lead, Aluminum and 
Miscellaneous Metals—Coatings of Noble and Rare Metals—Methods of 
Testing Metallic Coatings—Composition of Paints and Mechanism of 
Film Formation—The Durability and Evaluation of Paints—Paint 
Practices—Miscellaneous Coatings. 

"The active interest manifested during the past few years in in- 
vestigations on the general subject of the corrosion of metals has led 
to the carrying-out of long-time exposure tests which yielded much new 
basic information having a direct bearing on our knowledge of the 
useful life of coatings and coated metals. The authors have wisely 
incorporated a great deal of this information in the discussion of the 
different types of coatings. Likewise, it has been deemed desirable 
to devote considerable space to the preliminary preparation of metal 
surfaces before the application of the coating since the quality of any 
coating is so dependent upon this factor. 

"The new monograph, therefore, covers a much broader field than 
did the previous one which was really a pioneer in the field of metallic 
coatings. The investigator of the abstruse problems of corrosion as 
well as the materials engineer seeking practical help in combating this 
problem by preventing corrosion by protecting the surface will find 
this volume a veritable mine of information on all phases of the 
subject." 

A Synthetic Speaker} Homer Dudley, R. R. Riesz, and S. S. A. 
Watkins. This synthetic speaker is an electrical device manipulated 
by keys and levers for the production of synthetic vocal sounds and 
their combination into speech. The device was developed as an in- 
teresting educational exhibit by the Bell System at the San Francisco 
Exposition and the New York World's Fair. 

From a buzzer-like tone and a hissing noise as raw material, the 
operator skillfully shapes speech by manipulating the controls to give 
inflection and the sound spectrum that differentiates one speech sound 
from another. 

This paper covers the development of the device and the training 
of the operators to demonstrate it. 

i Jour. Franklin Institute, June 1939. 
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Remotely Controlled Receiver for Radio Telephone Systems.5 H. B, 
Fischer. New radio receiving equipment for shore station used in 
ship-to-shore telephone circuits has been developed. This equipment 
is designed to operate on a remotely attended basis and may be located 
a considerable distance from the telephone terminal equipment. The 
radio receiver forming a part of the equipment has a codan circuit 
which operates reliably under high noise conditions and does not 
require adjustments to compensate for variations in the noise level. 
An emergency battery power-supply system is provided which is auto- 
matically connected to the receiver when the primary alternating- 
current power supply fails. Power failures are indicated at the tele- 
phone central office. A test oscillator which is controlled from the 
telephone central office is provided which may be used to check the 
operation of the receiver or to measure the frequency deviations of the 
incoming signals. The various apparatus units are mounted in two 
weather-proof cabinets which may be fastened to the same telephone 
pole which supports the receiving antenna. 

Analysis and Measurement of Distortion in Variable-Density Re- 
cording.5 J. G. Frayne and R. R. Scoville. Several types of non- 
linear distortion in variable-density recording are discussed and 
methods of measurement outlined. The two-frequency inter-modula- 
tion method is described. Mathematical and experimental relation- 
ships between per cent inter-modulation and per cent harmonic dis- 
tortion are established. The inter-modulation method is applied to 
film processing for the determination of optimal negative and positive 
densities and overall gamma. Variance of these parameters from those 
indicated by classical sensitometry are traced to halation in the emul- 
sion and to processing irregularities. The use of special anti-halation 
emulsions appear to reduce residual distortion effects and tend to 
bridge the gap between inter-modulation and sensitometric control 
values. 

Rubbed Films of Barium Stearate and Stearic Acid.'' L. H. Germer 
and K. H. Storks. Films of barium stearate and of stearic acid have 
been prepared on polished chromium and on smooth natural faces of 
silicon carbide crystals. After these films have been rubbed with clean 
lens paper, electron diffraction patterns are obtained from them by the 
reflection method. Well rubbed films give patterns characteristic of a 
single layer of molecules standing with their axes approximately normal 

6 Proc. J. R. E., April 1939. 6 Jour. S. M. P. E., June 1939. 7 Phys. Rev., April 1, 1939. 
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to the surface; the hydrocarbon chains of barium stearate are found to 
be more precisely oriented than those of stearic acid; exactly the same 
difference exists between unrubbed single layers of molecules of barium 
stearate and of stearic acid deposited by the Langmuir-Blodgett 
method. Thickness of rubbed films on chromium has been found, by 
the Blodgett optical method, to be the same as that of unrubbed 
single layers of molecules. Lightly rubbed films may be thicker than a 
single layer of molecules. The arrangement of barium stearate in such 
thicker films has been found to have been somewhat altered by the 
rubbing. The axes of the hydrocarbon chains still stand normal to the 
surface, but lateral arrangement is less regular than it is in unrubbed 
films of equal thickness. In the case of stearic acid, molecules left on 
top of the first layer after light rubbing in one direction are found to lie 
inclined by about 8° to the surface and to point outward against the 
rubbing direction (Fig. 7); they are arranged in crystals having a 
structure different from that of the film before rubbing. Such "up- 
set " films of stearic acid are completely removed by very light rubbing 
in the direction opposite to that of the original rubbing, but they are 
rather resistant to light rubbing in the same direction. 

Diffraction and Refraction of a Horizontally Polarized Electromag- 
netic Wave over a Spherical Earth* Marion C. Gray. Formulas are 
derived for the electromagnetic field at a point on or above the surface 
of a spherical earth due to the presence of a vertical magnetic dipole. 
It is shown that the resultant field resembles that due to a vertical 
electric dipole above a spherical earth of low conductivity, and that in 
the magnetic case the values of the earth constants are of much less 
importance than in the electric. Curves are included showing the 
variation of the field with distance and with height. 

Inductive Coordination with Series Sodium Highway Lighting Cir- 
cuits* H. E. Kent and P. W. Blye. This paper describes the wave- 
shape characteristics of the sodium-vapor lamp and discusses the rela- 
tive inductive influence of various series circuit arrangements in which 
such lamps are employed. A method is outlined by means of which 
the noise to be expected in an exposed telephone line may be estimated. 
Measures are described which may be applied in the telephone plant or 
in the lighting circuit to assist in the inductive coordination of the 
two systems. These measures need be considered only when a con- 
siderable number of lamps is involved, since noise induction is negli- 

8 Phil. Mag., April 1939. 9 Electrical Engineering, Transactions Section, July 1939. 
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gible when there are only a few lamps as, for instance, at highway 
intersections. 

Sound Picture Recording and Reproducing Characteristics.10 D. I5. 
Loye and K. F. Morgan. In the improvement of sound motion 
pictures, the trend has been to make the response of all parts of the 
recording and reproducing circuits as nearly "flat" as possible. In 
some cases, however, this has resulted in unnatural sound, and there- 
fore certain empirical practices have been adopted in the studios and 
theaters to make pictures sound best. 

This paper describes the results of a study the purpose of which has 
been to evaluate the factors which affect the quality of speech as 
recorded and reproduced, from the vocal cords of the actor on the 
sound-stage to the brain of the listener in the theater. The character- 
istics of the various factors have been determined and combined with 
dialog, voice effort, and other equalizers designed to produce an overall 
characteristic " subjectively flat " at the brain of the theater patron. 
These factors, as well as others which are now in the process of being 
studied, are presented in this paper. 

One of the most important characteristics studied is that of the 
change in voice quality with a change in the effort on the part of the 
speaker. This is described in detail in this paper. The stage and set 
acoustic characteristics, microphone characteristic, and dialog equal- 
ization to compensate principally for the hearing characteristic of the 
average theater listener, are among the factors described herein. 

A Dynamic Measurement of the Elastic, Electric and Piezoelectric 
Constants of Rochelle Salt.11 W. P. Mason. The elastic, electric and 
piezoelectric constants of Rochelle salt have been measured at low 
field strengths by measuring the resonant frequencies and impedance of 
vibrating crystals. It is shown experimentally that the resonant and 
anti-resonant frequencies of the crystal are both considerably below 
the natural mechanical resonant frequency of the crystal in disagree- 
ment with the usual derivation of the frequencies of a piezoelectric 
crystal. By assuming that the piezoelectric stress is proportional to 
the charge density on the electrodes rather than the potential gradient 
as usually assumed, theoretical frequencies are obtained which agree 
with those found experimentally. This theoretical derivation to- 
gether with the measured frequencies supply values for the piezoelec- 
tric constants. The elastic constants measured dynamically show 
some differences from those measured statically. A large difference is 

10 Jour. S. M. P. E.. June 1939. 
" Phys. Rev., April 15, 1939. 
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found for the dynamically measured piezoelectric constants from 
those statically measured, which may be attributed to the finite relaxa- 
tion time for the piezoelectric elements. 

A Vogad for Radio Telephone Circuits.1,1 S. B. Wright, S. Doba, 
and A. C. Dickieson. Commercial radio telephone connections must 
generally be accessible to any telephone in an extensive wire system. 
Speech signals delivered to the radio terminals for transmission to 
distant points vary widely in amplitude due to the characteristics of 
the wire circuits and individual voices. To provide the best margin 
against atmospheric noise, it is usually the practice to equalize this 
wide range of speech amplitudes and thus drive the radio telephone 
transmitter at its full capacity. 

Many devices have been proposed to adjust automatically the gain 
in a circuit to equalize speech volumes. The difficulties of providing 
a device which will respond properly over a wide range to the complex 
qualities of a speech signal have only recently been overcome to a 
satisfactory degree. 

The voice-operated gain-adjusting device, or "vogad," described 
in this paper is a practical design based upon more than a year's 
experience with one of the most promising devices made available by 
earlier development effort. A trial installation of this latest vogad is 
now under way at Norfolk in connection with a new radio telephone 
system for harbor and coastal service. 

12 Proc. I. R. E., April 1939. 
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