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OUR COVER 

As has been our custom over the past 11 years 
in every June-July issue, our cover for this 
eleventh-anniversary issue repeats the basic 
cover design of the first issue of the RCA 
ENGINEER (June-July 1955, Vol. I, No.1). 
Cover art direction, J. Parvin. 

In the 11 years of publication marked by this anniversary issue, the RCA ENGINEER 
has reflected the widening involvement of electronics in man's most diverse and 
vital interests, ranging from color television and computers to the exploration 

of space. 
Electro~ics has become so closely engaged in human affairs because of its 

unique ability to extend our powers of perceiving, learning, communicating, and 
creating. It is the only vehicle of information sufficiently swift and flexible to 
meet the multiplying informational needs of contemporary life. 

Our dependence on electronics is certain to increase. In business, in govern· 
ment, in education, in the physical and social sciences, and, in fact, wherever 
there are problems to be solved, a wide range of information-quickly available­
is a crucial need. As the frontiers of knowledge are pushed back and as society 
grows more complex, further progress will require an even greater flow of new 
information. 

For these reasons, the information industry is the fastest growing sector of the 
economy. As part of that industry, RCA must be alert to all research and engi. 
neering developments that may have an effect upon the techniques of handling 
information. Since we are engaged in an extremely broad range of activities in 
this field, the problem of keeping ourselves informed of the technical advances 
within the many divisions of RCA is in itself a considerable challenge. 

The RCA ENGINEER has risen to that challenge. Its reports have provided an 
essential dialogue among RCA engineers from which all of us can gain a better 
understanding of the company's varied activities. To the staff and contributors 
of the RCA ENGINEER, I offer congratulations on the achievements of the past 11 
years and every good wish for future success. 

Robert W. Sam, 
Preside 

Radio Corporation of Amer 
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I NITIALLY, the assigned topic was "Transfer of Technology 
from the Research Laboratory to the Product Division'8 

Applied Research." To get a first-hand feel for that which was 
expected to be transferred, I asked about 40 RCA technical 
people, "What is technology?" The 40 different answers were 
straddled in the following three responses: 

"Art of performing scientific feats." 
"Alchemy supported by theory." 
"Practical witchcraft that makes science work." 

TECHNOLOGY INCLUDES SCIENCE AND ART 

It is small wonder that there are different personal definitions 
of technology, because the combining form techno- comes from 
the Greek techne, meaning art, while technology comes from 
the Greek technologia, meaning systematic treatment. Diction-

ary definitions of technology are: 1) Industrial science; sys­
tematic knowledge of the industrial arts, 2) Terminology used 
in arts, sciences, or the like, and 3) Applied science. The 19-
volume Encyclopedia of Science and Technology, McGraw-Hill 
(1960) evades the definition issue by saying it is "A work of, 
not about, science and technology." My definition of technology 
appears later. For the present, let us assume that technology 
includes both science and art. The science part can be com­
municated (transferred) in impersonal written form, but the 
art part usually requires person-to-person communication. 

TECHNOLOGY: A VALUABLE ECONOMIC RESOURCE 

At the topmost levels of our Federal Government there is con­
cern about technology. In a report of the President to the 
Congress in 1964, it is stated, "the Federal Government should 
join with private business and our universities in speeding the 
development and spread of new technology.'" As one result of 
this high-level concern, the Advanced Research Projects 
Agency of the Department of Defense started three industry­
university teams on a $5.5 million program to couple science 
and technology of structural materials. An Aip A official said, 
"The basic idea of the program is to couple the research and 
science not only from the universities covered in the contracts, 
but from anywhere in the world, with the applied technology 
of the industrial laboratories.'" 

On a national scale, technology is an economically valuable 
subset of culture (which is the set of beneficial qualities that 
people do not inherit, but can learn).3 More specifically, 
technology comprises those parts of art and science that can be 
applied to provide goods and services. Where technology is 
vigorously learned, generated, and used, as in many industries 
in the USA, it is appreciated as a valuable resource. Where the 

Final manuscript received March 1, 1966. 

fruits of technology are scant, as in underdeveloped nations, it 
is not because technology will not work there, but because the 
people there do not work to learn and use suitable technology. 

RCA - A TECHNOLOGICAL INNOVATOR 

Coming closer to home, we in RCA are fortunate to be in a 
company and industry with a tradition of growth by technolog­
ical innovation. Over 98% of RCA's present business is 
founded on technological developments made after RCA's birth 
in 1919. Since then, ingenious combinations of useful new con­
cepts, materials, phenomena, devices, and techniques made pos­
sible AM and FM radio, modern audio records and players, 
radar, monochrome and color television, electronic computers, 
and a host of other apparatus and components. 

Coming still closer to home, namely you, a working definition 
of technology is "those parts of art and science that are appli­
cable in RCA's businesses." We are expected to generate, learn, 
communicate, and apply technology that promotes the health 
and growth of RCA. We function most efficiently when we are 
responsive to RCA's best business opportunities. 

CRITICAL EVALUATION IS ESSENTIAL 

This leads to the vital role of attitude toward technology. When 
people are apathetic toward available technology they are not 
responsive to the latent opportunity to produce valuable goods 
and services. On the other hand, when people are overenthusi­
astic or oversold about technological outcome from any and all 
research and development, then some inordinately large efforts 
can lead to negligible improvement in the quality and quantity 
of goods and services. 

Since each of us has moments of apathy and of overenthusi­
asm, we can benefit greatly from the steadying influence of our 
associates' candid questions and comments about our tech­
nological objectives and approaches. We owe it to ourselves 
and our associates to initiate and participate in such candid 
discussions, including critical evaluations of RCA's business 
opportunities that require new technology. Business, like art, 
requires considerable person-to-person communication. 

TRANSFER AND INTERCHANGE OF TECHNICAL INFORMATION 

In RCA, we have many means for technical communication. 
From the Laboratories, for example, numerous internal reports 
and memoranda, covering all our research and engineering 
activities, are issued. Also, appropriate technical papers are 
published in internal and external professional journals. In 
addition, there are many oral section meetings, group meet­
ings, project meetings, computer seminars, solid-state semi­
nars, and colloquia, and special reviews are presented for 
people from various parts of the company. 

More specific technological communication is provided by 
person-to-person discussions. Regular provision is made for 
such discussions in the Laboratories Applied Research Proj­
ects. These projects are conducted in the product divisions 
with the financial support and technical guidance of the Lab­
oratories. Over 150 technological discussions are held each 
year when about 50 different groups of Laboratories and prod­
uct division personnel meet for quarterly reviews of the 
approximately 50 Applied Research Projects. The meetings 
are held alternately at the Laboratories and product division 
locations. Applied Research Projects have been used for 
nearly 20 years as one of our working means to transfer tech­
nology, usually in the form of useful new techniques, materials, 
devices, and apparatus, from RCA Laboratories to the product 
divisions. Some of the Applied Research Projects are set up 
with two or more product divisions to take advantage of their 
j oint deliberation and cooperative action. 

Over the years we have found that the most effective means 
for transferring technology, especially when considerable art is 



involved, is to have the transferors and transferees literally 
work together. The questions of "who and where" usually are 
different for each case, and there is considerable variety in the 
answers. 

TYPICAL TRANSFERS OF TECHNOLOGY 

Here are some specific transfer cases that involved new mate· 
rials and techniques: 

1) Not long ago, researchers in RCA Laboratories evolved 
a) the germanium·silicon alloys and junction elements for 
generating power thermoelectrically, and b) a vapor· phase 
process for coating niobium stannide on wires and ribbons to 
make very·high-field superconducting solenoid magnets. Both 
of these developments involved considerable preparative art, 
and both were untried in our product divisions. In these in· 
stances, the technology transfers were made by a) having two 
engineers from Harrison work for several raonths with person· 
nel and facilities in Princeton, and then return to design equip· 
ment and initiate the project that led to the multimillion· dollar 
development and production program of thermoelectric mod· 
ules for nuclear· powered spacecraft, and b) by having another 
group transfer from Harrison to Princeton, as an Affiliated 
Laboratory for two years, and then return with the new tech· 
nology to embark on the production and sale of superconductor 
solenoids and wire as a new business venture. 

2) More recently, as a "fallout" from research on lasers, 
researchers in RCA Laboratories devised a kinescope phosphor 
containing a rare earth ion that emits intensely in a very nar· 
row spectral band. This work, again, involved considerable 
preparative art, but-unlike the two previous examples-it 
was in a field where there was already technical competence 
and related manufacturing activity in the product division. In 
this instance, the technology transfer was made by having 
Princeton personnel travel often to Lancaster in order to work 
out quickly with Lancaster people a practical composition and 
technique for making and putting into production a new, red· 
emitting, rare·earth, color·kinescope phosphor. Such a joint 
effort is conducted at the product division site to shorten the 
time required to go from research to development and produc· 
tion, and to intensify the practical, business-oriented considera· 
tions that are essential in achieving timely technological objec· 
tives in an existing competitive business. 

3) Magnetic tape technology was transferred from Princeton 
to Indianapolis by sending to Indianapolis the massive tape 
ctlater that was first designed, built, and operated in RCA Lab­
oratories (after Record Division personnel had operated it 
there). The process and machine were used to produce tapes 
for audio recording. Since then, tape station machines for 
testing computer tapes have been sent from Electronic Data 
Processing to Indianapolis and to Princeton; other materials, 
processes, techniques, and coating machines have been devel· 
oped; and personnel of the Laboratories and product divisions 
have often worked temporarily at other than their normalloca· 
tions to expedite the technological expansion from audio to 
computer, instrumentation, and video tape. 

EACH CASE IS SPECIAL 

These examples by no means exhaust the possibilities of creat· 
ing suitable conditions for people to transfer and advance 
technology. At the outset of a transfer, it is wise to assume that 
the best division of responsibility and effort between trans­
ferors and transferees is 70 :30, both ways. There is not enough 
overlap of concern in a 50: 50 division. Each case has to be 
considered and decided on its own merits, and the business 
opportunity deserves as persistent attention as the technical 
excellence and reproducibility of the new technology. The 
examples given, however, illustrate some of the flexibility of 
attitude, approach, and organizational arrangement that is 

possible in RCA. That flexibility can be one of RCA's 
greatest strengths in meeting technological challenges of the 
future. 

CONCLUSION 

In general, our means for technical communication are excel­
lent. but the use that we make of them could be improved. 
J\Iuch of what you, as an individual, receive from within and 
without RCA is general art and science, rather than technology 
pertinent to your particular needs. That occurs partly because 
RCA has so many different business and technology needs at its 
various locations, and partly because your specific needs are 
not known by others who are working on new technology. As 
a first step in alleviating that situation, we urge you to identify 
and make known your most important technological needs, 
particularly the persistent basic needs, preferably on a person­
to-person basis. When you do not know the most appropriate 
research person, please address your specific technological 
need to Technical Administration, RCA Laboratories, Prince· 
ton, N.J. 
• Selectivity is essential in this era of burgeoning art and 
science, and you can help yourself and your associates greatly 
by candid discussions with them at Applied-Research-Project 
meetings and other meetings aimed at identifying and working 
toward the specific technologies that are essential to success 
in RCA's best business opportunities. 
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FOOD 
ELECTRONICS 

RF-Acceleraled 
Freeze-Drying 

of Foods 

H. F. KAZANOWSKI, Mgr., 

Industrial Market Development 

W. N. PARKER, Staff Engineer, 

Super-Power Tube Operations 

Industrial Tube and Semiconductor Div., 

ECD, Lancaster, Pa_ 

An accelerated freeze-drying technique using RF energy for the processing of 
foods has been developed by RCA. The RF technique takes less time and 
uses lower temperatures, and the food thus processed retains more flavor, than 
is possible with conventional radiation drying. The RF freeze-drying system 
includes a vacuum chamber, a UHF oven, and a UHF generator. This paper 
reviews some of the technical considerations involved in the investigation of 
RF freeze-drying, and discusses the test results. 

THE application of RF energy to food, 
whether for microwave cooking or 

for commercial processing, offers ex­
panding market opportunities for RCA. 
In the industrial area, however, the anal­
ysis of a new process system often re­
quires a demonstration of feasibility and 
performance. This paper summarizes 
some of the early technical considera­
tions associated with the investigation of 
such a program. The purpose of this 
effort was in the nature of "applied re-

HENRY F. KAZANOWSKI received his BSEE de­
gree from Northeastern University in 1948 and his 
MS in Physics from Franklin and Marshall College 
in 1954. He joined RCA in 1948 as a power-tube 
design engineer and subsequently developed the 
RCA type 6181. the first ceramic-metal power-tube. 
which found wide use in commercial UHF~TV trans· 
mitters. including the RCA TTU-IB. He transferred 
to the ECD Product Administration activity in 1952. 
where he coordinated government contract pro· 

H. F. Kazanawski 

search" to determine: 1) whether RF 

power, uniformly applied, could accele­
rate the drying process sufficiently, and 
2) whether the economics of RF could 
justify its use on a commercial scale. 
Initial results have been sufficiently en­
couraging to continue development of 
prototype continuous-flow systems. 

The importance of new processing 
methods for food products is brought 
into sharp focus by the realization that 
two-thirds of today's processed foods will 

grams for several product lines and planned the in­

troduction of new tube types. including the RCA 
Cermolox Line. Since 1957 he has worked in Di­
visional Financial Control and in Advance Market 
Planning, conducting special business analyses and 

plant expansion studies. Mr. Kazanowski currently 

heads the Industrial Market Development activity 
in)J&SD and is responsible for new industrial busi­
n'ess planning for the power tube, microwave, con­

version tube, and semiconductor product lines. He 

W. N. Parker 

Freeze-dried food products, such as those pic­
tured above, may be RF-dried in the future. 

be out of date in less than 20 years. 
One of the newest food-preservation 

techniques is freeze drying. This proce­
dure promises major advances in conveni­
ence foods, and has significant potential 
for the use of RF energy in food process­
ing. Moreover, this process retains the 
fidelity and authenticity of the original 
flavors and preserves more of the heat­
sensitive vitamins and protein value than 
any other current commercial drying 
method. Properly packaged freeze-dried 
foods have an almost indefinite shelf­
life without refrigeration; also, complete 
water removal reduces weight more than 
any other preservation technique. 

Final manuscript received April 27, 1966. 
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Freeze-drying is a sublimation process 
that removes moisture from frozen prod­
ucts without changing their shapes, col­
ors, or flavors_ In processing, the frozen 
raw or precooked products are placed on 
trays in a vacuum chamber where a con­
trolled amount of heat (heat of sublima­
tion) is applied through liquid-heated 
trays or platens_ The ice in the food 
evaporates and the dry foods emerge in 
a solid, sponge-like condition_ After her­
metic packaging in either film-pouches 
or cans, the products can be shipped or 
stored without refrigeration_ Prior to 
eating, cooking, or otherwise handling as 
fresh food, the products require only 
rehydration_ 

RCA's interest in freeze-drying is long­
standing,' particularly as a large market 
potential for the application of RF power_ 
Recent projections·,3 indicate that, if RF­
accelerated freeze-drying is successful, 
more megawatts of RF energy will be re­
quired than are used currently in the 
combined AM, FM, and TV installations 
in the United States. Although there 
are reports·,5," of successful accelerated 
freeze-drying experiments by means of 
UHF or microwaves, engineering details 
are meager. 

PRELIMINARY EVALUATION 

In 1963, as a result of an engineering 
analysis of the freeze-drying principles, 
an electrical analog was prepared to in­
vestigate the effects of UHF energy on a 
typical frozen food in vacuum. Param­
eters were established to check power 
absorption, drying time, temperature 
rises in the dried and frozen material, 
surface temperature, and ionization 
breakdown. Then, several computer 
runs were made to verify the effect of 
UHF heating. 

During conventional freeze-drying 
with heated platens, the already-dried 

ii!iii, 
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Fig. 2-Front view of freeze-drying unit. The UHF generator is at the left. The UHF transmission 
line and tuning controls enter the left side of the sublimation chamber. 

layer of food surrounding the un dried 
frozen portion acts as a heat-flow barrier 
and retards the transfer of heat from the 
hot platens to the interior of the product. 
Drying times of 8 to 24 hours are often 
required to sublime the ice completely. 
The engineering study indicated that RF 
heating, which is volumetric, should 
speed up the drying rate significantly, 
increase the product output, and thus 
reduce the price of freeze-dried foods. 

An equipment and test program, based 
on the theoretical and mathematical anal­
yses, was undertaken by RCA in cooper­
ation with the Department of Food Sci­
ence of North Carolina State University. 
The principal objectives of this investi­
gation were to demonstrate the technical 
and economic feasibilities of using RF 
energy during the freeze-drying process, 

and to obtain basic engineering informa­
tion that would be useful to food pro­
cessors and food equipment manufac­
turers.7 

The freeze-drying system used in the 
RCA-North Carolina University tests is 
diagrammed in Fig. 1. It consists of a 
vacuum chamber, housing four 2- x 2-foot 
platens, and a UHF oven (or resonant cav­
ity) electrically connected to a UHF gen­
erator for food processing. For compari­
son with conventional radiant heating, 
the UHF-platen temperatures can be con­
trolled from -30 0 to +130°C, while the 
refrigerated condenser used for water re­
moval is maintained at-55°C. An ulti­
mate chamber pressure of 20 to 30 mi­
crons is normally obtained. 

Fig. I-Diagram af system used for UHF freeze-drying experiments. 

During RF-accelerated freeze-drying, 
the product is heated in the UHF oven, 
which has slits cut in the walls to allow 
free passage for the vapor from the prod. 
uct to the refrigerated condenser. The 
oven (cavity) is made resonant for vari­
ous food loads by means of tuning and 
coupling controls which extend through 
the vacuum-chamber walls. Maximum 
net power into the loads is obtained under 
resonant conditions. 

VACUUM CHAMBER 

TUNING CONTROL 

COUPLING CONTROL 

METTLER 
BALANCE 

UHF 
APPlICAIOR 

CAVITY 

CO-AXIAL TRANSMISSION LINE 

UHF GENERAIOR 
o - 5000 WATTS 
915 OR 632 MC 

CRACKING 
VALVE 

VACUUM GAGE 

CONDENSER 

REFRIGERATION 
SYSTEM 

MECHANICAL 
VACUUM 
PUMP 

20 TONS 
700 C 

The UHF generator, which consists of 
a master oscillator and power amplifier, 
was designed to operate at 915, 632, and 
350 MHz to check for frequency-selective 
effects. Continuously variable power out­
put from 0 to 5000 watts can be obtained 
by control ofthe grid-No.2 (screen-grid) 
voltage for the RCA-850l UHF power tube 
used in the amplifier. A coaxial trans· 
mission line fitted with forward- and 
reverse-reading UHF wattmeters carries 
power from the generator to the cavity. 
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Fig. 3-UHF cavity inside sublimation cham­
ber. Teflon weighing platform, containing 
beef patty, is suspended by nylon cords from 
weighing arm on balance. 

The complete electronic system for the 
North Carolina State University test pro­
gram was designed and built by RCA­
Lancaster. 

A general view of the freeze-drying 
equipment, the UHF generator, and the 
UHF transmission line is shown in Fig. 2. 
The instantaneous weight of the product 
is measured by a Mettler balance adja­
cent to the cavity and is observed through 
a porthole in the chamber door. Some of 
the foods investigated included ground 
beef, shrimp, and peas, which were 
formed into 3-inch-diameter samples hav­
ing thicknesses from 0.25 inch to 2.5 
inches. Beef samples were sized by ma­
chine to ensure product uniformity. 

A close-up view of the UHF cavity with 
the door removed is shown in Fig. 3. For 
several UHF drying tests, a frozen sample 
was placed on the Teflon* weighing plat­
form which was suspended inside the UHF 

cavity from an auxiliary beam on the 
weighing platform of the Mettler balance. 
Pump down of the chamber to a working 
pressure of 60 microns required about 
10 minutes, after which time the UHF 

energy was applied, the cavity tuning was 
checked, and the RF power level was set. 
At 5-minute intervals, readings were 
taken of the sample weight, chamber 
pressure, net UHF power, and the power 
required for ionization of the residual 
gas (glow-power). For glow-power read­
ings, the input power was momentarily 
* Registered trademark of E. I. duPont. 

increased, and the value noted at which 
a visible electrical discharge took place 
in the free space within the cavity. The 
power input must be kept below the glow­
point for successful freeze-drying. The 
onset of glowing was also indicated by a 
sudden rise in the UHF wattmeter mea­
surement of the reverse power in the 
coaxial transmission line. 

TEST RESULTS AND DISCUSSION 

Since early 1964, more than 100 freeze­
drying tests have been made at two UHF 

frequencies: 915 MHz and 630 MHz. 
(No advantage was found at the lower 
frequencies used in the preliminary 
work.) A partial listing of foods tested 
includes potato patties, chopped beef 
patties, shrimp, lobster, peas, yeast, ice 
cream, orange juiee concentrate, berries, 
and coffee extract. Product thickness 
ranged from 0.25 inch to 2.5 inches. Var­
ious initial moisture levels were also in­
vestigated. 

Freeze-drying curves for l-inch-thick 
meat patties, shown in Fig. 4 for radiant 
and UHF (915 MHz) heating, disclose 
that UHF heating accelerates freeze-dry­
ing very considerably. For constant dry 
weight, the drying times are 22 and 2.5 

hours, respectively, or at the ratio of 9 
to 1. For 5% moisture content, the dry­
ing times are approximately 15.5 and 
2.25 hours, respectively, or at the ratio of 
7 to 1. The most striking time reduction 
achieved by the use of UHF power is in 
the area of lower moisture content. For 
example, radiant-drying reduction of the 
moisture content of a sample from 10% 
to 5% required 2 hours, but UHF achieved 
the same results in only 8 minutes; thus 
the time ratio is 15 to 1. 

Table I lists typical drying times for 
several food products to 2% final mois­
ture by UHF and radiant freeze-drying. 
The drying times at 915 MHz were ap­
proximately constant for the various 
thicknesses of beef patties; at 632 MHz, 
slightly increased drying times were re­
quired. Conventional radiant drying 
times, in general, are markedly affected 
by thickness, e.g., a I-inch meat patty 
requires more than twice the drying time 
of a 0.5-inch patty to reach the 2% level 
(with food-surface temperature main­
tained below 50°C to prevent scorch­
ing) .8 

Comparison of radiant drying times 
with those of UHF indicates that UHF 

heating achieves an average drying rate 

Fig. 4-Comparison of UHF and radiant freeze-drying of l-inch-thick chopped-beef patties from 
initial moisture of about 60"10 to approximately zero moisture. 
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TABLE I. Summary of Typical Engineering Data 
Derived from Experimental Freeze-Drying Results 

Maximum 
Drying Time to Sublimation Rates SouTce Power 

2% Moisture (lb water/ (UHFkW/lb 
(minutes) lb dry solids!hr.) frozen food) 

915 Radi- 632 915 Radi- 632 915 
MHz MHz ant MHz MHz ant MHz MHz 

145 142 0.687 0.749 0.104 0.104 
145 130 455 0.985 0.875 0.478 0.156 0.117 
160 138 0.728 1.030 0.113 0.106 
170 145 1090 0.738 0.735 0.261 0.113 0.115 
139 0.778 0.123 

153 155 420 1.48 1.41 0.562 0.150 0.143 

155 480 1.70 0.132 
145 1.75 0.128 
145 

253 630 1.38 0.695 

Process Rate 
(lb dried 
product! 

UHF kWh) 
632 915 

MHz MHz 
1.51 1.80 
1.33 1.49 
1.36 1.66 
1.45 1.62 
1.49 

0.921 0.874 

0.611 
0.628 



more than three times faster for a 0.5· 
inch patty, and more than seven times 
faster for a I-inch patty. 

For loose peas with seed coats perfo­
rated to permit venting of the moisture, 
the UHF drying times (Table I) were in­
dependent of layer thicknesses up to 2.5 
inches. The upper limit of layer thick­
ness was set by the physical dimensions 
of the cavity and by the weighing mech­
anism. In radiant freeze-drying, about 8 
hours is usually required for a layer of 
peas 0.75 inch deep. The combination of 
shorter drying time and greater layer 
depth results in an improved average dry­
ing rate of about 13 times for UHF freeze­
drying. 

Preliminary UHF freeze-drying tests of 
coffee extract were particularly encour­
aging. A drying time of 2 to 3 hours was 
obtained for coffee extract frozen into 
small pellets. 

When UHF energy was used, mashed­
potato patties required 4 hours to reach 
2% moisture. Although this drying time 
is satisfactory, a dried patty could not be 
obtained without some internal darken­
ing as a result of overheating. Local dis­
coloration occurred even though a frozen, 
un dried layer of pulp was present in the 
center of the potato patty. The already­
dried material seemed to accept power 
readily, so that overheating and charring 
occurred even at relatively low input­
power levels. By comparison, meat, 
shrimp, peas, and coffee extract exhibited 
ideal UHF drying characteristics. 

-In some preliminary tests, UHF- and 
radiant-freeze-dried meat patties, 0.50-
inch thick, were rehydrated and then 
grilled. Both patties were found to be of 
acceptable quality by the taste panel of 
the North Carolina State University Food 
Science Department. 

Fig. 5-This RF glow power vs. pressure curve 
shows the maximum UHF power that can be 
used without glowing for freeze-drying of a 
0.5-inch-thick beef patty having 60% moisture 
content. 

100 1.000 10.000 
PRESSURE (MICRONS) 

Glow-power as a function of pressure 
for a 0.5-inch patty is shown in Fig. 5. 
The ordinate of the curve represents the 
power necessary to cause a glow-dis­
charge in the cavity, which contained a 
fresh-frozen patty on a Teflon platform, 
and gives a measure of the maximum 
usable power at any pressure. For exam­
ple, a power input of 15 watts requires a 
pressure of 60 microns or less for useful 
freeze-drying. (A power of 15 watts for 
a single patty is equivalent to about 120 
kilowatts for a 1000-pound load.) 

The power level at which glowing oc­
curs in the cavity during the heating of 
the meat patty indicates the ease with 
which the meat absorbs power. The abil­
ity to absorb power tends to decrease as 
full dryness is approached. The glow­
power also indicates the maximum power 
that can be employed {or freeze-drying. 
However, the use of power in excess of 
15 watts on a single 0.5-inch meat patty 
can result in: 1) overheating of the patty 
and 2) melt back, a condition in which 
portions of the frozen product melt and 
overheat locally. 

The designer of a freeze-drying system 
with adequate vapor-handling capacity 
can determine the drying rate at a given 
time from the slope of the weight-vs-time 
curve (drying curve). Table I lists some 
typical maximum sublimation rates for 
various products and thicknesses. Of par­
ticular interest is the case of the I-inch 
beef patties, for which the 915-MHz dry­
ing rate of 0.735 pound of waterlhourl 
pound of dry solids is 2.8 times faster 
than the radiant drying rate. As a result, 
the refrigerated condenser or other vapor­
handling device must be slightly larger; 
however, the cost of the larger equipment 
is more than offset by the much shorter 
UHF drying time which, in this example, 
is only one-seventh that for radiant dry­
ing. Thus, UHF permits a much greater 
food-handling capability for a given plant 
investment, a key to lower food costs 
through lower production costs. 

In the design of a UHF freeze-dryer, an 
engineer must know the UHF power re­
quired. Table I expresses typical power 
requirements in kilowatts of UHF power 
per pound of frozen food, e.g., a 750-
pound Joad of fresh-frozen green peas 
requir~s a rated output from the UHF 

source of 750 x 0.132, or approximately 
100 kilowatts. 

Table I also contains some typical 
process rates expressed in pounds of fin­
ished dried product per UHF kilowatt­
hour. Alternate ways of expressing pro­
cess rates would be in pounds of frozen 
food or in pounds of dry solids. A yield 
of 150 pounds of 2% moisture peas would 
require 150 -;- 0.611 or 245 kilowatt­
hours of power delivered from the UHF 

source to the applicator cavity. A yield 
of 150 pounds of dried peas corresponds 
approximately to the fresh-frozen weight 
of 750 pounds used in the previous ex­
ample. 

All data in Table I were averaged from 
numerous experimental freeze-drying 
tests which used single-patty food sam­
ples dried with an arbitrary program­
ming of heat input. In extrapolating 
these data, designers should allow for 
variations in food properties and electri­
cal efficiencies. The data include the 
effect of the electrical efficiency of the 
UHF applicator cavity used in the experi­
ments described. 

The efficiency of a given UHF applica­
tor cavity is determined as follows: the 
weight-loss rate is divided by the UHF 

input in watts, and the ratio is compared 
to the theoretical heat of sublimation for 
water (1210 Btu/lb). Only 10 to 15% 
of the UHF power input is wasted in heat­
ing the UHF cavity walls as a result of 
wall currents and electrical resistance. 
However, as the food product becomes 
dry, its ability to absorb UHF power de­
creases markedly and the cavity losses 
become more significant. Nevertheless, 
the actual amount of power "wasted" in 
this way is small because the total UHF 

power is programmed to lower levels to­
ward the end of the drying cycle. Some 
products, such as potato patties and 
strawberries, do not show this sharp drop 
in efficiency for low moisture content. In 
fact, warm, dry strawberries seem to ab­
sorb UHF power more readily than cold, 
fresh-frozen ones. This fact may explain 
the difficulties experienced in accelerat­
ing the freeze-drying of strawberries by 
UHF energy. 

DESIGN OF PRODUCTION EQUIPMENT 

Applicator cavities capable of processing 
production quantities of food must, of 
course, be considerably larger than the 
single-sample test ovens used to obtain 
the foregoing engineering data. When 
large cavities are operated at UHF, how­
ever, patterns of alternate high and low 
electric fields are set up throughout the 
cavity interior. Because the high-field 
regions could be spaced approximately 
6.45 inches apart at 915 MHz, careful 
food placement would be required to 
achieve uniform processing. Even then, 
a small change in the frequency of the 
UHF generator might change the field pat­
terns adversely. Techniques have been 
proposed to achieve uniform processing 
at high frequencies.·· lo One arrangement 
designed to freeze-dry up to twenty 0.5-
inch patties at a time consists of a cavity 
which simultaneously sustains two field 
patterns that overlap each other spa­
tially." This form of cavity is called an 
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Fig. 6-Cutaway view of combined vacuum 
chamber and UHF orthogonal made cavity. 
Food to be freeze-dried enters chamber at 
vacuum-seal end. 

orthogonal mode cavity because of the 
perpendicular relation of the two field 
patterns. 

A simplified cutaway drawing of the 
actual combined vacuum chamber and 
cavity using two overlapping field pat­
terns is shown in Fig. 6. The position of 
the horizontal grid is fixed at a quarter­
wavelength from the screened end. The 
vertical grid extends across a box plunger 
which is also a quarter-wavelength deep. 
The box-plunger assembly slides axially 
to permit simultaneous tuning of both 
modes. The food is loaded through the 
vacuum seal and is suspended in the cen­
ter of the 10- x 10- x 54-inch chamber. 
A lO-inch pipe provides a minimum­
restriction vacuum line to the refriger­
ated vapor condenser. The UHF power is 
coupled by an adjustable loop, and a load 
cell (not shown) permits continuous 
weighing of the food load. The Teflon 
load basket, containing 10 chopped beef 
patties, is shown in Fig. 7. Evaluation of 
this cavity with larger food loads has ver­
ified the results obtained with single 
food-patty samples. 

SUMMARY AND OUTLOOK 

The RF-accelerated freeze-drying tech­
nique developed by RCA has demon­
strated its usefulness on a variety of food 
products. Meat, fish, poultry, fruits, 
vegetables, and certain beverages have 
been test-dried rapidly and successfully. 
However, strawberries and orange juice 
concentrate still require modified proce­
dures and additional testing to obtain 
commercially acceptable drying charac­
teristics. Definite quality improvements 
in RCA RF-dried products, resulting from 
the shorter time and the lower tempera­
ture required for processing, have been 
reported by food technologists. More­
over, the RF technique retains the vola­
tile, organic, flavor constituents to a 
greater degree than the conventional 
process. 

Experimental results indicate that 
freeze-drying is feasible for a variety of 
foods and that the use of thick bed-depths 
can increase food-handling capability by 
about an order of magnitude over that 
possible with conventional radiant freeze­
drying techniques. Improved moisture 
uniformity in products of varied sizes is 
possible with UHF because the drying 
time is independent of thickness. 

Current RCA RF-accelerated freeze­
drying development is directed toward a 
continuous-pro duct-flow system. This 
method lends itself to the uniform appli­
cation of RF energy and may effectively 
displace the batch-type freeze-drying sys­
tems now in use throughout the food­
processing industry. 

Detailed economic studies have been 
prepared by RCA-on a cooperative basis 
with potential customers to demonstrate 
the advantages of RF processing. Work is 
proceeding toward prototype and pilot­
plant operations. Cost studies have been 
made of freeze-drying plants capable of 
drying from 1 million to 30 million 
pounds of (wet) product annually. Anal­
yses of capital investment requirements 
have been detailed, including vacuum­
chamber conveyor, belt system, refriger­
ation, UHF generator (with applicator), 
and building costs. Operating costs, in­
cluding equipment depreciation, labor, 
and utilities, have been calculated and 
reduced to total cost per pound of wet 
product processed or total cost per pound 
of water removed, which are the signifi­
cant economic indexes. 

The predicted total cost of RF freeze­
dry processing is under three cents per 
pound of original product, which is sig­
nificantly less than present process costs. 
The capital investment required to fully 
facilitate a production-sized plant for RF 
freeze-drying is approximately 30% less 

than for conventional (radiant) freeze­
drying for an equivalent product output. 

As freeze-dried food costs are reduced 
by the more efficient RF process, new 
foods will be developed for domestic use 
and for possible world markets in areas 
where nutritional deficiencies exist or 
where refrigeration and transportation 
are major problems.12

•
13
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INTEGRATED CIRCUITS 

New Concepts in Circuit Design 

The rapid progress achieved in integrated-circuit technology in the past two 

years has resulted in the penetration of the commercial electronics market. As 

integrated-circuit functions approach economic maturity, new design axioms 

have evolved. This paper reviews the new design approach and illustrates its 

basis and application. 

I. KALISH, Mgr. 

Integrated Circuit Device Technology 

Special Electronic Components Division 

Electronic Components and Devices, Somerville, N. J. 

DURING the past two years, fabrication 
of integrated circuits at Somerville 

has made the transItIOn from an exotic 
technology barely capable of meeting a 
sympathetic specification to a routine 
manufacturing process supplying compe­
titive components to a cost- and perfor­
mance-oriented commercial market. This 
progress is illustrated by the photographs 
of two integrated-circuit chips in Fig. l. 
The chip at the left is a 12-component 
developmental digital gate previously de­
scribed.' The chip at the right is a 39-
component FM sound-IF circuit presently 
being supplied to the Home Instruments 
Division by the Somerville Integrated­
Circuits Manufacturing Department. 

F£nal l1wnU8cript received April 28, 1966. 

Progress in integrated circuits has 
taken place on two major fronts. On the 
one hand, new technology has made avail­
able new devices, such as the complemen­
tary MOS structure shown in Fig. 2, and 
improved processes, such as the ceramic 
isolation technique shown in Fig. 3 (de­
veloped at the RCA Laboratories). On 
the other hand, as will be discussed in 
this paper, processing refinements and 
imaginative design approaches have re­
duced the cost of realizing specific circuit 
functions on silicon chips to the point 
where discrete components are becoming 
obsolete in many areas on the basis of 
cost and performance. This point has 
already been reached in the digital field, 
and is being approached in such stan-

(a) Fig. I-Photographs of integrated-circuit chips: 
a) early developmental 12-component digital 
gate; b) 39-component FM sound-IF strip. 

(b) 
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his MS degree in Electrical Engineering from Co­
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as a semiconductor-device engineer. He was pro­
moted to Manager of Germanium Product Design in 

1961, and assumed his present position as Manager 
of Integrated Circuit Device Technology in January 

1963. Mr. Kalish is presently an Adiunct Professor 
in Physics and Electrical Engineering at the Cooper 
Union School of Engineering and Science. 

dardized linear functions as operational 
amplifiers. This paper discusses the new 
design approach that has been evolved, 
and illustrates its basis and application. 

NEW DESIGN AXIOMS 

The rapid progress of integrated-circuit 
functions toward economic maturity has 
occurred despite the fact that the param­
eters of monolithic components often are 
not comparable to those of discrete com­
ponents. Table I compares typical pa­
rameters of monolithic and discrete tran­
sistors, and also gives typical values for 
monolithic resistors and capacitors. Al­
though progress has been made in clos­
ing the gap in transistor parameters, 
monolithic resistors are still of poor qual-

Fig. 2-
Fig. 3-RCA Laboratories ceramic isolation technique. 

Com plementary 

MOS three-input gate. 
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TABLE I-Typical Parameters of 
Monolithic and Discrete Components 

Parmneter 

TRANSISTOHS 
Current Transfer Ratio 
Breakdown Voltage (V) 
Gain-Bandwidth Product (GHz) 
Feedback Capaeitance (pF) 
Isolation Capacitance (pF) 
Isolation Voltage (V) 

HESISTORS (Monolithic) 

Mono- Dis­
lithic crete 

40-200 
50 
1 

1.5 
1.5 
75 

40-200 
100 

2 
0.3 

Range: 100-20,000 ohms ±20% routinely 
ItaLios: :±::3% routinely 

CAPACITOHS (:Ylonolithic) 
Range: up to 100 pF 

ity, and monolithic capacitors exist in 
only the smallest sizes. Nevertheless, cir­
cuit integration has progressed because 
the silicon planar technology used in the 
fabrication of monolithic circuits has 
revolutionized the economic rules for 
achieving a given electronic function. 

Since the invention of the vacuum 
tube, circuit designers have worked with 
two axioms: 1) that active devices are 
more expensive than passive devices, and 
2) that the cost of passive devices is a 
function only of tolerances and power 
ratings, and is independent of parameter 
values. (These rules are valid except in 
the case of large·value capacitors.) Two 
generations of circuit designers, there­
fore, have worked effectively to minimize 
the number of tubes and transistors in 
their equipments. 

In the design of monolithic silicon cir­
cuits, however, the cost of passive devices 
is a direct function of parameter values, 
as well as of tolerances and power rat­
ings. As a result, passive devices usually 
are more expensive than active devices, 
and often are prohibitively expensive in 
large values. Therefore, it is often eco­
nomical to design circuits so that addi­
tional transistors can be used rather than 
capacitors or large resistors. 

COST VS AREA 

The cost of a monolithic component is 
determined primarily by the amount of 
chip area it uses. Fig. 4 shows the mask­
ing, diffusion, and metalization opera­
tions involved in the fabrication of a 
monolithic circuit; Fig. 5 shows a com­
pleted wafer containing hundreds of cir­
cuits. The processing operations are 
independent of the number of circuits on 
the wafer or the number of components 
in each circuit. The smaller the com­
ponents, however, the more circuits can 
be obtained by the 'processing of a given 
wafer. In addition, if random defect 
patterns exist in the wafer, small circuit 
geometries have a greater probability of 
avoiding defects and thus exhibit a 
higher yield (number of good circuits 
per wafer). 

The major factor in the economics of 
the integrated-circuit chip, therefore, is 

'ItS area. Thus, the relative costs of com­
ponents must be evaluated in terms of the 
amount of chip area that each occupies. 
Table II is a typical price list for mono­
lithic components in terms of area. This 
table shows that a transistor costs no 
more than a lOOO-ohm resistor or a 
3-picofarad capacitor. As resistance and 
capacitance values increase, transistor 
cost becomes comparatively less. In 
integrated-circuit design, therefore, the 
passive components are minimized to 
take advantage of the bargain transistors. 

2K 
(0) 

(b) 

Fig. 6-Two types of three-input NOR gote: 
0) RCTL configuration, b) ECCSL configuration. 

Fig. 6 demonstrates the impact of this 
new rule for integrated circuits on the 
design of a three-input nor gate. This 
function can be realized by use of only 
one transistor in the RCTL (resistance­
capacitance-transistor logic) configura­
tion, or by use of five transistors in the 
ECCSL (emitter·coupled current-steering 
logic) configuration. In discrete form, 
the RCTL gate would be the more eco­
nomical choice, but in integrated form 
the reverse would be true. The reasons 
can be illustrated by the following 
computations. 

TABLE II-Area "Price" List for 
Monolithic Components 

Component 

Transistor 

Resistor (±20%) 

Capacitor 

Rela· 
tive 

Com- Unit 
ponent Cost 

Transistor 20 
Resistor 2 
Capacitor -2 

Total Cost 

Relative Area 

10 
5R/500 (R > 500 ohms) 

5(500/R) (R < 500 ohms) 
30 X 10" 

RCTL ECCSL 
Gate Gate 

No. Total No. Total 
Used Cost Used Cost 

1 20 5 100 
4 8 3 6 
3 15 

43 106 

In discrete form, therefore, the cost of an 
ECCSL gate is two and one-half times the 
cost of the logically equivalent RCTL gate. 
As a result, the ECCSL gate is rarely used 
in this form. 

Table III shows the relative cost of 
components in their conventional dis­
crete form. From this table the two gates 
shown in Fig. 6 can be evaluated as 
follows: 



From the data given in Table II, a 
comparison of the two circuits can be 
made in terms of area values, as follows: 

Rela- RCTL ECCSL 
tive Gate Gate 

Com- Unit No_ Total No_ Total 
ponent Area Used Area Used Area 

Transistor 10 1 10 5 50 
Resistor 5 1 5 1 5 

10 1 10 
20 3 60 1 20 

Capacitor 60 3 180 

Total Cost 255 85 

In monolithic form, therefore, the ECCSL 

gate has a three-to-one advantage over 
the RCTL configuration_ Thus, in terms 
of area economics, the elimination of the 
need for capacitors makes the ECCSL cir­
cuit a wise choice. 

COST VS TOLERANCE 

Because of processing variations inher­
ent in the monolithic silicon technology, 
circuit requirements for high-tolerance 
components minimize yields in inte­
grated-circuit processing. Therefore, it 
is desirable to adopt design procedures 
wherein tight performance specifications 
can be met by use of components having 
wide parameter spreads. It is more eco­
nomical, for example, to design a three­
stage integrated-circuit amplifier that 
has fairly wide tolerances at each stage 
and to degenerate any excess gain than 
to insist on tight specifications for a 
single stage that can provide the desired 
gain. 

The impact of component tolerances 
on cost can be demonstrated by consider-

TABLE III-Relative Prices of 
Discrete Components 

Component 

Transistor 
Resistor 
Capacitor 

Relative Price 

20 
2 
5 

Fig_ 7-Effect of tolerances in resistor design_ 
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ation of the design of an integrated 
resistor. As shown in Fig. 7, the value of 
resistors in a semiconductor integrated 
circuit depends upon a diffusion param­
eter (the sheet resistance Rs) and the 
ratio of length to width in the resistor 
geometry_ For simplicity, only the effect 
of variations in width need be considered_ 
A variation of 0.05 mil in resistor width 
because of photochemistry limitations 
would imply an uncertainty of 5% in the 
specification of the resistance for a I-mil­
wide resistor. To reduce this uncertainty 
to I % would require the use of a 5-mil­
wide resistor. Thus, the price of obtain­
ing an improvement of five times in 
resistor tolerance would be an increase 
in area of 25 times. 

To fully realize the potential of inte­
gration, therefore, systems must be 
analyzed in terms of the circuit functions 
to be achieved rather than in terms of 
duplication of discrete circuits in mono­
lithic form. 

ADVANTAGES OF MONOLITHIC DESIGN 

The designer of monolithic circuits has 
advantages not available to the discrete­
circuit designer. Because of the close 
proximity of integrated-circuit compo­
nents, thermal tracking problems are 
minimized_ Matched transistors are rela­
tively easy to fabricate, and thus differ­
ential amplifiers become economical 
building blocks_ In addition, the two­
dimensional nature of the components 
minimizes capacitive and inductive 
coupling to the extent that high and 
stable gains can be achieved in con­
figurations that would oscillate in dis­
crete form. 

BREADBOARDING 

An additional factor in the progress of 
integrated circuits has been the develop­
ment of circuit design and analysis tech-

niques_ One of the early fears about 
integrated-circuit design was that the 
long delay between circuit choice and 
chi p realization (often a matter of 
weeks) would make it crucial for the 
circuit choice to be exactly correct. In 
practice, this requirement would be an 
untenable analytical burden. During the 
past few years, however, practices simi­
lar to discrete-component breadboarding 
have been evolved. One approach has 
been the use of special parasitic transis­
tors having parameters similar to those 
in the final chip (Fig_ 8). Because these 
transistors are in close proximity on the 
same chip of silicon, they exhibit the 
same thermal and parameter matching 
ability that will exist in transistors in the 
final circuit. In addition, because they 
are isolated from each other by means of 
p-n junctions on the same substrate, they 
permit the circuit designer to evaluate 
the effects of parasitic capacitances on 
circuit performance. The use of parasitic 
components has made experimental cir­
cuit evaluation valid to the extent that 
most circuits work the first time. 

CONCLUSION 

The penetration of integrated circuits 
into commercial electronics has begun. 
This year RCA scored an industry first 
with the introduction of the FM sound-IF 
circuit (Fig_ I) into several of its TV 

production lines. This penetration was 
achieved not on the basis of size, but on 
the basis of performance and price. If 
the circuit designer is to make effective 
use of monolithic circuits, he must under­
stand the economic as well as the elec­
tronic implications of the technology. 

REFERENCE 

I. RCA Ilitegrated Circuits (IlCA Reprint PE-
216), a coiled ion of 15 technical papers by RCA 
f::icientists and engineers on 1110nolithic-silicOll, 
thin-film, and MOS int.egrated-circuit tech­
nology_ 

Fig. a-Breadboard monolithic transistors. 
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EXTENDING INTEGRATED CIRCUIT 
APPLICATIONS IN AEROSPACE SYSTEMS 
Factors to be considered in extending the applications of integrated circuits in 
aerospace systems to achieve optimum designs are reviewed. Factors discussed 
include the potentially low cost of integrated circuits, the criteria for selection 
of new parts, the adaptation of digital circuits for analog functions, and the 

use of computer analyses for determining circuit parameters. 

L. C. DREW and M. C. KIDD, Ldr. 

Radar Engineering Guidance Control Engineering 
Aerospace Systems Div., DE?, Burlington, Mass. 

T HE development and use of inte· 
grated circuits is experiencing one 

of the fastest growth patterns in the his­
tory of electronics. This fast growth has 
been spurred by military requirements 
for electronic systems that must be more 
complex and reliable but, on the other 
hand, must be smaller and less costly. 
It appears that integrated circuits may 
be the panacea for electronics because 
of the advantages of small size and 
weight, low power consumption, and, 
recently, low cost. As with any engineer­
ing decision, many factors must be con­
sidered, and in the case of integrated cir­
cuits many new problems arise that are 
subtle and new to the user. This paper 
reviews some of the factors involved in 
extending integrated-circuit applications 
in aerospace systems. 

COST CONSIDERATIONS 

The real impact of integrated circuits 
has been their low cost. The trend in 
miniaturization for low cost has been 
changed with the development of mass­
produced monolithic circuits. The num­
ber of components on a chip has in­
creased steadily from less than 10 to 
more than 50, with little price differen­
tial. The cost difference is a function 
largely of silicon wafer area and testing, 
the latter being a major difference be­
tween analog and digital circuits since 

Fi,llal tllQlluscri,pt received January 26,1966. 

Fig. I-Integrated dual-gate casts. 

analog circuit testing has not achieved 
the same degree of automation. 

The cost trend i~ shown by the curves 
in Fig. 1. These curves were plotted 
from cost predictions of five major ven­
dors in response to a quotation on a large 
military system studied by RCA. The 
trends have been verified with some inter­
esting observations. Company A used 
an approach that did not utilize silicon 
area efficiently and its costs reflect this. 
Company E, emphasizing size and yield, 
maintained low-cost advantage over the 
entire time period. The prices of all 
companies are now quite competitive, 
particularly on circuits of a given type 
such as diode-transistor logic (DTL) or 
resistor-transistor logic (RTL). 

The curves in Fig. 1 are for dual DTL 

gates in quantities of 1,500 to 3,000 and 
projected for a total quantity of 100,000. 
The accuracy of these curves today 
would depend on the special testing, 
screening, and burn-in costs which could 
be as high as the device cost itself. Typ­
ical costs on dual gates today for aero­
space systems are following the curves, 
and ranging from 3 to 15 dollars as 
shown, depending on: quantity, tempera­
ture range, testing, and data required 
with each unit or lot. 

Curves such as those in Fig. 1 show 
only that the cost trend is real, but other 
factors such as specifications and testing 
are most important in controlling costs. 
High reliability programs, such as LEM­

Apollo, require as much effort in the 
---technical specification and testing of cir­
cuits as is required in circuit design. 
The contractor's semiconductor knowl­
edge is the greatest single factor in hold­
ing costs down, since realistic specifica­
tions are essential for low cost. 

I NT~~~TEO 20 
CIRCUIT 

VENDOR A 

CRITERIA FOR SELECTION OF NEW PARTS 

RCA has attempted to establish a realis­
tic approach to the use of new parts. The 
first requirement is that the part have a 
significant advantage such as weight, 
power, reliability, or performance. 
Trade-offs must be made carefully be-
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cause the new part invariably has cer­
tain unknown factors that may prove to 
be troublesome. The second requirement 
is that the required function must meet 
the demands of the system and its asso­
ciated environment. Third, reliability 
data must be available in a form suitable 
for direct use or for extrapolation with 
reasonable confidence. Extrapolation 
can be made from data on similar parts, 
processes, and techniques. The judg­
ment of experienced designers who are 
familiar with components as well as with 
circuit design is also very important. 

The data available on new integrated 
circuits usually is insufficient for decisive 
technical judgments. Parts on which 
there is a great amount of data are not 
necessarily better than those for which 
there is little or no data; however with­
out data, statistical comparisons cannot 
be made with confidence on old parts vs 
new parts. For example, it cannot be 
assumed that any integrated circuit is 
more reliable than its discrete counter­
part just because it is integrated. 
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Failure Modes 

100 

Physics-of-failure specialists have had a 
great impact on the reliability of inte­
grated circuits. The modes of failure of 
these devices have been reasonably well 
defined as a result of the Apollo program 
and many. of the l2.ecent military pro­
grams. The known failure modes listed 
below are described in detail by Par­
tridge, Hanley, and HalL' 

1) Open bonds - purple plague; over­
bonding; underbonding. 

2) Open aluminum interconnects - mois­
ture-hydration; oxide under alumi­
num; scratches. 

3) Metallic interfaces between aluminum 
and silicon 

4) Bulk shorts-breakdown 
5) Shorts due to scratches, pinholes, 

bonding, and broken leads 
6) Foreign material in package 
7) Surface effects-leakage 

In nearly every case the failure modes 
listed can be controlled by careful qual­
ity-control inspection and process or 
technique correction from life tests and 
customer failure reports. This quality 
control is critical and cannot be "tested 
in," but it can be improved by screening 
and burn-in. Past performance is a 
major consideration for future perfor­
mance and reliability. Proof can only 
be extrapolated from carefully con­
trolled tests using statistically sampled 
quantities. 

Reliability Data 

Much has been said about integrated cir­
cuit reliability, and it is generally agreed 
that integrated circuits can be highly 
reliable as demonstrated by numerous 

tests. The reliability data by Farcus and 
Weir2 summarized in Fig. 2 includes data 
from all major manufacturers and a 
number of large users. The integrated 
circuits were tested either at 125 0 C or 
25 0 C, depending on the type of test. All 
circuits were digital but of widely differ­
ent types. The following conclusions may 
be drawn from the chart: 

1) The lowest rate of failure at 25 0 C for 
integrated circuit reliability is excel­
lent <0.05 per 1 million hours) . 

2) The evidence of early failures, charac· 
teristic of semiconductors, indicates 
that tests should be of long duration 
for best results . 

3) Some results based on short runs were 
two orders of magnitude poorer than 
the best results. It is realized, of course, 
that some of these early failures could 
be due to variations in vendors' prod­
ucts. 

4) To obtain reliable data would require 
years of testing or a tremendous quan­
tity of devices tested for a short time; 
the latter method might not produce 
the same results as the former. 

5) Before reliability data is extrapolated 

~ 
~ 

COMPARATOR 

it must be carefully investigated to see 
which data point in Fig. 2 is most ap­
propriate, not which is most desirable. 

The LEM-Apollo program at RCA uses 
0.1 failure per 1 million hours for digi. 
tal circuits and 0.3 failure per 1 million 
hours for analog circuits. These num­
bers are based on a high-reliability pro­
gram of screening and burn-in, and on 
past experience with analog and digital 
transistor circuits. Experience on older 
programs has shown that analog circuits 
have higher failure rates than digital 
circuits, possibly due to higher stress 
levels in the circuit application or greater 
dependence on component stability, 
which could affect the DC operating 
point or frequency response. 

Circuit Design Considerations 

Standardization with integrated circuits 
has the same advantages as with any 
component, e.g., higher quantity with 
corresponding lower device cost, greater 
familiarity with the device character­
istics due to wide usage, lower testing 

INTEGRATOR ABSOLUTE 
VALUE 
CIRCUIT 

'IDEAL DIODE DEADBAND 

o-~ __ ---'VI/' __ +~C/;," 
VIII V out 

IDEAL DIODE LIMITER 

Fig. 3-Typical applications of operational amplifier. 

13 



14 

cost, and opportunity to obtain more 
performance data on the device. Digital 
circuits tend to become standardized by 
the nature of their logic functions. Gen­
erally, a half-dozen types are quite ade­
quate for computers or digital interfaces 
(excluding memory) , and little is gained 
as the number of basic types is increased. 
The types meeting most requirements are 
dual and quad gates, triggerable flip-flop, 
dual buffer, expander, and one-shot 
multivibrator. 

Analog circuits generally are not 
classified in such basic categories. How­
ever, the operational amplifier is prob­
ably the most basic analog circuit ele­
ment. The advantages of the integrated 
circuit differential operational amplifier 
are basic and apply to the device, the 
circuit, and the system. 

The device, with its inherent small size 
and weight, allows 20 to 50 components 
to be placed on a 50- by 50-mil chip, thus 
making high yields possible. The sym­
metry of the differential amplifier ar­
rangement with associated resistor ratios 
provides maximum temperature stability 
and tracking. A small temperature dif­
ferential of a fraction of a degree across 
the chip assures optimum temperature 
conditions. 

The circuit advantages are largely due 
to the flexibility and versatility of the 
operational amplifier. Two inputs are 
available (inverting and non-inverting) 
which can be balanced, providing inher­
ent low drift offset and good common 
mode rejection. The input circuit con­
tributes largely to the high rejection of 
power-supply noise and voltage variation. 
The high-input and low-output imped­
ances assure maximum flexibility of 
usage. The DC and differential features 
of the circuit eliminate coupling and by­
pass capacitors, thus yielding high gain 
with minimum size and weight. Feed­
back stabilization is improved by the 
feedback ratio that can be utilized for a 
given amplifier with a particular gain 
requirement; thus, maximum gain sta­
bility is achieved. Typical gains might 
be 20 dB with 40 dB feedback. 

System advantages include the stabil­
ity that can be achieved, and the large 
number of system applications possible 
with a single circuit element. Typical 
applications are illustrated in Fig. 3 
for several aerospace control-system 
functions. 

Integrated-circuit operational ampli­
fiers that are presently available are 
somewhat limited compared to the best 
discrete amplifiers. These limitations 
consist largely of input impedance, out­
put voltage, current capability, and gain. 
Although these parameters are continu­
ally being improved, present integrated-

circuit devices are very useful and can 
be designed into systems where their 
size, weight, and performance advan­
tages overcome their limitations. 

A major aerospace system currently 
being designed uses 97 integrated opera­
tional amplifiers in three assemblies. 
;\10st of the functions shown in Fig. 3 
have been designed with integrated 
circuits. 

DIGITAL APPLICATIONS OF 
ANALOG FUNCTIONS 

The size and weight constraints of aero­
space systems and the wide temperature 
ranges' to which such systems are sub­
jected require that analog and digital 
techniques be carefully reviewed before 
a technique is chosen. A typical circuit 
where digital techniques offer advantage 
is a precision integrator. The two ver­
sions of this circuit are shown in Fig. 4. 
If the tolerances of the time constant are 
better than 5 % in periods exceeding 1 
second, digital techniques become very 
attractive since the capacitor required 
becomes very large. If the amplifiers are 
not integrated, the digital approach is 
even more attractive. This sweep func­
tion is basic in certain radar operations, 
and sweep accuracy can be improved 
with digital circuits. The resistors in the 
ladders, the voltage reference, and the 
quantization size are the main sources of 
major errors. These errors can be held 
under 5% in an aerospace environment. 
The counters can be either single or 
double flip-flops or a more complex array 
if desired. The greater the logic density 
on the chip, the more attractive the dig­
ital approach becomes. One of the re­
maining technical challenges is to reduce 
the ladder and switches to the size of the 
integrated circuits and maintain the 
required accuracy. 

ANALYSIS OF INTEGRATED CIRCUITS 

The analysis of analog integrated circuits 
poses a considerable number of compu­
tational problems. Contrary to the 
analysis of discrete circuits, in which 
simplifying approximations can be made 
realistically, the analysis of monolithic 
cfrcuits does not permit similar approxi­
mations to be made for parasitic capaci­
tances and leakage conductances. Yet it 
is these un wanted quantities that fre­
quently establish the circuit performance 
limits. 

Inclusion of the parasitic and leakage 
effects in any analysis virtually demands 
use of a general-purpose digital com­
puter. A program for linear circuit anal­
ysis has been developed and successfully 
used to evaluate the performance of 
linear amplifiers composed of integrated 
circuits. This portion of the paper briefly 

describes the analytical techniques 
which have been programmed, and illus­
trates their application. 

The computer analysis of the opera­
tional amplifier consists of two parts: 
1) an equivalent circuit description of 
the hybrid-pi model of the transistors, 
and 2) the computer analysis. 

Hybrid-Pi Model 

Schematics of the operational amplifier 
and the transistor hybrid-pi model are 
shown in Figs. 5 and 6, respectively. 
Four versions of this model were used, 
differing only in collector currents. 

The parameters are the following 
nominal values: 

rv' == 70 n 

C/, 

f3 =- = 5.8 KO 
gm 

= negligible effect 

= negligible effect 

=4.3pF=~ 
Wa 

(includes Transition C) 

ANALOG MILLER INTEGRATOR 

DIGITAL STAIRCASE GENERATOR 

Fig. 4-lntegroted-circuit analog functions (pre­
cision sweep circuits). 

Fig. 5-lntegrated operational model. 
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0.008 to 0.032 mho 

(depending on where transistor is used) 

Computer Analysis 

The computer analysis consists of 1) 
determining the Y parameters of the 
transistors from hybrid-pi models, and 
2) introducing these quantities into 
nodal equations of the overall opera­
tional amplifier. There are 23 nodes in 
this amplifier (besides ground), result­
ing in a 23 by 23 complex coefficient 
matrix. Actually, neither the computer 
nor the engineer writes any equations. 
The computer is programmed with an 
algorithm in such a way as to automat­
ically insert a given value into its proper 
place in the coefficient matrix. Inversion 
of this matrix to obtain the solution or 
impedance matrix then constitutes the 
heart of the computer analysis. A dis­
cussion of elements of the inverted 
matrix as related to the gain and the 
impedances follows. 

The inverted Y matrix is a Z matrix 
and the nodal equations take the form: 

Z", Z,.2 Z"n 

e, Z2" Z2" Z"n I, 

x 

en In 

Since the impedance to ground at a 
given node in an electric circuit is de­
fined by the ratio of voltage developed 
at that point to the external current in­
troduced at that point, it becomes im­
mediately evident that the main diagonal 
elements of the above Z matrix (e.g. Z",) 
are in fact the respective nodal imped­
ances to ground. Further, it should be 
clear that an element off the main diag­
onal (e.g. Z"j) represents the transim­
pedance from node j to node i since 

e, 
Z"!=T , 

as defined by circuit theory; all external 
currents other than Ii are equal to zero. 

Thus, with the input node labeled 1 
(inverting input), and the output node 
designated 23, the result is: 

Z,n=ZI" 

Zout = Z",23 

Gain = e23 = e2sfI, = Z"" 
e, ell I, Z", 

where numerical values of all the Z,,/s 
are known from the computer-calculated 
matrix inversion. 

Separate and distinct computer solu­
tions (matrix inversions) are required 
at each frequency of interest. The com· 
puter is programmed to print out the 
magnitude and phase of the three func­
tions: Z'n, Zoot, and gain. 

The foregoing discussion relates to 
open-loop functions. For closed-loop cal­
culations, the operational amplifier is 
treated as a black box with external feed­
back. The parameters to describe this 
box may be obtained directly from the 
solution matrix. as described above for 
Z"" Zout, and gain." The performance of 
the operational amplifier under worst­
case conditions is shown in Fig. 7 for 
both open- and closed-loop functions. 

To do a worst-case analysis, engineer­
ing assumptions may be used or the com­
puter can run a sensitivity analysis in 
which essentially a partial derivative of 
gain is taken for each part and its toler­
ance to maximize gain. In this way the 
computer determines which parts are 
most sensitive and the degree of sensi· 
tivity. With respect to temperature 
changes, all parts are essentially one and 
can be assumed to be always at the same 
temperature. Therefore, this analysis 
considered all parts to change equally. 

CONCLUSION 

The impact of cost and reliability cou­
pled with small size and weight has 
focused the attention of all circuit de­
signers on the challenge of integrated 
circuits. Digital circuits, although some­
what more straightforward than analog 
circuits in their application, are chang­
ing in the complexity of logic function 
available on a single chip. Analog cir­
cuits, on the other hand, are presently 
undergoing some standardization, which 
the integrated operational amplifier and 
its inherent device, circuit, and system 
advantages have made possible. New 
tools in the form of computer programs 
help the engineer gain confidence in the 
design and operation of these circuits, 
since internal points are no longer avail­
able for experimental probing. 

The trend of integrated circuits to­
ward increased complexity can be illus­
trated along with the increasingly func­
tional nature of the elements. Table I 
shows the evolutionary steps that have 
been made since 1960 from a single RTL 

gate using three transistors and four re­
sistors to a digital differential analyzer 
now being built using 800 MOS transis­
tors on a single chip. Since the trend in 
complexity is increasing so rapidly in 
both the analog and digital areas, the 
near future should be extremely inter­
esting for the circuit designer who is try­
ing to keep abreast of his art. 

TABLE I-Evolution of Integrated 
Circuit Complexity 1960-1965 

Circuits Cornponents 

Ringle RTL Gate....................... 7 
DTL Gate ..... ....................... 11 
Dual Ga!e (DTL) ...................... ~! 
Quad Ga!e (DTL) ..................... . 
Operational Amplifier................... 20-30 
Dual Comparator ...................... 37 

AC Flip-FI.op .. ........................ 1~ 
Decade Countf'l' ...................... . 
Dual Flip-Flop... ..................... 65 
~C'llSl' .-\lllplifif'I' ... . . . . . . . . . . . . . . . . . .. 70 
,lOS 20-Bit Storage Register ........... 120 
.YIOS 100-Bit Storage Regis!er .......... 615 
.YIOS Digital Differential Analyzer ..... 800 
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PROCESS RESEARCH 

An Increasing Need in the 
Electronics Industry 

This paper examines the role of process research in the electronics industry and 

describes the work of RCA's Process Research and Development Laboratory. 

Various laboratory projects are discussed, including pattern-generation and 
optical processing, semiconductor processing, computer-aided design, numeri­

cally controlled machines, electrical discharge machining, and automatic testing. 

C. PRICE SMITH, Director 

Process Research and Development Laboratory 

RCA Laboratories, Princeton, N.J. 

I F ONE considers for a moment the com­
plex electronic systems needed for 

space exploration, the requirements for 
larger and faster computers to do mas­
sive data processing tasks, the demand 
for sophisticated electronic products 
being produced for the home (such as 
color television), and the trend toward 
automated factories with electronic pro­
cess controls, the great need for new 
and improved manufacturing processes 
will be clearly recognized. Progress in 
electronics is being paced by materials 
research and processing technology. This 
fact is highlighted by the unfilled re­
quirements of systems already conceived 
and proven feasible, but which cannot be 
produced economically at this time. 

Final manuscript received March 30, 1966. 

FACING UP TO THE PROBLEM 

Processing technology in the electronics 
industry is expanding so rapidly that 
processes that were adequate a few years 
ago are now obsolete. Completely new 
products and services are demanding un­
usual equipment and process techniques. 
Some of these techniques are being bor­
rowed from other areas and extended to 
meet the needs. An example of this is 
the use of photographic methods, such 
as photoengraving of copper-circuit in­
terconnection boards and the photo­
reduction process used in making 
extremely small mask patterns for 
integrated circuits. In other areas where 
the known technology is inadequate, new 
methods must be discovered and applied, 
such as electrical discharge machining, 

ultrasonic bonding of materials, vapor­
phase deposition of unusual materials, 
and many others. In recent years, RCA's 
manufacturing divisions have been 
spending an increasing portion of their 
engineering effort in designing and de­
veloping new processes and controls 
that will improve the performance of 
the products and reduce their cost. Al­
though the product division engineers 
have been doing a remarkable job of 
meeting these demands, the pressure 
continues to mount for better methods, 
faster machines, higher yields, and im­
proved uniformity of products. 

When we anticipate the types of prod­
ucts and services that will be needed in 
the future, we know additional effort 
must be applied to the process tech­
nology field. Industry trends are already 
in evidence, such as computer-aided de­
sign, numerically-controlled machines, 
on-line computer control of processes, 
precision photographic processes, sophis­
ticated diagnostic and monitoring tech­
niques, and new methods of cutting, 
forming, and interconnecting materials. 
Recognizing these demands of the fu­
ture, RCA management established a 
separate activity at the David Sarnoff 
Research Center in mid-1963, called 
the Process Research and Development 
Laboratory. 

PROCESS RESEARCH 
AND DEVELOPMENT CHARTER 

As stated in its organizing charter, the 
prime objective of this new laboratory 
is to execute the necessary research and 
development needed to demonstrate the 

C. PRICE SMITH received his BSEE degree from 
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graduate courses at Poly technical Institute of Brook· 
Iyn, Temple University, and University of Pennsyl­
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Kinescope Engineering in Lancaster, and Manager, 
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Fig. l-The autamatic caordinatograph is a preCISion drafting machine for making cam~!ex 
patterns, using a spedal photohead with 24 changeable apertures to expose photo-sensItive 
films or plates. The machine is controlled by instructions punched in paper tape. Instructions 
are generated by a. computer which translates the simple programming language written 
especially for this machine. 



feasibility of new processes that will 
have future significance for the manu­
facture of RCA products and to help 
transfer them to large-scale production. 
In general, the work will be directed to 
those processes relating to new families 
of products being developed in the RCA 
Laboratories, especially where there is 
high probability that the process will be 
used by two or more divisions of the 
company, or where the commercial value 
of the products and the need for process 
research is commanding. This labora­
tory is to be alert to the major trends in 
manufacturing processes for the elec­
tronics industry and establish com­
petence in the fields necessary to support 
the affected RCA divisions. Obviously 
this laboratory must be aware of the find­
ings of other laboratories at the David 
Sarnoff Research Center, and the needs 
of the product divisions if its efforts are 
to be effective. In doing this, an addi­
tional function of providing vital com­
munications links between various indi­
viduals in the laboratories and the 
products divisions may be accomplished. 

The new laboratory currently consists 
of a director and 15 members of the 
Technical Staff working on the wide 
range of processes narrated below. This 
year additional technical personnel will 
be added to adequately staff the current 
areas and to establish several areas of 
special interest to the company, includ­
ing optical processing and an automa­
tion center. From time to time trips 
have been, and will be made, to outside 
companies to study unusual manufactur­
ing methods, novel equipment, and spe-

Fig. 2-Th is montoge of patterns shows a few 
samples of the work performed on the auto­
matic coordinatograph: a) computer circuit 
interconnee!ions; b) connee!ion board for 
memory; c) core loading fixture; d) condue!or 
pattern for special memory. 

(a) (b) 

(d) 

~ - .' . .. 
-~--

Fig. 4-These parts were formed in a photopolymer material by making a contae! print using UV 
light and removing the unexposed material. 

cial skills pertaining to such develop­
ments. Meetings are scheduled as needed 
with key groups in the product divi­
sions to learn of special problems and 
needs and to report on process research 
results obtained. 

Future devices and systems will re­
quire improved materials and processes. 
We intend to meet part of this need with 
process research. 

PROJECT SELECTION 

The scope of work of the Process Re­
search and Development Laboratory can 
be as broad as the product lines of the 
divisions. The proj ects selected will 
eventually be limited only by adequate 
economic justification of the work and 
the desirability of conducting the work 
in this location. With such a far­
ranging charter, work should be selected 
on the basis of greatest potential com­
mercial value to the company, since all 

Fig. 3-This cross-section of a simulated multi­
layer interconnection board, magnified about 
~OX, illustrates the design freedom of provid­
ing interconnections between any two or more 
layers of circuitry only where needed, instead 
of having holes through all .layers when two 
layers are to be connected. A method was 
found to improve the resalution of intercon­
nection patterns to provide 0.004" condue!or 
lines on 0.008" centers. 

possible projects cannot be studied. 
Many times, these areas of work will rep­
resent a common denominator of need by 
several divisions, as, for example, the 
ability to generate complex interconnec­
tion patterns quickly. Other guide lines 
used in selecting projects are concerned 
with trends in the industry indicating 
new processes that are becoming valu­
able. An example of this criterion is the 
use of numerically controlled machine 
tools and computer-aided design tech­
niques that are being used by many in­
dustries other than the electronics indus­
try. Also, it is important to evaluate 
processes by which competitors appear 
to be aiming for a major advance, such 
as hermetically sealed silicon circuits. In 
addition, decisions must be made as to 
whether the work can be done better by 
the product divisions' engineering de­
partments or by one of the other research 
laboratories. 

Fig. 5-Dielectrically isolated integrated-circuit 
wafer. Top photo shows silicon islands (black); 
detail of one circuit element on right. Bottom: 
cross-section through dielee!ric and silicon 
(white) of a single island. 



18 

PATTERN GENERATION 
AND OPTICAL PROCESSES 

As mentioned previously, one of the 
obvious needs of the electronics manu­
facturer today is the capability to gen­
erate complex photographic patterns 
quickly, whether for intricate circuit 
boards, special diffusion masks for in­
tegrated circuits, multilayer board inter­
connections, aperture mask designs for 
color, or a multitude of other uses_ Once 
the pattern is available, it is photographi­
cally reduced or enlarged in size as 
needed and then applied to the specific 
manufacturing process in a wide variety 
of ways. The ways in which these pat­
terns are used usually involves the "fix­
ing" of a photoresist material that 
masks the underlying material for sub­
sequent operations, such as etching, dif­
fusing, electroplating, etc. 

Future requirements for electronic de­
vices and systems will require the avail­
ability of rapid methods of generating 
high-resolution patterns in conductor, 
semiconductor, and insulating materials 
which are capable of interconnection by 
a one-step process. One approach to this 
problem was the acquisition of an auto­
matic coordinatograph, a numerically 
controlled drafting machine with an ac­
curacy of ± 0.001 inch any place on the 
48-inch X 60-inch table, as shown in 
Fig. l. 

This machine employs a photohead 
with 24 aperture locations automatically 
selected by the program. Apertures can 
be used to flash-expose a pattern at a 
precise location, or the light can be left 
on while the machine travels with a 
circular or square aperture to generate 
a line. Obviously, the machine must op­
erate in a dark room. We have written 
a programming language that greatly 
simplifies the programming. The RCA 
601 computer, using an interpretive 
routine, translates the written instruc­
tions into machine language on a 
punched paper tape for the controller on 
the automatic coordinatograph. This 
machine is finding many uses in gener­
ating a variety of patterns for memories, 
integrated circuits, printing plates, and 
interconnection boards, as illustrated by 
the examples in Fig. 2. 

Another application of photographic 
patterns involves a process for built-up 
multilayer circuit boards that are useful 
in computers and related logic equip­
ment. The increased resolution and the 
design freedom of having wiring aper­
tures, called "via holes," only where 
needed makes this process of interest to 
several divisions (Fig. 3). 

An extension of the pattern-generation 
work is the fabrication of fixtures and 
parts from optically processed materials. 
For example, the parts shown in Fig. 4 

o 
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Fig. 6-(Left) Sc.anned electron beam micrograph of pnp silicon transistor showing avalanche sites 
(A,B,C,D,E). Analysis of this micrograph suggests that these avalanche sites are regions of high 
electric field caused by spikes of substrate material extending into the junction. (Right) Optical 
micrograph of junction after lapping and staining. The suggested model is verified showing 
substr.ate spikes as stained areas (A,B,C,D,E). 

were formed by the exposure of a photo­
graphic pattern onto a photo polymer ma­
terial. A wide range of parts can be 
made in this manner, and facilities are 
being acquired to explore other applica­
tions, including offset printing plates, 
assembly fixtures, cams, and decorative 
bezels. The benefits of constructing three­
dimensional items by optical means are 
the design flexibility of the photographic 
pattern and the speed of fabricating the 
complex shapes. We are anxious for 
the product divisions to utilize this 
technique. 

SEMICONDUCTOR PROCESSING 

No one denies the major role that semi­
conductors now play, and will continue 
to play, in the future of any electronics 
company, or the importance of having 
high-speed, low-cost processing methods 

of making devices and circuits. Much 
effort in the Process Research and De­
velopment Laboratory is devoted to find­
ing new and improved technologies that 
will advance the state of the art of planar 
silicon devices and integrated circuits. 
The work is aimed at finding new and 
improved isolation techniques, simpli­
fying processes for making reliable 
complementary devices (pnp and npn 
transistors in the same wafer), and de-.. 
veloping processes for metallizing and 
glassing devices in the wafer so that 
interconnected, hermetically sealed cir­
cuits will result. As an example, let us 
consider a new isolation process that re­
sulted from a study on glasses and 
ceramics compatible with silicon. We 
found that certain dielectric composi­
tions can be made to serve as a matrix 
to hold tiny islands of silicon in an 

Fig. 7-Electran-beam image analysis of interconnection failure: a) optical micrograph of transistor 
indicates emitter metallization finger burned out at (1); b) electron-beam micrograph proves, con­
trary to optical conclusio'n, that emitter junction corresponding to finger (1) is operable and emitter 
finger (2) is open. 

(I) 

(a) (2) (b) 

E 



orderly array, as illustrated in Fig. 5. It 
was essential that the dielectric have a 
coefficient of expansion exactly match­
ing that of silicon and, furthermore, be 
able to withstand the diffusion tempera­
tures for subsequent device processing. 
As a result of this particular process 
study, a new substrate for integrated-cir­
cuit fabrication becomes available to the 
designer, allowing him to build circuits 
with higher frequency and voltage iso­
lation capabilities. 

PROCESS 
CONTROLS/ ANALYTICAL METHODS 

A knowledge of the effects of process 
variables on the resulting products can 
be very important; to obtain this infor­
mation we must devise new and sensitive 
analytical methods. One tool that is 
proving especially useful in the study of 
semiconductor device processing is the 
scanning electron microscope. Fig. 6 
shows the location of micro plasma dis­
charges under electron scanning condi­
tions. These avalanche breakdown sites 
were limiting the performance of the 
device, and subsequent removal of the 
surface layer revealed the physical loca­
tion of spikes in the underlying semi­
conductor material. There is evidence 
from these correlating data that the 
spikes project into the transistor junc­
tion, producing extremely high electric 
fields and causing avalanche breakdown. 
By determining the location and cause 
of the premature breakdown sites, we 
can begin to determine the processing 
variations and material defects that 
generate this type of failure. Fig. 7 
shows the determination of a defective 
emitter connection using the electron 
beam. The optical microscope examina­
tion was misleading because the surface 
view indicated that one of the connec­
tions had been burned; the electron 
beam micrograph proved the other con­
nection was faulty. The real defect was 
a small crack in the evaporated alumi­
num coating where it crossed the silicon 
dioxide mask leaving that connection 
open. Other phenomena are being stud­
ied with this instrument. 

In addition, some work has been done 
to measure accurately the concentration 
level of dopants in the gas flow used for 
device processing. In the future, con­
siderably more will be done to provide 
signals from sensitive monitoring devices 
for controlling processes, and eventually 
to feed these signals to an on-line com­
puter for automatic control where the 
process requires and justifies this type 
of control. 

PROCESS FOR PASSIVE COMPONENTS 

The work in this area is aimed at pro­
viding a method for depositing high-

Fig. 8-Core loading fixture with ferrite cares 
in place (magnified 30X). 

dielectric-constant materials (K = 400 
- 500) onto the insu1ating surface of 
integrated circuits. A number of mate­
rials, as well as several methods of depo­
sition, are being evaluated. Current 
emphasis is on RF-sputtering for deposi­
tion. Future work will include exploring 
ideas for producing larger inductances 
in small physical dimensions and elec­
trically-variable values of inductance and 
ca pacitance for integrated circuits. 

COMPUTER-AIDED DESIGN AND 
NUMERICAL CONTROL MACHINES 

In order to study some of the problems 
associated with automated manufacture, 
we initiated several specific machining 
jobs using numerically controlled (N/c) 
milling machines. The time required for 
the design-evaluation cycle has been re­
duced by developing a specific part 
design from a general computer program 
and translating this information directly 
into N I c machine-tool language by 
means of an interface program. This 
method shortens the time cycle from con­
cept to finished part. 

Programming for several complex 
pieces has been difficult because of er­
rors in the automatic-programmed-tool 
(APT) language; however, as the result 
of improvements in APT and our expe­
rience with it, considerable progress has 
been made. For the future, we expect 
to expand substantially our efforts on 
computer-aided-design methods, coup­
ling tliC'se results directly to NI c ma­
chines. Eventually we should have suffi­
cient data to design N I c controlled 
machines for any automatic process. 

PRECISION FIXTURES 

Electrical discharge machining (EDM) 

has been evaluated for precision form­
ing of fixtures. The core-loading and 
wire-stringing fixture shown in Fig. 8 
illustrates the degree of complexity 
achiev).d with an accuracy of 0.0003 inch 
in hardened tool steel. The deep cavities 

in the fixture are 0.0314 X 0.0107 X 
0.0156 inch deep; the grooves between 
the cavities are 0.0043 inch wide at two 
different depths of 0.0043 and 0.0076 
inch. On this core-loading fixture of 1.96 
X 1.96 inches, there are 4096 such cav­
ities and 128 grooves. There should be 
many applications for EDM in the preci­
sion machining of electrically conduct­
ing materials. 

AUTOMATIC TESTING 

The automatic testing of integrated cir­
cuits while they are still on the silicon 
wafer is a difficult problem. We decided 
to use this technique to gain experience 
with pre-programmed micropositioners. 
The intricate machine shown in Fig. 9 
provides up to 24 minute probes that can 
be positioned on 0.004-inch-square pads 
around the perimeter of a 0.073-inch­
square pellet. Of course, fewer probes 
can be applied to a smaller pellet. The 
machine is designed for minimum loss 
of production time because the probes 
and the wafer can be prealigned for a 
specific circuit design at a separate loca­
tion and then placed on the probing 
machine in approximately 4 minutes. 
While the machine is testing one circuit, 
a separate platen with probes can be set 
up for the next circuit to be tested. The 
probe design is unique in providing a 
consistently small contact area of uni­
form low resistance. Defective units are 
marked automatically by a hypodermic­
needle ink pen, and edge detection of a 
wafer under test is also accomplished 
automatically. Future work of this type 
will involve acquiring, orienting, and po­
sitioning extremely small devices and cir­
cuits to precise location for automatic 
assembly on small circuit boards. 

Fig. 9-This machine can position up to 24 
probes onto 0.004" square pads located 
around the perimeter of 0.073" square pellet 
containing an integrated circuit. It steps auto­
matically from one circuit to the next, morking 
defective units and indicating when edge of 
wafer is reached. 
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USE OF INTEGRATED CIRCUITS IN 
COINCIDENT-CURRENT CORE MEMORY 

This paper describes an investigation that demonstrated the feasibility of con­
structing a small, coincident-current, magnetic-core memory using integrated­
circuit techniques. Conventional components were used only where power re­
quirements exceeded integrated-circuit capabilities. 

R. H. NORWALT 

West Coast Div., DE?, Van Nuys, Calif. 

ONE of the basic problems in develop­
ing a small, stable, video display 

system is the physical size of the memory 
required for the storage of display infor­
mation. At present, the most space-con­
suming portion of a core memory is the 
electronics required to address, drive, 
and sense the memory stack. 

To solve this space problem, an investi­
gation was made to determine whether 
conventional circuit boards and their dis­
crete components could be replaced 
by smaller circuit boards containing in­
tegrated circuits. Conventional com­
ponents were used only where power re­
quirements exceeded integrated-circuit 
techniques. Since the investigation was 
concerned primarily with proving the ap­
plication of integrated.circuit techniques 
to memory construction, no attempt was 
made to minimize the physical size of 
the stack and circuit boards. 

The design of the system under investi­
gation wlls based upon an existing dis­
play having a minimum capacity of 2048 
words containing 12 bits each, and the 
ability to readlregenerate or clear/write 
in 5.8 fJ-S within a temperature range of 
20° C to 40° C. 

The logic interface between the mem­
ory and the display consisted of a reset 
line, a memory initiate line, a mode con­
trolline, 12 data input lines, and 12 data 
output lines. The reset and memory initi­
ate lines were used to reset and incre­
ment the address counter in the memory. 
The mode control line was used to pre-

Fillalmunuscript received April 4, 1966 

vent the information stored in the mem­
ory from being presented at the 12 out­
put lines during clear/write operation. 
The 12 input lines fed data to the mem­
ory to inhibit drivers during the clear / 
write cycle; the 12 output lines pre­
sented data to be read out of the memory 
to the display. 

A read command pulse, occurring 0.5 
fJ-S after memory initiate, starts the read/ 
regenerate cycle. Prior to the issuance of 
a memory initiate, a mode-control-level 
signal determines whether the cycle is to 
be read/regenerate or clear/write. 

BASIC CONSIDERATIONS 

In designing the high-level line drive cir­
cuits and low-level sense line amplifiers 
required to interface with the stack, 
physically large components, such as 
transformers, capacitors, and high-power 
resistors, were avoided. The design ap­
proach for each circuit class was deter­
mined by the following considerations: 
power dissipation, voltage levels, fre­
quency response, and required device 
balance. 

The first circuits investigated were the 
address and inhibit drivers. Since high 
currents and voltages were required to 
drive the core stack, standard diode-tran­
sistor-logic (DTL) elements were chosen 
for decoding logic. Emitter-coupled-logic 
(ECL) elements were considered but were 
not used because the small output swings 
would have required additional stages 
and components to obtain the desired 
driving power. A circuit configuration 
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from the University of Southern California in 1961. 
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tries and Magnavox Research Laboratories for 
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and disc memories as well as a number of coinci­
dent-current core memory systems. He is presently 
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highly reliable, solid-state core memory using 
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using ECL logic is shown in Fig. 1. Note 
that the power driver circuit requires 
four separate packs for the transforma­
tion from logic levels to stack driving 
levels. By using DTL logic (Fig. 2), the 
transformation can be achieved with one 
pack and one standard transistor. 

Fig. 3 shows the basic driver/switch 
circuit used to select one unique core line 
in the X or Y axis of the core stack. To 
select this line, a pair of circuits (a 
driver and a switch) are selected and 
strobed, driving current through the 
core line in one direction. Selection of 
the other pair of driver/switch circuits 
drives current through the core line in 
the opposite direction. 

The first npn stage of this combination 
is a low-level DTL element (monolithic 
chip). The pnp stage consists of a high­
powered, high-voltage pnp silicon unit 
and a diode; the third stage (second npn 
stage) is an npn transistor in a T -05 
header which allows temperature to rise 
at high current without affecting the 
operation of the logic stage. 

In the units supplied for this memory, 
the first two stages were of hybrid design 
and were mounted in a single 10-pin T-05 
case. The case was chosen because of the 
relatively high dissipation of the logic 
chip and the pnp device. However, be­
cause of this high dissipation, production 
circuits would probably be of flip-chip 
hybrid construction using a logic chip, 
transistor, and diode mounted upside 
down on a ceramic wafer upon which the 
interconnecting pattern had been pre­
viously evaporated. 

The remaining special circuit con­
sidered was the sense amplifier. The de­
sign requirements for this circuit were a 
bandwidth of 2 MHz, a 40-dB voltage 
gain, and satisfactory operation with a 4-
volt, peak-to-peak, common-mode signal. 
To keep the circuit count down, a quan­
tizing stage was included in the same 
package with the linear amplifier. To 
achieve this packing density, the circuit 
had to be of monolithic construction. 
This requirement imposed the problem 
of large substrate capacity, with its as-

Me 356 LEVEL SHIFTER DRIVER 

Fig. l-ECL input driver-switch. 



sociated reduction in band with and 
relatively low-voltage transistor break­
down_ 

During the early phase of the investi­
gation, only one company offered a cir­
cuit that merited consideration as a sense 
amplifier. Although it provided a method 
for switching the outpttt, this circuit 
tended to be linear with no single means 
of controlling the threshold of the ampli­
fied core output. Since the amplifier was 
constructed from a rather generalized 
chip, the vendor was willing to wire suf­
ficient chips to fulfill the requirements 
of the experimental memory. The vendor 
also indicated that a mask could be cut to 
vacuum-deposit interconnections, which 
would substantially reduce costs and im­
prove reliability under adverse stress 
conditions. 

The schematic diagram for the sense 
amplifier and the associated threshold­
adjusting circuit is shown in Fig. 4. In 
this configuration, variations in initial 
amplifier balance and variation of the 
threshold with temperature present a 
problem. Because of the small memory 
size and narrow temperature range in­
volved in this investigation, these prob­
lems did not hinder the operation; in a 
more sophisticated memory, however, a 
different solution would be required. 

STACK SELECTION 

Since the primary goal of the investiga­
tion was to demonstrate a core memory 
using integrated-circuit techniques, mini­
aturization of the stack was not war­
ranted at this time. It was felt that if the 
available sense amplifiers were capable of 
handling lower signals having sufficient 
threshold stability, then 30-mil cores 
could be used in place of 50-mil cores. 
The ensuing reduction in mat size, along 
with the replacement of standard matrix 
diodes with integrated diodes, would sub­
stantially reduce core stack size. 

The relatively long cycle required to 
fabricate a core stack made it necessary 
to start procurement early in the investi­
gation. Since the ability of integrated­
circuit manufacturers to produce high­
speed, high-power circuits was unknown 

at that time, it was decided to use cores 
with the lowest drive commensurate with 
reasonable output. These cores nave 
poor output-vs.-temperature characteris­
tics and, therefore, temperature compen­
sation of the drive currents was required. 
As a result, a temperature-sensing 
element was included in the stack to per­
mit testing with and without current 
compensation. 

TEST RESULTS 

At the completion of the investigation, 
the display console to be used with the 
memory was not available. Consequently, 
the memory was exercised as a separate 
unit with visual inspection of the output 
waveforms serving as the evaluation cri­
teria. The output waveforms for the case 
of alIi's and all D's shown in Fig. 5 ap­
pear to be more than adequate for reli­
able system operation. 

A worst-case checkerboard was written 
into an individual plane by applying a 
400-ma current to the sense line. This 
pattern was then read out at a reduced 
rate. The waveforms observed, due to the 
small stack size, were essentially the 
same as those for alll's and all O's. 

CONCLUSIONS 

The investigation has demonstrated that 
a small, coincident-current, magnetic­
core memory may be successfully con­
structed using integrated circuit tech­
niques in all the major areas. It was 
demonstrated that timing, address, sense, 
and inhibit functions could all be ac­
complished using a combination of stan­
dard and special integrated circuits. 
These circuits are commercially available 
at reasonable costs and with normal de­
livery cycles. It should be noted that 
appreciable cost savings could be ef­
fected by large-quantity orders of such 
circuits as matrix drivers, gates, flip-flops, 
and one shots. Finally, the physical size 
of the memory can be substantially re­
duced by the combined use of integrated 
circuits and relatively standard packag­
ing and wiring. Further reduction is pos­
sible by the application of multilayer 
boards and special core stack techniques. 

,,/' 

Fig. 3-Driver-switch circuit used to select and drive a specific core line. 

SC 761 2N 2477 

Fig. 2-Basic DTl input driver-switch. 

Fig. 4-Sense amplifier. 

Q,5fLs/cm 200MA/em 

O.5,u.s/cm 50MV!cm 

TRACE 1 DRIVE CURRENTS, READ, WRITE AND INHIBIT. 

TRACE II SENSE LINE OUTPUT SHOWING ONE AND ZERO PATTERN SuPERIMPOSED. 

O.2JLs/cm 200MA/cm 

O.2,u.s/cm lOV/ern 

TRACE I DRIVE CURRENTS AT BOTTOM OF DIODE MATRIX 

TRACE II DRIVE VOLTAGES AT BOTTOM OF DIODE MATRIX. 

Fig. 5-Test results: output waveforms for all 
1 's and all O's. 
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APPLICATION OF MICROELECTRONIC 
CIRCUITS IN VIDEO DISPLAY SYSTEMS 
In today's complex display systems, the greatest portion of the volume usually 
is occupied by logic elements and associated power supplies. This paper 
describes how microelectronic circuitry was used in an RCA Model 6050 Video 
Data Terminal to reduce the overall volume without increasing the cost. 

R. H. NORWALT, L. A. JONES, and C. R. WAY 

West Coast Division, DE?, Van Nuys, California 

THE RCA Model 6050 Video Data 
Terminal is a display system consist­

ing of a disc memory, control unit, logic, 
and viewer. Using microelectronic cir­
cuits, engineers of DEP's West Coast 
Division substantially reduced the vol­
ume of the logic portion of the 6050 sys­
tem without appreciably increasing the 
cost of the system (Fig. 1). To exercise 
the logic and evaluate the microelec­
tronic circuits, it was necessary to use 
the disc, viewer, keyboard, and character 
generator of the standard 6050 system. 

This paper discusses in detail the fol­
lowing major areas involved in the pro­
cess of logic reduction: 

1) Evaluation of available micrologic 
circuit configurations. 

2) Design of special hybrid circuits 
requiring discrete components. 

3) Investigation of soldering methods 
and jig fixtures for possible use in 
a production situation. 

Other aspects of the size-reduction 
process included: reduction of existing 
logic for use with emitter-coupled logic; 
layout of multilayer boards to mount 
the microcircuits; and design and fabri­
cation of a nest and drawer assembly. 

Final manu . .:.;cript receit'ed April 4, 1,906. 

Fig. I-Comparison between standard logic 
cabinet (left) and microelectronic logic 
cabinet. 

GENERAL SYSTEM CONSIDERATIONS 

To understand the characteristics re­
quired of a logic circuit in a display sys­
tem, one must first-understand the basic 
operation of the logic areas in which this 
element will be used. The logic unit of 
the video display consists of plug-in 
modules to implement the logic, disc 
memory, character generator, and power 
supplies. 

Disc Memory 

The disc memory is a rotating magnetic 
disc storage unit capable of storing the 
4160 bits (8 bit per character, 48 char­
acters per line, four character times be­
tween lines, and 10 lines per page) 
required for one full-page message. 

Basic Machine Logic 

The master timing logic provides control 
signals for the Video Data Terminal 
(VDT) operating sequences. The follow­
ing signals, permanently recorded on the 
disc memory, provide basic VDT timing: 

1) 500 kHz (kc) 
2) Character bit clock 
3) End of line 
4) End of page. 

These pulses are processed to produce 
the following as required by the operat­
ing mode: 

1) Basic clock pulses 
2) Disc read strobe pulses 
3) Beginning of line pulses 
4) Beginning of page pulses 
5) Character pulses 
~) Character bit count pulses 

0" 7) Alternating phase 500 kHz (kc). 

The readl write logic accepts data 
from the keyboard, controls reading and 
recording on the disc memory, provides 
parity check of information read from 
the disc memory, and, when in the trans­
mit mode, provides storage for the next 
character word to be transmitted to the 
data-phone data set. 

When operating in the write mode, 
the readlwrite logic is the transfer cen­
ter of data entered from the keyboard, 
stored in the disc memory, transferred to 

the character generator for display, and 
again read from memory and sent to the 
character generator to refresh the dis­
played message. During receive or trans­
mit modes the readlwrite register con­
trols reading from and into the disc 
memory and controls the first or last of 
four characters to be received from or 
sent to the data-phone data set. 

Input/Output Counter and Buffer 

The inputloutput (1/0) counter con­
trols the rate that received data is trans­
ferred to the readlwrite register and the 
rate that transmitted data is made avail­
able to the data-phone data set. The 1/0 
counter also provides control signals for 
data format conversion in both receive 
and transmit modes. The data transfer 
rate is controlled by an oscillator which 
provides a time base for control signals. 
The oscillator frequency is determined 
by the maximum data rate of the data­
phone data set. 

The 110 buffer consists of three eight­
bit serial shift registers (Bl, B2, and 
B3), a register shift control (AI, A2, 
A3, and A4), and a slow-fast shift con­
trol. The shift registers provide tempo­
rary storage for character words during 
transmit and receive operations. The 1/0 
buffer registers receive data during trans­
mission from the disc memory. 

Data read from the disc is shifted into 
the 1/0 buffer and readlwrite (R/w) 
register. When all registers are full, the 
data is shifted to the 110 register. At the 
a ppropriate time, determined by the 1/0 
counter, the character word is shifted to 
the data-phone data set at the data-phone 
data set rate. Since the 110 buffer is now 
empty (contains no character bits) an­
other character word is read from the 
disc memory and is shifted to 110 buffer 
register Bl, shifting all the registers and 
filling the 110 register. 

The register shift control logic deter­
mines the 110 buffer register to be 
shifted. The slow-fast shift control logic 
determines whether the 110 register will 
be shifted at the slow rate (data set in­
put or output rate) or at the fast rate 
(VDT clock frequency). 

The 110 register is the only register 
that is shifted at the slow or data set 
rate; the others, Bl, B2, B3, and R/w, 
are shifted at the fast or VDT clock rate. 

Index Mark Logic 

The index mark logic controls the time 
the index mark is recorded on the disc 
memory, thus controlling character loca­
tion. The index mark has a separate 
track on the disc memory which contains 
only one bit at anyone time, although 
this bit may be recorded at any place on 
the index mark track. When the mark 
is to be positioned to the next character 



position, the mark is read from the disc 
memory, delayed five character times, 
and then recorded on the disc memory, 
which places the index mark one charac· 
ter position to the right. When the index 
mark is to be moved to the left one space 
for backspacing, it is read from the disc 
memory, delayed three character times, 
and recorded on the disc memory. When 
there are no commands, the index mark 
is read from the disc memory, delayed 
four character times, and recorded on 
the disc in the same position. 

Character Generator 

The character generator consists of a 
monoscope, a video preamplifier, two 
character selection amplifiers, an index 
mark and sweep generator, a 500·kHz 
and sync driver, a regulated low.voltage 
power supply, and a high.voltage power 
supply. 

MICROCIRCUIT EVALUATION 

The logical portions were implemented 
with RCA 301 hardware. To integrate 
this unit, circuits possessing the require· 
ments listed below were needed: 

1) Turn-on lime 
2) Turn-off time 
3) Pair delay 
4) Fan in 
5) Fan out 

< 92 ns with 5 loads 
<: 140 ns with 5 loads 
~ 200 ns 
>10 
~ 5 unit loads 

At the time the project was initiated, 
the available microcircuit logic config. 
urations were RTL (resistor.transistor 
logic), DTL (diode·transistor logic), T'L 

(transistor. transistor logic), and EeL 

(emitter·coupled logic). 
After comparing the published data 

for each of these types with the system 
requirements, RTL and T'L were elimi· 
nated because of RTL'S limited fan·in, 
usually less than 4, and because of T'L'S 

relatively high cost. It was felt that in a 
system the size of the video display, line 
capacity would not present a problem 
sufficient to justify the higher cost T'L 

circuits. 
The remaining choices, DTL and EeL, 

were then evaluated for fan-in, fan-out, 
and relative noise immunity. For DTL 

circuits, similar to that shown in Fig. 2, 
fan·out and relative noise immunity are 
interdependent. Calculations show that 
for a noise protection of 0.22 volt, the 
fan-out is N = 5.56. If this noise protec· 
tion is expressed as a percentage of the 
full logic swing, the circuit will have a 
relative noise protection of: 

% VL=4.4% 

The fan·in of a DTL circuit (Fig. 3) is 
dependent on the permissible turn·on 
delay of the gate. The delay time as a 
function of input capacity is given by: 

(N OTE: In these equations, overlined 
terms indicate maximum values and 
underlined terms indicate minimum 
values. ) 
where t, is the basic transistor delay and 
may be taken as: 

t: = 25 to 50 ns 

It should be noted that C, is comprised 
of the resistor and circuit diode para· 
sitics and the fan-in diode capacities. 

Assuming that the circuit parasitics 
account for 20 pF, 5 pF for each ele· 
ment, the fan-in diode capacity will be: 

C,=C,-20pF 

Since C., may be calculated to be 67 pF, 
and information from the vendor's data 
sheets indicate that the diode capacity 
is C, = 10 pF, the fan·ill is: 

M = C,lCd 

= 47/10 
= 4.7 

for a turn·on of 92 ns. 
In the EeL circuit the noise immunity 

is also fan·out dependent; however it is 
also dependent on fan· in and reference 
voltage level. If the reference voltage 
supply is limited to a fan·out of 5, the 
reference voltage will be (Fig. 4) : 

E, = -1.01 
E, = -1.28 volts 

The vendor quoted a range of -1.04 to 
1.18 volts for 0 rnA to 2.5 rnA at + 75 0 C. 
Note that in monolithic construction, di· 
ode junction drops are the same in a 
given circuit and the resistor tolerances 
are all in the same direction. 

R. H. NORWALT received his B.S. degree in Physics 
from the University of Southern, California in 1961. 
Prior to receiving his degree, he worked for more 

than two years on the design and development of 
magnetic-drum memory systems and associated 
solid-state control circuitry for Litton Industries 
and Magnavox Research Laboratories. Since ioin­
ing RCA at Van Nuys in 1961, he has been responsi­
ble for the design and development of several drum 
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dent-current core memory systems. He is presently 
engaged in the design and development of a 
highly reliable, solid-state core memory using 
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Valley State College. Immediately after leaving 
Northrop Institute, he ioined RCA. Early assign­
ments included design and development of hybrid 
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In calculating gate fan,ouL two cases 
must be considered (Fig. 51. FirsL 
where the gate output is high. it must be 
more positive than the highest output of 
the voltage reference. The worst case 
unit load is: 

r::. = 0.327 rnA 

If a noise margin of 0.05 volt (5% of 
full swing) is assumed for a circuit used 
in the or mode: 

E, = -0_96 volt 

The load current is: 

I r. = 2.1 rnA 

R2 is maximum because Rl is maximum 
and they are both formed during the 
same diffusion. Since there is 0.327 rnA 
per load, the circuit could drive: 

N = 2.110.327 
= 6.4 loads for a 5% relative 

noise margin at 0° C. 

The second condition which affects 
fan·out in EeL is that of fan.in, (Fig. 6). 
As expanders are added to the input, ad· 
ditionalleakage current, from the collec· 
tor to the base junction and from the 
substrate to the collector junction, will 
pass through the collector resistor. These 
currents must be added to those due to 
external gate loading. 

When the EeL circuit is used in the nor 
mode, the fan· in for a relative noise mar· 
gin of 5% and a fan·out of 6 is: 

M= 2~{E' ~3V: ~J !~ +IL]} 
At 75 0 C: 

M = 8.6 loads for a 5% relative 
noise margin. 

module boards, 604 Computer high·speed arithme· 
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opment of a miniature display system that is iden­
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Fig. 2-Typical 
OTl circuit 

Fig. 3-0Tl cir­
cuit showing ca­
pacitive load­
ing. 

Fig. 4-Bias voltage source 
for EeL. 

Fig. 5-Basic con­
figuration for EeL. 

Fig. 6-Portion of 
Eel circuit show­
ing parasitics. 
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The circuit delays of an ECL circuit are 
predominantly a function of fan-in, fan­
out, and temperature. 

Published data indicates that the turn­
on and turn-off delays should be as fol­
lows for 0 0 C, 25° C, and 75° C if a fan­
out of 5 and a fan-in of 9 are assumed. 

Turn-On Delay T, 

Temp. 
75'G 
25°G 
O'G 

Jlaxilnuul, 
20 ns 
13 ns 
13 ns 

Turn-Off Delay T, 

Maximum 
36 ns 
21 ns 

~ 
6 ns 
5 ns 
.) ns 

..:l1inimum 
12 ns 
8 ns 

OOG 20ns 7ns 

These delays seem to be well within the 
requirements of the system as previously 
outlined. 

In summary, it was found that for a 
relative noise immunity of 5%, the DTL 

logic possessed a fan-out capability of 
5 and a fan-in capability of 5. The ECL 

logic was capable of a fan-out of 6 and a 
fan-in of 9 with a circuit delay at least 
one-half that of the DTL logic under sim­
ilar conditions. Based on these findings 
and the fact that valuable experience 
could be gained by the use of monolithic 
ECL flip-flop circuits, a decision was made 
to use RCA ECCSL gates and Motorola 
MECL flip-flops. 

SPECIAL CIRCUIT DESIGN 

Since the standard RCA and Motorola 
ECL lines contain only gate and flip-flop 
circuits, additional circuits were de­
signed and fabricated to perform the 
special functions of timing, recording on 
and reading from the disc memory, and 
interfacing with the character generator 
and keyboard. These circuits used stan­
dard microelectronic circuits wherever 
possible, with discrete components added 
to achieve the desired function. 

The circuits for these special purposes 
were as follows: 

1) Monostable multivibrator with a pulse­
width capability from 0.25 p.s to 11 ms. 

2) Disc write amplifier capable of deliver­
ing 75 rnA into a 100-p.H head. 

""1) Disc read amplifier capable of ampli­
fying and squaring a 200-mV disc sig­
nal. This amplifier must also with­
stand input voltage swings of 20 volts 
with a recovery time of 200 p.s. 

4) Level shifters capable of shifting the 
signal swings from the O.S-volt ECL 
logic values to the +6.5-volt excursion 
required by the character generator. 

5) Keyboard interface capable of shifting 
the I3-volt swing available from the 
keyboard to the O.S-volt swing re­
quired by the ECL logic gates. 

The design of these circuits is discussed 
in subsequent paragraphs. 

Monostable Multivibrator 

The monostable multivibrator required 
for the system should be relatively in­
sensitive to both temperature and voltage 
variations, and should require a mini­
mum number of external components. 
One method of achieving these require­
ments is to use an RC feedback network 
with a standard flip-flop. It is assumed 
that the flip-flop will track other flip-flops 
and gates with respect to temperature 
and voltage variations . 

In the circuit shown in Fig. 7, the reset 
input is biased to the negative logic level. 
A positive transient may then pass 
through Cl and reset the flip-flop. As 
the flip-flop is reset the 0 output goes 
positive and the 1 output goes negative. 
The set input is pulled negative by the 
capacitor C which is then charged posi­
tive by R. When the voltage in the set 
input reaches the critical point, the flip­
flop fires and returns to its quiescent 
condition. 

Write Amplifier 

The write amplifier circuit required for 
this system must be capable of delivering 
a current of at least 75 mA into a 100-p.H 
disc head with a cllrrent rise time of 1 p.s 
or less. To meet these requirements, a 
high-current level shifter was designed 
in which the or output of an ECL gate 
drives a grounded-base stage to obtain 
voltage gain. The output of this stage 
drives a transformer-coupled stage which 
operates in the grounded-collector mode 
with the disc write head in the collector 
circuit (Fig. 8), and the current-limiting 
resistor in the emitter circuit. 

Read Amplifier and Read/Write 
Signal Limiter 

The standard ECL three-input gate may 
be considered as a slightly unbalanced 
differential amplifier coupled by emitter 
followers to the output pins_ The disc 
read amplifier circuit (Fig. 9) is con­
structed of two of these gates connected 
so that the high-gain side of the first­
stage is fed into the low-gain side of the 
second stage, and the low-gain side of the 
first stage feeds the high -gain side of the 
second stage. In this way the first two 
stages form an amplifier with nearly sym­
metrical gain. One output of the second 
stage is fed into a standard gate input. 
Since these circuits are basically non­
saturating, this gate serves as a quantizer 
as well as a logic strobe gate. 

In addition to amplifying and squar­
ing the normal small disc signal, one of 
the read amplifiers in the system must be 
able to withstand the full write voltage 
across its input. To achieve this, a limit­
ing circuit was designed (Fig. 10) and 
inserted between the write aJIlPlifier and 
read amplifier (Fig. 11). The maximum 



Fig. a-Disc write amplifier. 

Fig. 9-Read amplifier canfiguration. 

Fig. IO-Read/write signal limiter. 
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swing into the read amplifier is 0.7 volt, 
which will not harm the EeL circuit. 

Level Shifters 

The equipment with which the EeL logic 
must interface uses modified pnp logic 
levels. The voltage swing for this logic 
is +6.5 volts for a 0 and +0 volt for a 1. 
In addition, the circuitry driving this 
logic must be capable of supplying 22 
rnA at the +6.5-volt level. 

A circuit configuration was designed 
to fulfill these requirements (Fig. 12). 
In this circuit the output of a standard 
EeL gate drives a common-base stage to 
obtain the necessary voltage gain. The 
output of this stage drives an emitter fol­
lower to obtain the required current gain. 

Keyboard Interface 

The system keyboard is connected to the 
logic by a cable containing 28 lines. 
Each of these lines is a single wire up to 
50 feet long. The keyboard itself con­
sists basically of a number of simple 
switches. Because of the line length and 
switch simplicity, the voltage at the key­
board must be relatively high. The high­
est voltage, of the proper polarity, avail­
able in the system is + 13 volts. This 
voltage must be transformed, in both 
amplitude and reference, to a value com­
patible with EeL logic. To achieve this 
transformation, a network of resistors 
and clamp diodes was designed (Fig. 
13) . 

MICROCIRCUIT MOUNTING TECHNIQUES 

In the packaging field today there are 
many techniques by which microelec­
tronic flat-pack circuits may be inter­
connected to implement a given system. 
For the implementation of the microelec­
tronic video display, a multilayer printed­
circuit board was chosen for circuit in­
terconnections, and solder techniques 
were used for the actual-mounting of the 
flat pack. Both the multilayer circuit 
board and the soldering techniques pro­
vided economy in construction and ease 
of field maintenance. 

Circuit Board Design 

If one chooses a lead pattern so that com­
plex lead forming is not required, it be­
come5'evident that flat-pack leads cannot 
pass through the circuit board, but must 
lay on the circuit pattern, as is the cus­
tom when welding techniques are used. 
Since the display system would not nor­
mally encounter extremely high stress, 
this lap-type solder joint, if of sufficient 
dimensions, should not be objectionable. 

Soldering Techniques and Fixtures 

A number of soldering techniques are 
available today for the fabrication of 
standard component boards. The most 

promlsmg of these techniques are hot 
gas, automated soldering iron, and laser­
beam soldering. The devices required 
for each of these techniques are available 
in prototype or production form. 

I) Hot-Gas Soldering Unit. Sperry Gyro­
scope Division of Sperry Rand publi­
cizes a hot-gas soldering unit which 
will handle a 4- by 6-inch board con­
taining 96 flat packs at a soldering 
rate of 1000 joints per minute. The 
preliminary cost of this machine in 
quantities of 25 or more would be 
$6000. 

2) Automated Soldering Device. Weller 
Electric is marketing a flat-pack sol­
dering device which consists of two 
temperature-controlled soldering irons 
with tips sufficiently wide to solder all 
14 leads of a flat pack at the same 
time. The two irons are mounted in 
such a way as to allow contact and 
retraction from the work by means of 
a single lever movement. If this unit 
were combined with a programmed 
positioning table, an entire board 
could be soldered with minimum oper­
ator involvement. 

3) Laser-Beam Soldering Device. A laser­
beam soldering device is offered by 
Linde Division of Union Carbide. This 
device, which is basically a laser 
welder, suffers from some of the re­
strictions of reflow soldering by paral­
lel gap techniques. However, electrode 
contamination is not a problem. The 
automation of a board-soldering pro­
cess using a laser-beam device would 
require a very accurate positioning 
table, such as the Westgate Labs series 
1187. This table is capable of accept­
ing a lO-inch-square board and posi­
tioning it with an accuracy of ±O.OOI 
inch at a rate of 30 ips. 

Regardless of the technique chosen, a 
fixture is required to hold the packs dur­
ing the soldering process. The flat packs 
are first mounted in the fixture in the 
positioning arm where they are held by 
magnets. Next, the arm is swung back 
into the lead forming and trimming die. 
After the trimming operation, the arm is 
swung over the board and clamped in 
place. When the board has been fully 
loaded, the entire fixture is placed on a 
positioning table and soldered. The 
operation of this positioning table would 
depend on the soldering technique em­
ployed. Hot-gas soldering would require 
the simplest table; laser soldering would 
require the most complex table. 

CONCLUSION 

This study confirmed that available 
microcircuit logic configurations can be 
used in most circuits. In circuits required 
to perform special functions, i.e., timing 
and recording on and reading from the 
disc memory, standard microelectronic 
circuits were used with discrete compo­
nents added to achieve the desired func­
tion. Various soldering techniques were 
examined, the most promising being hot 
gas, automated soldering iron, and laser­
beam soldering. 
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THE RCA EDC-10l 
LEARNING LABORATORY SYSTEM 

The learning laboratory is a physical facility designed for the e,"c:ient practice 
of languages and other repetitive learning experiences. RCA, which has been 
producing learning laboratories since 1958, has developed a new, flexible, 

integrated Learning Laboratory System, the EDC-IO I. 

F. K. ROGERS, Ldr. 

Audio Products Enr;in('erinr; 

Broadcast Communications Products Div., ll1eadolJ.J!ands, Pa. 

ANYONE who has heard his own re­
corded voice will remember his sur­

prise as he first listened. The human 
characteristic of not really being able to 
hear one's voice as others hear it plus the 
ability of the human mind to compare 
two sounds heard in close time sequence 
are fundamental to the concept of the 
electronic learning laboratory. 

A learning laboratory is a physical fa­
cility for providing practice in languages 
and other repetitive learning experi­
ences. To overcome self-consciousness 
and the fear of ridicule so often associ­
ated with group practice, the laboratory 
uses a private booth to isolate the student 

acoustically and visually from the re­
mainder of the group. Without fear of 
embarrassment, the student can tackle 
freely the new and strange sounds, and 
soon will derive pleasure from proper 
repetition of the lesson material. For ex­
ample, according to the theory of lan­
guage instruction, the student follows 
the routine outlined below. He: 

1) listens to a word or phrase in the for· 
eign language 

2) responds by repeating the word or 
phrase 

}l-. listens to the phrase again, and then 
"4) compares his pronunciation with that 

of the repeated phrase. 

FRANK K. ROGERS received his BSEE degree 
from the University of Kentucky in 1950. Since 
ioining RCA in 1951, he has designed acoustical 
components for the AIC~IO intercommunication 
system, Broadcast and Sound Products micro­
phones, and sound distribution systems. In 1960 
he was appointed a Leader in Audio Products 
Engineering with responsibility for sound systems, 
audio amplifiers, learning laboratories, and broad­
cast audio equipment. He is a licensed profes­
sional engineer in the state of Kentucky and a 
Diredor of the Washington County Chapter, 
Pennsylvania Society of Professional Engineers. 

Fig. l-Instructor's console ond student booths. 

Thus, the student is learning by partici­
pation and in privacy. 

The teacher. is freed from the re­
petitive teaching chore, can monitor the 
class, and can give individual attention 
where required. In the booth the 
"teacher" is on tape--the machine 
takes over the mechanical chore of drill­
ing the learners with different patterns 
again and again and again. A further 
advantage of the learning laboratory is 
the ability to provide several lesson 
sources, permitting students to proceed 
at varying rates in accordance with their 
abilities. This flexibility makes it par­
ticularly useful in the teaching of such 
subjects as typing and shorthand, as well 
as languages. 

In early systems, used to teach lan­
guages primarily, the source material 
was provided by an instructor or a disc 
recording. With the advent of tape re­
corders, the instruction of languages took 
a giant step forward. The tape recorder 
made the talents of a trained linguist 
available to every school having a teach­
ing system. These early systems were 
commonly called language laboratories. 
As the equipment became more sophisti­
cated, the application was expanded 
from language instruction to other dis­
ciplines. The broader term learning 
laboratory replaced language laboratory. 

THE EDC-10l LEARNING LABORATORY 

RCA entered this field in 1958 with two 
systems. One, a listen/respond system 
permitted the student to listen through 
a headset to a lesson consisting of words 
and phrases and to repeat them into a 
microphone, hearing himself in the head­
set. The second system, called listen Ire­
spond/record, included a dual-track tape 
recorder at the student position. The 
lesson was recorded on one track and the 
student's response on a second track. 
The student could later compare his re­
sponse to the original lesson material. 
Tapes could be retained as a permanent 
record of the student's progress. Over 
the years, the basic equipment was im­
proved, but the need for a new, flexible, 
integrated system became apparent. The 
equipment described here, the EDC-lOl 
Learning Laboratory System, was de­
signed to fill this need. The EDC-10l 
System contains all the desired features 
and provides a learning laboratory that 
is modern in styling and, although modu­
lar in construction, retains a custom ap­
pearance. 

The principal items of furniture in the 
EDC-10l System (Fig. 1) are the instruc­
tor's console and the student booths. The 
instructor's console and student booths 
house the amplifiers, tape recorders, and 
control equipment, which are inter· 
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Fig. 2-Simplified block diagram of EDC-1 01 system. Fig. 3-Typical layout of instructor's control panel. 

connected as shown in Fig. 2. With the 
cooperation of the Broadcast and Com· 
munications Products Division's Func­
tional Design Activity, the styling and 
functional aspects of the furniture 
evolved through several models to the 
one illustrated. 

Student booths contain a headset, 
microphone, and either a student re­
corder or controls for the listen/respond 
amplifier located in the console. A labo­
ratory usually consists of a combination 
of listen/respond booths for daily prac­
tice, and listen/ respond/ record booths 
for periodic recording of student re­
sponses or for advanced students. 

The instructor's console is the heart of 
the EDC-101 System (Fig. 2). The con­
trols available to the instructor enable 
him to perform the following functions: 

1) Select any of 10 different lesson 
sources for individual, or groups, of 
students. 

2) Interrupt and supplement any lesson 
source with explanatory comments 
that will be heard only by students 
using that particular lesson source. 
(A student may attract the teacher's 
attention by using the annunciator.) 

3) Interrupt all lesson sources with an­
nouncements or instructions to the 
whole class. 

4) Monitor an individual student and, if 
desired, carryon a private conversa­
tion in addition to or without lesson 
material. 

5) Record any student's recitation for 
analysis or record purposes. 

6) Select external inputs (such as emer· 
gency announcements for the whole 
school) for the whole class. 

SYSTEM DESCRIPTION 

The positioning of controls for student 
functions at the console follows a geo­
graphical configuration; i.e., the control 
locations agree with the geographical lay­
out of the student booths. The maximum 
number of student booths is 64 in a con­
figuration eight positions wide by eight 
positions deep. The control panel can 
represent any student position layout 
within the eight-by-eight grid. This vari­
ation in control-panel layout is accom­
plished by use of a large, formed-plastic 
overlay with 64 rectangular recesses_ In 
each recess is placed either a blank es-

cutcheon or the properly labeled escutch­
eon with suitable control knobs repre­
senting an operating position. A typical 
layout is shown in Fig. 3. The operating 
switches are located on a subchassis. The 
control knobs reach through the plastic 
overlay to the switch shafts below. To 
implement the modular concept, the sub­
chassis mounts horizontal switch banks, 
of eight positions each, in the number of 
horizontal rows required by the particu­
lar laboratory. 

The listen/respond student amplifiers, 
one for each booth, are mounted in the 
console. Power is supplied through the 
aluminum channels to which they are 
mounted. The location of the amplifiers 
is such that the audio cable length from 
any amplifier to its corresponding con­
sole control is the same for all ampli­
fiers. The console has one power supply 
which provides power for the lesson 
sources, the student amplifiers, and the 
annunciators. The power supply switch 
is positioned at installation to compen­
sate for the number of student positions 
used. Fig. 4 shows the construction of 
the subchassis and amplifier mounting. 

To reduce cost and increase reliability, 
printed-circuit wiring was used exten­
sively in the EDC-IOl. The console stu­
dent control switching' is completely 
printed-circuit wired. Installation IS 

simplified by having the console inter­
connected by plugs and jacks or push-on 
terminals. The printed-circuit wiring 
contains jumpers which are cut when the 
system is installed for listen/ respond/ 
record student positions instead of the 
listen ires pond position, which permits 
stocking of one type of switch bank for 
both applications. 

A combination of tape recorders and 
record players may be installed in the 
console to permit distribution of as many 
as 10 separate lesson sources simulta­
neously to various students. In addition. 
one of the tape recorders can be used by 
the instructor to record any student's re­
sponses and the lesson which he is using. 

CONCLUSION 

The EDC-IOI Learning Laboratory pro­
vides a flexible teaching aid which will 
supplement ordinary classroom tech­
niques and will significantly improve the 
effectiveness of educators by combining 
modern electronics with proven educa­
tional techniques. The success of the 
learning laboratory sets the stage for 
other instructional electronic devices. 
The future of instructional electronics in­
cludes such devices as closed circuit TV; 

dial access to tape, disc record, slide, and 
film libraries; branching learning de­
vices; and many others. 

Fig. 4-Console subchassis. 
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STRATEGIC VERSUS TACTICAL 
PLANNING IN MODERN BUSINESS 

Advances being made in the area of information-processing technology involve 

the simulation of feedback systems such as arise in business, economics, or engin­

eering. This article summarizes efforts to date in the application of an advanced 

feedback-system simulation technique as a strategic planning discipline. The 

results of an extensive parameter-sensitivity analysis are presented, and the 

utility of simulation is evaluated. 

H. R. HEADLEY 

Missile and Surface Radar Div., DE? 

Moorestown, N. J. 

T
HE introduction of computer-based 
management techniques such as PERT 

(Program Evaluation and Review Tech­
nique) and CPM (Critical Path Method) 
have significantly improved manage­
ment's tactical planning capability over 
the past five years. These techniques 
highlight incipient problems of a tech­
nical, manpower, cost or schedule nature. 
With adequate follow-through, once a 
pattern of corrective action has been de­
termined, good results have been ob­
tained. The real impetus for the devel­
opment of these techniques has come 
from the Defense agencies of the Govern­
ment. Unsatisfactory experiences with 
major weapon system program costs and 
completion dates in excess of earliest es­
timates are a matter of record." Further­
more, the final product frequently did not 
perform as originally desired. Today's 
Government program manager has at his 
disposal tools which can yield him opti­
mal results in terms of program goals. 

area of information-processing technol­
ogy which involve" the simulation of 
feedback systems such as arise in busi­
ness, economics, or engineering. This 
article summarizes efforts to date in the 
application of an advanced feedback­
system simulation technique, MIT's 
DYNAMO (DYNAmic MOdels)," as a 
strategic planning discipline. The re­
sults of an extensive parameter sensitiv­
ity analysis are presented. Conclusions 
are drawn with regard to the utility of 
simulation and eventual success of pres­
ent policies. 

A TYPICAL BUSINESS CYCLE 

Let us examine a typical business cycle 
and see what makes it a feedback sys­
tem. Then let Us see what happens when 
we try to simulate it for testing our stra­
tegic plans. Assume that the firm illus­
trated in Fig. 1 has been in business for 
some time and that profits are being re­
invested in proposals for acquiring new 
business. Starting with the block labled 

"proposal effort," the cycle proceeds as 
follows: 

1) Proposals are completed at a rate 
which is a function of the size or level 
of proposal effort and the time re­
quired to produce a given amount of 
proposal material. 

2) Completed proposals are forwarded to 
a prospective customer where they 
become proposals being evaluated. 

3) The evaluation of proposals is com­
pleted at a rate which is a function of 
the size of the customer's evaluation 
staff and the time required to evaluate 
a proposal of given size. 

4) Proposals which have been evaluated 
are forwarded to the contracting sec­
tion within the customer's organiza­
tion. There, depending upon the 
evaluation staff's rating, a contract is 
awarded to the firm submitting an ac­
ceptable proposal. 

5) The rate at which contracts are 
awarded is proportional to the size of 
the award and the time required to 
negotiate a given sized contract. 

6). The firm receiving the contract award 
must generally invest some of its own 
capital in order to start work on the 
contract for which it will later be re­
imbursed, and so on. 

The basic pattern is that of a feedback 
system because the output of a function 
at the present time will influence the in­
put to that same function in the future. 
Consider, for example, an increase only 
in the efficiency of the work force en­
gaged in the contract effort. The rate at 
which contract work is completed will 
increase, thereby increasing the amount 
of capital available to start new con­
tracts. The benefit of this capital avail­
ability is not immediately felt because of 
the time lags involved in the series of 
functions that give rise to the new con­
tracts. Determination of the overall ef­
ect of changing the behavior of just one 
function is called a parameter-sensitivity 
analysis. 

But what about the long-term profit­
ability of industry in the major weapon 
system business? Survival alone de­
mands a radical upgrading of manage­
ment's strategic planning capability. 
First, we must abandon today's concept 
of strategic planning, which is simply a 
continuous modification of basic policies 
and decision criteria in the hope that a 
profitable long-range strategy will evolve. 
The result is actually nothing more than 
a series of tactical plans. Then we must 
develop strategic planning techniques for 
maximizing profits which can cope effec­
tively not only with the type of optimiza­
tion afforded by today's tactical planning 
disciplines but also with the rapidly 
changing technology, increasing de­
mands on system performance, and fixed­
price procurement practices. 

Fig. l-Simplified version of typical business cycle. 

One way of approaching the strategic 
planning technique problem, stated 
above, is to treat the firm as a feedback 
system. Advances are being made in the 

Final manuscript received February 3, 1966 

PROFITS 
BEING 

DISTRIBUTED 

PAID 

CAPITAL 
REPLENISHMENT 

PROPOSALS 
BEING 

EVALUATED 

PROPOSALS 
EVALUATED 

CONTRACTS 
BE ING 

LOST 

5 



PROFITS PROPOSAL COMPLETED 

REINVESTED EFFORT PROPOSALS 

PROGRAMS 

FUNDED 

SCHEDULE 

ACCEPTABILITY 

PRICE 

ACCEPTABILITY 

TECHNICAL 

COMPETENCE 

PROPOSALS PROPOSALS 
BEING 

EVALUATED EVALUATE D 

CONTRACTS 
BEING 

AWARDED 

CONTRACTS 

AWARDED 

FACTORS 

(SCHEDULE, 

PRICE, 
TECHNICAL) 

Fig. 2-Relatianships in new business acquisitian process. Fig. 3-Engineer acquisition, training, and termination. 

The typical business cycle just de­
scribed is a greatly simplified indication 
of the types of functional relationships 
that have to be simulated in a typical 
strategic planning situation. Simulation 
of such a feedback system entails setting 
boundary conditions, choosing the pri­
mary variables, and establishing their 
relationships in precise terms. Several 
facts of life about simulation should be 
explained at this point. First, the num­
ber of manipulations of the information 
that must be performed just to establish 
the reasonableness of the simulation's 
behavior is large. The process therefore 
dictates that certam simplifying assump­
tions be made to keep the simulation to 
manageable size. Second, a degree of 
simplification results from the fact that 
discrete events cannot be treated as such, 
but must be handled in real time as part 
of a continuous process. A particular 
simulation of a given set of relationships 
is called a model. 

Recently a model of an RCA Division 
projected for the conduct of a major 
weapon system program was developed 
to aid in the establishment of basic pol­
icies and decision criteria that would 
assure its long-term profitability. All 
elements shown in the typical business 
cycle were included, but special empha­
sis was placed on simulating the engi­
neering manpower acquisition and allo­
cation process. The simulation technique 
employed (DYNAMO) requires that pol­
ICles, effects, flows, levels, etc., be 
reduced to mathematical expressions. 
Subsequent paragraphs describe the as­
sumptions upon which the present model 
is based. Many sources of information 
were considered during its development, 
including: historical data on the be­
havior of the major weapon system busi-

ness, judgment estimates by mature 
management, and independent studies of 
modern organizational development the­
ory and practices. The subsequent dis­
cussion considers the model as consisting 
of five major subdivisions or sectors: 
1) acquisition of new business; 2) ac­
quisition, training and termination of 
engineering and supervisory personnel; 
3) voluntary terminations of engineering 
and supervisory personnel; 4) allocation 
of engineering personnel to the various 
types of effort; and 5) financial. 

ACQUIRING NEW BUSINESS 

The relationships that were found to' 
exist in the new business acquisition 
process are shown in Fig. 2. Three im­
portant assumptions were made to effect 
a reasonable model: 

1) The ratio of contract awards to pro­
posal effort tends to a uniform value 
over a long period of time for an or­
ganization engaged in R&D work. 

2) The proposal evaluation and subse­
quent contract-award process can be 
described as being an objective con­
sideration of technical, schedule, and 
price factors. 

3) The availability of funded programs 
would not be a limiting factor. 

With these assumptions, the sector model 
then becomes simply a rate of contract 
a wards' expressed as a function of the 
level of proposal effort and the worth of 
the proposal. Even with this simple 
model several important parameter sensi­
tivities can be evaluated, including: 

1) What benefits can be derived from in­
creased reinvestment of profits in pro­
posal effort? 

2) What happens if the weight on the in­
dividual weighting factors (schedule, 
price, and technical) changes? 

The answers to these questions, and 
others, are given following the discus­
sion of all the sectors of the model. 

ACQUISITION, TRAINING, AND 
TERMINATION OF ENGINEERING AND 

SUPERVISORY PERSONNEL 

Intuitively one would expect the acqui­
sition process to be very simple to model. 
In reality it was most difficult to formu­
late a process which was reasonably 
responsive to the programmed engineer­
ing manpower demand, regardless of 
starting work force size. Further, what­
ever decision rules were devised would 
have to be based on real world param­
eters, i.e., quantitative information that 
could actually be perceived by manage­
ment. The sector, as modeled, is shown 
in Fig. 3. Because of the rigorous treat-
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Fig. 4-Allocotion of engineering personnel. 

ment given the process, only the follow­
ing assumptions were made: 

1) An accurate, short-range forecast of 
engineering manpower demand (in­
cluding accumulated backlog) could 
be made. 

2) The greatest percentage of personnel 
would be acquired by transfers from 
other RCA Divisions. 

3) A training or indoctrination period 
exists regardless of acquisition source. 
This period is a minimum for transfers 
and a maximum for new engineering 
graduates. 

As can be seen in Fig. 3, it was neces­
sary to segregate the sources of addi­
tional personnel because of the different 
delay times existing between them. This 
sector concludes with engineers avail­
able for specific work assignments. 

The primary variable in this sector 
is the length of the training or indoctri­
nation period. Since it is expressed as a 
function of availability of experienced 
pen,onnel to act as trainers, the benefits 
of increased emphasis on this type of 
effort can be examined. 

A similar process was assumed to exist 
for the acquisition, training, and termi­
nation of first-level engineering super­
visors (leaders). Because of this sim­
ilarity, a separate figure was not 
included. The process differs in that the 
sources for leader acquisition are: 1) 
promotion of engineers already in the 
organization, and 2) transfers from other 
RCA Divisions and hires from outside 
the firm. Finally, the training delay 
times are. in general, longer than in the 
engineering sector. 

A considerable amount of cross-cou­
pling exists between the parameters of 
the engineering and supervisory acqui­
sition and termination processes as will 
be seen subsequently. 

VOLUNTARY TERMINATIONS 

The preceding discussion of terminations 
concerned only those of an involuntary 

nature resulting from work-force reduc­
tions. This section deals with the model­
ing of the process of voluntary termina­
tion. At first glance one would expect 
this process to be representable only by 
highly subjective factors and relation­
ships. However, RCA's practice of con­
ducting terminal interviews provided 
enough reliable information to establish 
those internal factors that were the most 
likely to cause voluntary terminations 
and the relative magnitude of the effect 
of each factor. The opportunity for pro­
motion into management, the involuntary 
termination of other engineers, and the 
degree to which the engineering work 
force was being productively utilized 
were found to be the primary causes of 
voluntary terminations. Opportunity for 
promotion into management was the 
strongest factor, with the other two fac­
tors being about equal. In the model 
each factor is reflected separately to the 
variables of which it is a function. 

Voluntary terminations of supervisory 
personnel were found' to relate to three 
similar factors: 1) the degree to which 
the supervisory work force was being 
productively utilized, 2) the downgrad­
ing of leaders to engineering positions, 
and 3) the involuntary termination of 
other supervisors. The third factor was 
considered to be, by far, the greatest 
conpibutor to voluntary terminations of 
supervisors. Each of these factors was 
modeled separately according to its func­
tional relationship to other parameters. 

Because of the emphasis on engineer­
ing manpower acquisition and allocation, 
there was no attempt to establish any 
parameter sensitivities in this sector of 
the model. 

ALLOCATION OF 
ENGINEERING PERSONNEL 

There are six different types of effort to 
which available engineering manpower 

can be applied. These efforts, shown in 
Fig. 4, are as follows: 1) contract work, 
2) planning, 3) independent research 
and development, 4) training of newly 
acquired engineering personnel, 5) prep­
aration of proposals, and 6) training to 
become engineering leaders. That these 
six types of effort are a sufficient break­
down of all engineering department's 
activities is, in itself, a significant as­
sumption. Other important assumptions 
are identified in subsequent paragraphs. 
Contract work, which produces the in­
come necessary to support the remaining 
efforts, was assigned first priority for 
available manpower. The weighting or 
pressure which governs the application 
of unallocated manpower to the re­
mainder was established as a variable. 
In this manner the sensitivity of the total 
model to various allocation policies could 
be observed. Provision was also made 
for varying the number of engineers, 
with the requisite skill and ability for 
the job to be performed, assigned at the 
start of the program. 

1) Contract Work. The model assumes 
a basic engineering manpower de­
mand such as would be required for 
the conduct of a single major weapon 
system program from the start of R&D 
through the end of full-scale produc­
tion. This basic effort is augmented 
by new business acquired through the 
preparation of proposals. 

2) Planning. A payoff clearly exists for 
effort spent in the planning of work 
to be performed at some future date. 
The manner finally chosen to quan· 
tify this payoff was to establish an 
overall contract-work-force efficiency 
parameter which was a function of 
planning and other factors. These 
other factors are identified in subse­
quent paragraphs. The level of the 
planning effort is functionally related 
to the level of contract work effort. 

3) Independent Research and Develop­
ment. The delay associated with the 
payoff for !R&D effort is considerably 
longer than for planning. Its effect is 
inclu'ded in overall contract·work­
force efficiency. There is another 
benefi t derived from !R&D in the area 
of new technology for future products. 
From Fig. 2 it can be seen that !R&D 

work history is one of the important 
parameters of proposal worth. It is 
there that the long·range value of 
!R&D accrues. Like planning, the level 
of !R&D effort is a function of the level 
of contract work effort. Unlike plan­
ning, however, demand for !R&D effort 
is accumulated until engineers can be 
assigned to perform the work. 

4) Training of Newly Acquired Engineer­
ing Personnel. Unallocated engineer­
ing manpower is assigned to training 
or indoctrinating newly acquired en­
gineering personnel as required. The 
benefit of this type of indoctrination 
is reflected as a decrease in the length 
of the training period. 

5) Preparation of Proposals. It was de­
termined that the most reasonable 
way to represent demand for proposal 
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effort was as a function of funds avail­
able to support such effort and as a 
function of the rate at which contract 
work load is declining. The effect of 
this functional relationship is to put 
additional emphasis on preparing pro­
posals when a declining load trend is 
perceived. 

6) Training to Become Engineering Lead­
ers. Opportunities for engineers to be 
promoted into supervisory positions 
occur in an expanding organization. 
Because of its observed effect on vol­
untary terminations, it has been 
quantified in this sector. The actual 
demand is based on an attempt to 
maintain an ideal control span of from 
five to seven engineers per leader. 

FACTORS AFFECTING OVERALL 
CONTRACT -WORK-FORCE EFFICIENCY 

In addition to the planning and !R&D 

functions previously described, several 
other factors were found to have a sig­
nificant effect on contract-work-force 
efficiency and were included in the 
model. '.the first reflects the effect of the 
actual departure of the leader span of 
control from its ideal value. The effect 
included is one which attaches a greater 
penalty to having too many leaders 
rather than too few. The second is the 
effect of the ratio of contract-work-force 
size to the level of contract work re­
quired. Parkinson's study of the British 
Admiralty provided ample experimental 
evidence that work does expand to fill 
the time available. Another way of stat­
ing this is that a decrease in efficiency 
occurs roughly proportional to the un­
productive portion of the work force. 
Finally, an organization which has a low 
efficiency due to the factors just dis­
cussed, will have a fairly substantial ab­
sence problem. This factor has also been 
quantified. In summary, the model as­
sumes that overall contract-work-force 
efficiency is a product of these five 
factors. 

FINANCIAL 

A financial sector was incorporated into 
the model for two reasons: 1) to pro­
vide a relative financial measure of vari­
ous allocation policies and decision rules 
elsewhere in the model, and 2) to permit 
the exercising of decision rules based on 
financial considerations. This sector has 
two major subdivisions: income and 
expenses. 

Income 

Income is based, in part, on the amount 
of contract work, planning, and super­
vision of engineers completed. Fixed 
factors representing the negotiated val­
ues of overhead, !R&D, and profit are ap­
plied to this base to arrive at a figure 
representing total actual income. The 
assumption here is that the percentage 

of engineering labor and overhead to 
total income tends to a uniform value 
over a long period of time. The balance 
is materials, shop labor, and overhead. 

Expenses 

Expenses are subdivided into four cate­
gories: overhead, IR&D, general and ad­
ministrative (G&A), and direct labor. 

1) Overhead. Salaries paid to personnel 
in management positions above the 
leader level and employee service ex­
penses (including vacation, absence, 
termination pay, and paid lost time) 
are part of overhead expense. The 
main assumptions here are that they 
are the primary variables and that 
their variations produce linear changes 
in total overhead expense. 

2) IR&D. m&D expenses are derived di­
rectly from the amount of engineering 
effort expended Oil m&D work. 

3) G&A. The salaries of engineering 
personnel in the training and acquisi­
tion sector of the model and those pre­
paring proposals represent a portion 
of G&A expense. In this case it is as­
sumed that they are the most signifi­
cant variables and that their variabil­
ity accounts for linear changes in total 
G&A expense. 

4) Direct Labor Salaries. The salaries 
paid to engineers and leaders engaged 
in contract manning, planning, and 
supervision of contract work accounts 
for the balance of expenses. Contract 
manning differs from contract work by 
the overall contract· work· force effi­
ciency factor. 

SIMULATION RESULTS 

The model just described was pro­
grammed for a high-speed digital com­
puter using the DYNAMO language. In 
all, almost 30 simulation runs were made 
after a valid model, involving some 500 
variables in all, had been established. 
Each represented 10 years of simulated 
real-time operation. In each run, one 
parameter or set of like parameters was 
varied to determine the sensitivity of the 
model to that parameter. 

A combined-parameter method of es­
tablishing a ranking among the several 
results of the parameter-sensitivity stud­
ies was established. The parameters, not 
necessarily listed in order of importance, 
were: .w cumulative profit, 2) technical 
comp~tence, 3) engineering head count, 
and 4) overall work-force efficiency. The 
run yielding the highest value of each 
of the four parameters simultaneously 
was assigned the highest rank, etc. Ap­
plication of this method of ranking to the 
simulation runs yields the following con­
clusions with respect to an optimal 
business strategy for maximum return: 

1) The level at which !R&D effort is main­
tained is the most important consid­
eration for the long-term success of a 
business of this nature. 

2) The level of planning (i.e., effective 
job administration, in the broad sense) 
is second only in importance to m&D 
effort. 

3) Some means must be found to elim­
inate the imperceptible beginnings of 
the degradation of organizational effi­
ciency which follow periods of peak 
activity. 

4) Present policies and decision criteria, 
as analytically described in this model, 
are not far from optimum, insofar as 
they can be tested by this type of 
representation of a complex and dy­
namic business. 

~) Expedient decisions or policies which 
consider optimizing a single param­
eter, such as profit or work-force size, 
generally have disastrous results if 
followed over an extended period. 

6) Apparently no set of decisions or pol· 
icies will lead to the perpetuation of a 
division created only for a single pro­
gram. 

A typical reader reaction to these con­
clusions may be to decry the need for a 
simulation at all. However, the reader 
is cautioned to temper his reaction with 
the following two thoughts: 1) the fact 
that simulation can produce results that 
bear a striking resemblance to reality is 
encouragement enough for further ef­
fort; and 2) management's long-term 
performance aga,1nst a predetermined 
set of policies, when judged as an aver­
age rather than by its extremes, is gen­
erally acceptable. 

THE FUTURE 

The present effort, in the writer's opin­
ion, has established the validity and 
utility of simulation as a tool for man­
agement. It has indicated the desirabil­
ity of increased support of !R&D with 
corporate funds. It has also shown the 
positive effects of achieving effective job 
administration through increased empha­
sis on planning. Much serious work re­
mains in areas in which simulation can 
playa major role. These areas include: 

1) Prediction of the passing of a period 
of peak activity so that countermeas­
ures can be employed to avoid a de­
cline in overall organizational effi­
ciency. 

2) Determination of the complex effects 
of customer redirection of program 
activity. 

3) Determination of the effects of trade­
offs of in-house activity versus sub· 
contracts. 

4) Assessing the effects of varying the 
organizational objectives. 

Simulation can be a major contributor 
to the future success of managers and 
corporations in their struggle for sur­
vival and profitability in a competitive 
market place. 
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INDUSTRIAL AND AUTOMATION 
PRODUCTS-A REVIEW 

Gaging systems that inspect 3000 automotive valves per hour, vehicle detectors 
for computer-controlled traffic systems, and TV film projectors are all products 
of the Industrial and Automation Products Department. This paper reviews these 
and other products and services offered by this fast-growing activity. 

N. R. AMBERG, Mgr. 
Industrial and Automation Dept., 

New Business Programs, Plymouth, Mich. 

THE Industrial and Automation Prod­
ucts Department, which is part of 

the New Business Programs organiza· 
tion, is located in Plymouth, Michigan, 
about 16 miles from metropolitan De­
troit. It now has over 250 employees as 
contrasted with approximately 60 three 
years ago. Among the products manu­
factured are customized electronic gag­
ing systems, assembly machines, and 
parts feeder-orientors for the metal­
working industry; vehicle detectors for 
automotive traffic counting and control, 
and for railroad-car detection in classify­
ing yards; and tramp metal detectors for 
the food, chemical, mining, and textile 
industries. In addition to these products, 
the Industrial and Automation Products 
Department does a substantial amount of 
work for other divisions of RCA, partic­
ularly the Broadcast and Communica­
tions Division, for which it manufactures 
the TP-66 television film projector. 
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AUTOMATIC GAGING SYSTEMS 
Production of high-.llpeed automatic gag­
ing systems, the major products designed 
and manufactured at the Plymouth 
plant, has almost doubled in the past 
year. This is understandable in view of 
the high level of production in the auto­
motive industry and the trend toward 
long-term warranties, which require the 
very close tolerances and match-fitting 
of parts that can be assured only by 
extremely accurate and reliable systems 
such as these. 

These high-speed automatic gaging 
machines employ electronic or air-to­
electronic displacement transducers 
which convert the displacement caused 
by the size of the part into an electric 
signal that is directly proportional to the 
measurement being made. This signal 
is then used to actuate solenoids and 
gates which classify each part according 
to tolerance requirements. 

A typical electronic gaging system is 
shown in Fig. 1. This unit inspects five 
different sizes of automotive valves at a 
rate of 3000 per hour. The dimensions 
checked by this system are shown in Fig. 
2. Oversize and undersize segregations 
are made for each dimension; fully ac­
ceptable valves discharge at the left end 
of the machine shown in Fig. 1. 

The piston-pin inspection system 
(Fig. 3) is another example of the ex­
tremely accurate inspection systems be­
i~ built for automotive manufacturers. 
This unit checks the pins for taper, oval­
ity, and diameter and classifies the parts 
according to maximum diameter into 
33 categories in increments of 33 mil­
lionths of an inch. One of the demanding 
requirements specified for this system 
was that before customer acceptance, 
the system had to demonstrate a capa­
bility of gaging and classifying piston 
pins to an accuracy of 5 millionths of an 
inch with a repeatability of 95%. This 
was the first time such capability was 
demonstrated in this type of equipment. 

At present RCA electronic gaging 

systems are used to inspect parts rang­
ing in size from Vs-inch roller bearings 
to automotive engine blocks. 

An important "first" for Industrial 
and Automation Products was the recent 
introduction of completely solid-state 
gaging circuitry (Fig. 4). This equip­
ment has made it possible to reduce 
greatly the space required for com­
ponents, reduce costs, and increase 
reliability. 

VEHICLE DETECTORS 

Industrial and Automation Products is 
recognized as one of the leading manu­
facturers of vehicle detectors. These 
units consist of a small detector and a 
power-supply module connected to an 
inductive wire loop imbedded in the 
roadway. Cars passing over the loop 
produce a signal which is used to actuate 
counters or traffic-signal lights, or feed 
data to computers. Several thousand of 
these units are now in operation. One 
recent installation, using 320 vehicle de­
tectors, provides all the pertinent data 
for the only computer-controlled traffic 
system in the United States. 

One of the more recent developments 
at Industrial and Automation Products 
was the adaptation of the basic vehicle· 
detector principle to railroad-car detec­
tion. In this application the rails them­
selves are used as an inductive loop to 
sense the presence of a car. It is used 
primarily in classification yards, to pre­
vent a track switch from being thrown 
before cars have cleared. The first major 
installation of 48 units was made in 
June 1965. 

TV FILM PROJECTORS 

Production of TP-66 television film pro­
jectors for the Broadcast & Communica­
tions Division continues, and these units 
are now being shipped at an accelerated 
pace. 

AUTOMATION PROGRAMS 

Recently a new activity, Automation 
Programs, was established in Plymouth 
to make available to other RCA divisions 
the unusual electrical, hydraulic, and 
electro-mechanical engineering skills 
and production facilities of this depart­
ment. Typical areas of interest include 
the automating of such operations as 
packaging, assembly, and circuit-board 
soldering. Another function of this ac­
tivity is to convert specialized prototype 
equipment developed by other divi­
sions into commercial products. 

Although Industrial and Automation 
Products anticipates substantial growth 
in all its present product lines, it is 
believed that Automation Programs will 
develop rapidly into one of the most 
significant activities of the department. 



Fig. I-Automatic electronic gaging system for the inspection of automotive 
valves. This system feeds, orients, inspects, and segregates more than 3000 
valves per hour. 

Fig. 3-This automatic gaging system inspects 4000 automotive pis­
ton (wrist) pins per hour. Parts, which are fed in a single-line, end­
to-end orientation, are inspected for length, out-of-round, taper, and 
size. The part is rotated during the final inspection. 

GROOVE DIAMETER 
---<~",!-__ -L 

STEM END SQUARENESS 
TO STEM O. D. 

LENGTH-GAGE 
LINE 

TO STEM END 

Fig. 2-Valve dimensions measured 
by automatic gaging system. 

Fig. 4-This completely solid-state device (10'h x 
lOx 12 inches) gages and classifies parts as ac­
ceptable, oversize, and undersize. Although less 
than half the size of a similar gage using standard 
components, this enclosure can also accommodate 
the circuitry required to gage and classify parts 
into five acceptable categories as well as oversize 
and undersize. 
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MISSILE-ATTITUDE SENSING WITH 
POLARIZED LASER BEAMS 

An optical system has been designed to monitor the attitude of a missile during 
the early-launch phase. Passive reflective components, mounted on the missile, 
return a pair of laser beams transmitted from a ground station. The polarization 
state of the beams is modulated by the reflective elements so that polarization 
is a function of missile attitude. The returned beams are passed through a 
polarization-analyzing system at the ground station, and missile attitude is com­
puted from the measured polarization parameters. 

JOHN L. DAILEY 

Missile and Surface Radar Div., DEP, Moorestown, N.J. 

A 
DESIGN study has been completed 
for an optical system to monitor the 

absolute pitch, roll, and yaw of a climb­
ing rocket, from lift-off to 50,000 feet of 
altitude, and to report this data in real 
time at the rate of 10 readings per sec­
ond. The system uses pulsed laser 
beams, transmitted from a single ground 
station, to illuminate a retroreflector 
package on the missile. The package 
contains optical cube corners faced with 
polarization modulating components 
which alter the polarization state from 
a linearly polarized reference state to 
some other state which is determined by 
the attitude of the missile relative to the 
beam and the station local vertical. 

When the reflected light reaches the 
ground station, it is passed through a 
polarization analysis system which de­
termines its polarization state and feeds 
this information to a computer. The 

Final manuscript received March 23,1966. 

computer inserts the polarization param­
eters into a system of simultaneous 
equations to find the attitude of the mis­
sile relative to the beam and the local 
vertical. Then, with a set of transforms 
involving the azimuth and elevation of 
the beam and survey information of the 
station relative to the launch pad, it 
transforms its results to pitch, roll, and 
yaw in launch-pad coordinates. To these, 
it adds the time of day at which the mea­
surement was made, as taken from the 
range clock, and then feeds the final re­
sults to the real-time users as well as to 
a recording system which stores it for 
postflight analysis. 

Fig. l-Missile-mounted retrorefle-ctor pockage. 

The philosophy on which this system 
is based may be summarized as follows. 
The pitch, roll, and yaw to be measured 
constitute three independent variables, 
and, since all three are to be measured 
simultaneously, the sensing system must 
have three independent variables which 
can be made functions of the missile's 
attitude. It will be shown later that the 
polarization state of light reflected from 
optical cube corners mounted on the mis­
sile can be made a function solely of the 
three-dimensional rotation of the missile 
with respect to the incident beam direc­
tion. Therefore, the polarization state of 
a completely polarized laser beam may 
be used to carry information from 
the missile to the ground station. 
However, since the polarization state of 
a beam of light is completely defined by 
tlre' azimuth and eccentricity of its polar­
ization ellipse, a beam can carry only two 
pieces of information in its polarization 
state. Since three pieces of information 
are needed, it will be necessary to use 
two beams of light, separated in wave­
length so that they may be isolated from 
one another by spectral filters. 

SECTION • A An 
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Two heams of light, with four inde­
pendent variables in their polarization 
ellipses, contain a redundancy. This is 
useful in the present case since, as the 
eccentricity of an ellipse approaches 
zero (i.e_, when the ellipse is nearly cir-
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from the University of Portland, Oregon in June 
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member of the Advanced Techniques Development 
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primarily in work on light modulators, crystal 
optics, and laser applications. 

cular), the azimuth becomes difficult to 
determine accurately; in the limiting 
case-circularly polarized light-azi­
muth is not defined. There are, there­
{ore, some polarization states for which 
azimuth cannot be determi)led accurately 
and one for which it cannot be deter­
mined at all. 

To avoid this problem in part, the sys­
tem can be set up so that both polariza­
tion ellipses have a common azimuth. 
This reduces the number of independent 
variables to three, one of which occurs 
twice. The azimuth of each beam serves 
as a backup for the azimuth of the other, 
hence the number of cases in which a 
reading is unobtainable is minimized. 
(In the proposed system, this is found 
to be 1 case in 900.) 

Once the variables that are to convey 
the attitude information are selected, the 
next step is to find a method of making 
them functions of the missile attitude. 
In the method selected, each reflected 
beam is passed through a missile-borne 
sheet polarizer, giving it a fixed refer­
ence state in missile coordinates, and 
then passed through a special form of 
Savart plate, as described later. 

THE RETROREFLECTOR PACKAGE 

The optical components mounted on the 
missile are sketched in Fig. 1. The pack­
age contains two sets of reflectors filters 
and polarization components. Ex~ept fo; 
adjustments for the different wave­
lengths they are designed to pass, the 
two sets are identical. For reasons to be 
shown, they are rotated 90° with respect 
to one another about an axis normal to 
the face plate. 



Fig. 2-lnterference pattern of an uncompen­
sated Savart plate. 

In the side view of Fig. 1, the first 
elements (from left to right) are an ar­
ray of cube corners. These, of course, 
are selected because they have the prop­
erty of returning a beam of incident 
light in the direction from which it came. 
As shown in the front view of Fig. 1, 
they have hexagonal pupils for maximum 
efficiency. An array is used instead of a 
single large reflector because of size, 
weight, and cost considerations. Ce­
mented to the cube corners are gelatin 
filters, such as W ratten filters. Their 
function is to isolate one set of com­
ponents from its unwanted laser wave­
length. That is, each filter will pass one 
of the laser wavelengths, but stop the 
other. To accomplish this, the wave­
lengths must be widely separated. The 
lasers selected are ruby, with output at 
0.6943 .urn, and neodymium, with output 
at 1.06 . .um. The 3000 A separation of 
these two is sufficient that two gelatin 
filters available will, in the two passes 
in and out, pass 10' more of the desired 
wavelength than of the other. This chan­
nel separation is adequate for the pur­
pose at hand. 

Cemented to the gelatin filters are 
sheet polarizers of the Polaroid type. 
When the laser beams leave the transmit­
ter, they pass through a pseudo-depolar­
izer (of the type, for instance, described 
by Peters' ) so that a constant fraction of 
the beam is transmitted through the mis­
sile-borne polarizer, regardless of mis­
sile attitude. The beam strikes the cube 
corners linearly polarized, and its polar­
ization state is altered by the reflections 
within the cube. On being reflected back 
through the polarizer, it loses some of 
its intensity because of this alteration. 
When the reflected beam emerges from 
the polarizer, it has about 14% of its 
incident intensity. It is linearly polar­
ized at +45 ° to the vertical axis of the 
missile, and it is directed toward the 
ground station. 

The last component through which 
the beam passes as it leaves. the missile 
is the polarization modulation plate, a 
modification of the standard Savart 
plate. This plate alters the eccen~ricity 
of the polarization ellipse, wIthout 
changing its azimuth, so that it ~s a 
first-order function of the beam dIrec­
tion relative to the plate axes. 

THE MODIFIED SAVART PLATE 

The standard Savart plate, long used in 
interferometry and polarimetry, consists 
of two plates. These plates are cut from 
a uniaxial crystal at 45 ° to the optic 
axis, superposed and rotated 90° with 
respect to one another, so that the pro­
jections of the optic axes of the plates 
upon a common surface are orthogonal 
to one anothh. When viewed between 
crossed polarizers, this double plate 
presents an interference pattern (Fig. 
2) of dark and light lines which are al­
most straight. (The reason for the 
unevenness of the image in Fig. 2 is that 
the sawed surfaces were not polished, 
but simply immersed in an index match­
ing oil to prevent diffusion. To obtain 
the wide line separation, the crystal had 
to be sliced so thin that it was t06 fragile 
to survive polishing.) 

The defects of the plate are two-fold. 
First, it is nonlinear. The curvature of 
the interference lines is quite pro­
nounced at high angles of incidence, and 
the mathematical expression for the 
phase shift is a combination of first- and 
second-order terms creating ambiguities 
in its solution. Secondly, if the inter­
ference lines are to have enough angular 
separation to be easily resolved, the 
plate must be impracticably thin. 

A detailed mathematical analysis of 

Fig. 3-0rientatian of plates in uni­
axial crystal before cutting. 

z 

the Savart plate is too long for inclusion 
here, but it can be shown that both the 
nonlinearity and the angular line spac­
ing are minimum for a standard plate 
when it is cut at 45 ° from the optic 
axis. The line separation can be in­
creased by cutting the plates at a shal­
lower angle, but this causes the line 
curvature to increase sharply. 

It can also be shown that when two 
standard Savart plates are combined by 
superposing them after rotating one 90° 
with respect to the other, the interfer­
ence pattern is perfectly linear; the lines 
are mathematically straight. Moreover, 
this linearity holds regardless of the 
angle from which the plates were cut 
from the crystal. It is possible, there­
fore, to make a plate with widely sepa­
rated lines by cutting at a shallow angle 
and to generate a purely first-order inter­
ference pattern. 

To make the modified plate, four 
plates of equal thickness are cut from a 
uniaxial crystal at some general angle 
¢ to the optic axis, as shown in Fig. 3, 
and the four plates are superposed, as 
in Fig. 4, so that the projection of their 
optic axes on their top surfaces are at 
angles 0°, 90°, -90°, and 0° with re­
spect to a vertical axis. The plates are 
cemented together to form a single plate, 
and a polarizer is cemented to the top 
surface with its transmission axis at 45 ° . 

The electric vector of light trans­
mitted through the polarizer will be re­
solved by the first plate into two com­
ponents, one parallel to the optic axis 
(the vertical component) and one per­
pendicular to the optic axis (the .hori­
zontal component). These propagate 
through the plate at different velocities. 
The velocity of the component parallel 

X' 

Fig. 4-0rientation of plates relative 
to e.ach other. 

l.·~~ 
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to the optic axis, called an extraordinary 
ray, propagates at a velocity which var­
ies with direction; the orthogonal com­
ponent, called an ordinary ray, propa­
gates at constant velocity_ At the 
interface between the first and second 
plates, and again at the interface be­
tween the third and fourth plates, the 
horizontal and vertical components ex­
change roles as ordinary and extraordi­
nary rays. As a result, they follow paths 
through the crystal plates like those 
shown in Fig. 5. When they emerge from 
the plate, one component lags behind the 
other by a distance d, as shown in the 
figure. This creates a phase shift, 8, be­
tween them given by 

8 = 2'iTd 
A 

(1) 

Fig. 5-Ray paths in the compensated linear 
Savart plate. 

x 

Fig. 6-Relationship of beam direction to mis­
sile coordinales. 

z 
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By geometric ray-tracing techniques, 
the two optical path lengths may be 
found and subtracted one from the other, 
to yield an expression for 8, which is 

(2) 
8 = 4'iTT (no" - n e

2
) sin ¢ cos ¢ . . . 

.... ., . " ) sm ~ SIn a 
A (ne- cos- ¢ + no- sm- ¢ 

where T is the thickness of an individual 
plate (e.g., one fourth the total thick­
ness), A is the wavelength of the trans­
mitted light, no is the ordinary index of 
refraction of the crystal, ne is the ex­
traordinary index of refraction, ¢ is the 
cutting angle, i is the angle of incidence 
of' the beam, and a is the azimuth of the 
beam with respect to the horizontal axis. 

The significance of the angles i and a 
is shown in Fig. 6, which is simply a set 
of spherical coordinates without the 
vector length shown~ The x and y axes 
are parallel to the plate edges and the y 
is parallel to the missile vertical axis_ 
It can be seen from Fig. 6 that if the 
beam direction is one axis of a coor­
dinate system, and the projection of the 
local vertical at the station upon a plane 
normal to the beam is another, with their 
mutual normal as the third, the attitude 
of the missile coordinates is defined in 
beam coordinates by i and a plus the 
rotation of the missile about the beam. 
These, then, are the three parameters 
that the system intends to measure. 

Equation (2) may be abbreviated to 

81 = k1 sin i sin a (3) 

with the subscripts referring to plate 
number one in the missile-borne pack­
age. The second plate is like the first, 
but is rotated 90° from it about a normal 
to its surface. For the second plate, the 
angle a has become (a + 90°). Making 
this change in equation (3) gives the 
phase shift equation of the second plate, 

82 =k2 sintcosa (4) 

and since the angles i and a are the same 
for both plates, equations (3) and (4) 
form a simultaneous system; if k1 and 
k, are known, measuring 81 and 82 will 
yield i and a. Therefore, it is possible 
to find two of the three attitude param­
eter~.of the plate by measuring the 
phase-shift angles of the two beams 
reflected through them. 

It is not possible to measure the phase 
angle between two vectorial components 
of a beam of light unless the directions 
of the two components are known. It is 
necessary to find, in ground coordinates, 
the directions of the horizontal and ver­
tical components of the polarized beams 
as they are defined in missile coordi­
nates. To show that this can be done, 
consider the general equation of the 
polarization ellipse. 

in which Ex 0' y is the instantaneous com­
ponent of the electric vector in the x or y 
direction, a, 0' y is its maximum ampli­
tude, and 8 is the phase angle between 
the named vectors. 

It has been stipulated that, in missile 
coordinates, the incident vector is at 45 ° 
to the x axis, and, therefore, ax = ay in 
the system under consideration_ Noting 
that a2 = I, the intensity, equation (5) 
may be cast into polar form as 

p2 (1 - 2 sin'" cos'" cos 8) = I sin" 8 
(6) 

This is the equation of an ellipse 
whose azimuth is at "'max, the angle at 
which p is a maximum and where 

dp d.i = O. But, 

I sin I) cos 8 cos 2", 
(1 - cos 8 sin 2", ) 3/2 

(7) 

This has a zero value when (ignoring the 
trivial solution I = 0) : 8 = 0 ° or 180 ° , 
8 = 90 ° or 270 0, and", = 45 ° or 135 0

• 

Inserting these values in turn into equa­
tion (5) yields: a straight line of azimuth 
45 ° or 135 0, a circle without azimuth, 
and an ellipse of azimuth 45 0 or 135 0. 

A more detailed analysis reveals that 
when -90 < 8 < +90, the azimuth an­
gle is 45°, and when +90 < 8 < 270°, 
the azimuth is 135 0. Fig. 7 shows a gen­
eral polarization ellipse, defined in (J, the 
azimuth, and {3, the angle whose tangent 
is the ratio of the minor to the major 
axis and is therefore an eccentricity 
parameter. It has just been said that, 
in missile coordinates, (J is a constant 
over a half cycle of 8. The directions of 
the horizontal and vertical components 
in missile coordinates are therefore 
known when the azimuth is found in 
ground coordinates, since they are al­
ways at ±45 ° to the azimuthal angle, 
although an ambiguity exists. It is pos­
sible, therefore, to measure 8 in the 
proper coordinate system. In practice, 
since the azimuth is fixed in missile coor­
dinates, only the eccentricity of the el­
lipse can vary, and therefore a relation­
ship must exist between phase shift and 
eccentricity that will make it possible to 
find one by measuring the other. The 
azimuth of the ellipse is measured in 
ground coordinates, not to help in the 
determination of i and a, but because it 
is itself the third independent variable in 
the system. 

The Cycle Angle. 

It has been pointed out that the system 
is unable to distinguish between a polar-



Fig. 7-Polarization ellipse. 

ization ellipse whose phase shift is 8 and 
whose azimuth is (J, and one whose phase 
shift is ('IT - 8) and whose azimuth is 
((J + 90 a ), because these produce the 
same combination of (J and (3 in Fig. 7. 
In addition to these two ambiguities in 
one cycle of 8, further ambiguities arise 
from the possibility of multiple cycles of 
8. Although the polarization analysis 
system detects a phase shift between 0 
and 2'lT, the actual range of 8 is between 
o and 2N'lT, where N is integral. 

To consider this problem and the 
method of dealing with it, note that the 
direction of maximum phase variation 
with direction is given by equation (3) 
at beam azimuth a = 90 0, for which 

8=ksini (8) 

In this direction, 8 completes one cycle 
at an incidence angle 

. 2'lT 
~Q=T (9) 

and every integral multiple thereof. This 
angle is designated the cycle angle. In 
an operating system, the choice of cycle 
angle is quite important for two reasons. 
First, the anticipated accuracy of the 
polarization analysis system is about 
±1 %, and some simple algebra will 
show that the accuracy of the system as 
a whole is about I % of the cycle angle, 
ignoring the nonlinearity of the sine 
functions. Since the absolute accuracy 
of the system is determined by the cycle 
angle, the cycle angle is determined by 
the specifications. 

Secondly, resolving the ambiguities 
arising from multiple half cycles within 
the angular range of the system must be 
done on an historical basis; i.e., before 
launch, the measured phase shift is arbi­
trarily assumed to be in the first cycle. 
Since the angular separation of cycles is 

constant, this is permissible. From this 
point on, a careful track is kept of the 
number of cycles through which the mis­
sile rotates, so that by this counting 
method the computer knows which of 
several ambiguous solutions is the cor­
rect one. This is possible only if the 
maximum permissible rotation of the 
missile between measurements is very 
much smaller than a cycle angle. The 
permissible rotation rate varies from mis­
sile to missile, but is of the order of mag­
nitude of 100 per second. Since a tenth 
of a second elapses between measure­
ments, the cycle angle should be at least 
100 so that each half cycle may be sam­
pled about five times to permit reliable 
resolution of ambiguities. However, 100 
is an inordinately large cycle angle for a 
Savart plate and thiS'" is one reason the 
standard plate is unsuitable. (The other 
reason is that it contains second-order 
terms in its phase-shift equation.) 

The modified four-layer plate can be 
made to arbitrarily large cycle angles, 
and 10 a cycle angle is a very reasonable 
figure for such a plate. 

Before leaving the subject of the plate 
and its functions, it should be noted that 
for a constant specification of thickness, 
flatness, and surface parallelism, the 
phase-shift accuracy and uniformity 
across the face of the plate increases as 
cycle angle increases. That is, the pre­
cision of the plate goes up as the cutting 
angle goes down, since the birefringence 
along a plate normal, which determines 
its performance, decreases as the plate 
normal approaches the optic axis of the 
crystal. In the field of crystal optics, it 
is axiomatic that the lower the birefrin­
gence of a material, the more accurate 
the wave plate which one may cut from 
it. Cutting the plates ata shallow angle 
of (J, as shown in Fig. 3, is a way of re­
ducing the effective birefringence of the 
individual plates, so that a highly accu­
rate plate may be made without resorting 
to stringent specifications during fabri­
cation. 

THE RECEIVER SYSTEM 

The Mathematical 
Basis of Polarization Analysis 

Ther~re several systems of parameters 
used in the various common methods of 
polarimetry. The one chosen for this sys­
tem is the Stokes vector, which is mathe­
matically the simplest. The Stokes vec­
tor is treated as a four-component tensor, 
given by 

(10) 

but it actually contains only three inde­
pendent variables, since So, the intensity, 

Fig. a-Quadrant of Poincare sphere. 

is related to the others by the quadratic 
relationship. 

These components refer to the polariza­
tion equation, given previously as equa­
tion (5) in this manner 

So = a.2 + ay2 

5, = ax' - a/ 
5, = 2a.ay cos 8 
53 = 2a.ay sin 8 

(12) 

This set of equations may be rewritten 

a. = Y2YSo + S, 

ay = Y2y5o - 5, 

53 
sin 8 = ---;:;;;::;;=:=:::;;;:;;­

yS} + S3' 

5, 
cos 8 = ----;::;;=.:=;;;:::;;-

y5/+ 53' 

(13) 

To understand the physical signifi­
cance of the Stokes vector, the Poincare 
sphere is helpful. A quadrant of this 
sphere is shown in Fig. 8. Each point on 
its surface corresponds to a specific po­
larization state. The three axes of the 
quadrant designate specific polarization 
states. 5, designates linearly polarized 
light of azimuth 0 0

; 5, designates lin· 
early polarized light of azimuth 45 0; and 
S3 designates right circularly polarized 
light. Of the sphere in general, it-may 
be said that azimuth varies with longi­
tude, the azimuthal angle being one half 
the longitude, and eccentricity varies 
with latitude, being a maximum at the 
equator and zero at the poles. All right­
handed ellipses lie in the upper hemi­
sphere, and all left-handed ellipses lie in 
the lower hemisphere. Moreover, every 
point on the surface representing a polar-
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ization ellipse is diametrically opposed 
to the point representing the orthogonal 
polarization ellipse. Thus, the designa­
tions for linearly polarized light of azi­
muth 90 0 is -S, and of azimuth 135

0 
is 

-S,; left-handed circularly polarized 
light is designated -S3. This being the 
case, any polarization ellipse is desig­
nated by the radius vector to its point 
on the sphere, which, in the manner of 
any vector, is defined in terms of its three 
orthogonal components, and polarized 
light may be analyzed by measuring its 
three Stokes parameters. If S" S. and S3 
are measured, one may use equation (13) 
to find ax, a., and o. 

It has been stated previously that the 
correct value of 0 can be obtained only 
in the coordinate system ax = av, for 
which the azimuth is constant at 45

0
• 

Referring again to Fig. 7, it is obvious 
that if the ellipse rotates in the plane of 
the figure, but the indicated coordinates 
remain fixed, then the three parameters 
in equation (5), ax, ay , and 0, vary; from 
a more practical point of view, the two 
determining parameters, a.l a., and 0, 
vary as functions of one another. But if 
the ellipse is expressed in terms of the 
parameters shown in Fig. 7, only 8 

varies, while /3, the eccentricity angle, 
remains fixed. The angles actually avail­
able for independent measurement are 
therefore 8 and /3. Since 8 is fixed in 
missile coordinates, 8 in ground coordi­
nates yields the rotation of the missile 
about the beam and one of the independ­
ent variables is found. What is needed 
now is 0 for each beam, but what is avail­
able is /3. It was stated previously that 
there must be a relationship between 0 
and /3 that will enable one to be found 
if the other is known. Before proceeding 
further, it is necessary to determine that 
relationship. 

From the geometry of the ellipse and 
that of the Poincare sphere, it can be 
shown that 

So = I (the beam intensity) 
S, = I cos 2/3 cos 28 
S. = I cos 2/3 cos 29 
S3 = I sin 2/3 

from which 

. 2 S3 sm /3 =-
50 

2/3 
y5,' + So' 

cos = 
So 

(14) 

(15) 

From the specification that a" = a. in 
missile coordinates, and from the defini­
tion S, = ax' - a:, it follows that S, = 0 
in missile coordinates, though not neces­
sarily in ground coordinates. Therefore, 
in missile coordinates, one may add S, to 
the equations at will without invalidating 

• 

fig. 9-Six-telescope orray of optical transmitter-receiver. 

fig. 1 O-Layout of optical components for Wollaston prism telescope. 

fig. ll-Layout of optical components for fresnel prism telescope. 
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them. The last two equations in group 
(13) may therefore be written 

53 53 
sin 0 = y5," + 5/ + Sa" = So 

y5," + 5/ y=5,~' +~5~/ 
cos 0 = --;:;;~=::;;;:;:=='=;:;;:;;­

-.j5,' + 5/ + 53" So 
(16) 

Comparing (15) and (16) shows that 

0= 2f3 (17) 

where 0 is measured in missile coordi· 
nates and f3 is measured in any coordi· 
nate system. Therefore, it is possible to 
obtain a value for 0, the phase shift in 
missile coordinates, independently of any 
rotation of the missile coordinates about 
the coordinate system in which the ana· 
lyzer is operating, simply by measuring 
the Stokes parameters, which, from 
equation (14) will also yield the neces· 
saryazimuth. 

The Physical Components 

The receiver system consists of an array 
of six telescopes clustered about the 
transmitter (Fig. 9). Owing to diffrac­
tion effects, the returned beam is spread 
to a diameter somewhat greater than that 
of the array, so that each receiver tele· 
scope intercepts some of the beam. In· 
side each telescope is a polarizing beam 
splitter whose function is to divide the 
received beam into two orthogonally po­
larized beams, each of a specific polari· 
zation state. In four of the telescopes, 
there is a Wollaston prism, which divides 
the beam into linearly polarized light 
parallel to an axis through the prism 
plus the component perpendicular to 
this. The other two prisms are Fresnel 
multiple prisms, made of crystalline 
quartz, which split a transmitted beam 
into right and left circularly polarized 
components. After passing through 
these prisms, the separated beams are 
divided spectrally by dichroic prisms, 
which separate the two wavelengths and 
pass them to separate multiplier photo· 
tubes. There are four of these photo. 
tubes in each telescope. The layout of 
optical components for the Wollaston 
prism telescopes is shown in Fig. 10; 
Fig. 11 shows the arrangement of optical 
components for the Fresnel prism tele­
scopes. 

When light defined by a polarization 
vector So is transmitted through a polar­
izing beam· splitting prism with its axes 
at ~ and U + 90 0

), the two emerging 
beams are described by 

5,' = M ~ 5 
and (18) 

where M is the Mueller matrix of the 
prism for the indicated beam. The 
Mueller matrices for Wollaston and 
Fresnel prisms are available from the 
literature.' 

If a Wollaston prism splits a beam into 
linearly polarized components with azi­
muths at 0 0 and 90 0

, the two outputs 
may be given as 

5,' = %(50 + 5,) 
and (19) 

5; = 1f2 (So - 5,) 

If the azimuths are at 45 0 and 135 0
, the 

outputs are 

and (20) 

The outputs in the case of the Fresnel 
prism telescopes are 

So' = 1f2 (So + 53) 
and (21) 

Simply by taking the differences of these 
equations,S" 5" and 53 may be ob· 
tained. By adding them, So is obtained. 
With these measured values, i, a and 0, 
the missile rotation parameters may be 
computed. 

• This description of the computation of 
the polarization components is rather 
simplified from the actual design system. 
A much longer derivation would show 
that the components that are actually 
wanted are 5" 5" 53 and U, where U is 
the unpolarized light at the laser wave· 
lengths collected by the telescopes; thus 
there are four independent variables. By 
carefully selecting outputs of the 12 
phototubes, one may set up 12 equations 
in four unknowns, which may be solved 
independently three times. This method 
permits the answers to be averaged to 
reduce error by y3; it also provides a 
measure of the unpolarized background 
light that has gotten into the system. 
These three independent readings are 
obtained with little trouble, since four 
telescopes would be required as a mini· 
mum and the extra two, as Fig. 9 shows, 
fit iilt;;' space that would otherwise be left 
vacant and collect light that would other· 
wise be lost. 

CONCLUSION 

The material presented in this paper is 
the result of a design study aimed specif. 
ically at the development of a system for 
monitoring the attitude of a missile dur­
ing early launch phase. The objective is 
accomplished by polarization modulation 
of a beam of light at the missile and po· 
larization analysis of that light at the 

ground station. The methods employed 
were dictated in part by the requirement 
for pulsed monochromatic laser beams 
as a carrier. Over shorter distances, and 
when longer integration times are per­
mitted, white incoherent light may be 
used as a source and a second set of 
Savart plates used as the analyzer; the 
plates serve as compensators in the latter 
case. The use of Savart plates as ana­
lyzers at the detection station would 
eliminate ambiguities in the case of a 
white light source, since the phase·shift 
equation contains wavelength as a factor, 
and would also permit a higher accuracy. 
When full·scale polarization analysis is 
required, the best accuracy that can be 
hoped for, according to a mathematical 
error analysis, is about 1 % of the cycle 
angle. 

The optical approach to measuring 
missile attitude offers advantages other 
than accuracy. It does not require active 
cooperation from the missile, and the 
missile's power supplies are not involved. 
Also, virtually all of the system is at the 
ground station. Since the missile and its 
components are used but once, there is 
a decided economic advantage in placing 
only inexpensive reflectors on the mis­
sile. 

The use of a beam of light as a carrier 
provides a large measure of convenience 
and reliability. At the Cape Kennedy 
launch site, the available radio spectrum 
is crowded with telemetering bands; an 
optical system does not intensify this 
crowding, does not interfere with other 
channels in the radio band, and is not 
affected by them. 

Finally, optical interference is no 
problem. It might be thought that since 
the flame of the missile produces an in­
t'('nse white light not far from the reflec­
tl rs, that this would j am the system, or 
even worse, that the optical tracking sys­
tem would lock onto the missile flame 
instead of the reflector package. But the 
light from the engine flame, sunlight re­
flected from the missile, the skylight 
background, etc., are un polarized, or vir­
tually so. Since the receiver is designed 
to measure the three polarization param­
eters plus the un polarized component, it 
is only necessary to ground out the elec­
trical signal corresponding to the unpo­
larized component to eliminate practi­
cally all of the background. Thus, the 
computer is deceived into thinking that 
the system is watching a pair of Savart 
plates climbing against a jet black sky. 
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This paper describes a self-contained 

electronic wave-measuring and re­
cording system developed for the 
U. S. Navy Oceanographic Office. 
This system measures the relative dis­
placement of the sea surface from 
mean sea level with an accuracy of 

better than 5/'0' in waves up to 40 
feet, while compensating for all sig­
nificant ship motion. Vertical distance 
is measured with a pulsed, ultrasonic, 
echo-ranging subsystem. Ship motion 
is measured by an accelerometer and 
vertical gyro subsystem. The signals 
from these two subsystems are com­
bined with a fixed offset to produce a 
measure of true wave height. 

R. B. MARK 
Aerospace Systems Div., 

Burlington, Mass. 

THE major components of the wave­
measuring and recording system are 

shown in Fig. 1. A rugged, watertight, 
stabilized housing is mounted at the bow 
of the ship projecting over the surface of 
the water (Fig. Ia). This housing (Fig. 
Ib) contains and protects the vertical 
gyro, accelerometer, and ..roll/pitch sta­
bilization drives. The ultrasonic trans­
ducers are mounted on the underside of 
the housing. Signals from this unit are 
fed to an interior electronics unit (Fig. 
Ic) which contains the integrating, meas­
uring, and summing circuits and the 
strip-chart recorder. A simplified block 
diagram of the system is shown in Fig. 2. 

This system is capable of long-term, 
unattended operation in the normal 
shipboard environment-Le., vibration, 
temperature change, and primary power 
variations. Data representing the dis­
placement of the sea surface from the 
mean sea level is recorded on a strip 
chart at a rate of 10 samples/second. 

This new approach to wave-height 
measurement provides a resolution of 2 
inches for wave heights up to 40 feet 
with an accuracy of better than 5%. 

Long-term, stable integration of ship 
accelerations permits accurate recording 
of waves having periods of 2 to 25 
seconds. 

Final manuscript received January 26, 1966. 
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Fig. l-Wave-height sensor equipment (ship­
board installation). 

Fig. 2-Simplified block diagram of wove-height sensor system. 
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mination from angle measurements, antisubmarine 
warfare, ultrasonic height-sensor development, 
gravitational gradient studies, development of 
pulse rebalanced inertial measurement equipment, 
and supervision of analyses, design, and fabrica­
tion of a redundant gyro and voting amplifier 
antenna servo system. 

FUNCTIONAL DESCRIPTION 

The vertical gyro, which has a low erec­
tion rate after spinup, acts as a long­
period pendulum and provides a vertical 
reference accurate to Vs degree in spite 
of normal motions of the ship's bow and 
independent of the accuracy of the 
mounting surface. The housing is roll 
stabilized and the inertial-quality, tem­
perature-regulated accelerometer is ad­
ditionally stabilized in pitch_ It is 
mounted on a small servo-driven pitch 
cradle that is erected by synchro signals 
received from the vertical gyro. 

The DC output of the accelerometer is 
proportional to the true vertical accelera­
tion (including the effects of gravity). 
The current is passed through a preci­
sion resistor, located in the interior elec­
tronics package, which provides a point 
for voltage pickoff. Gravity effects are 
compensated out of the voltage signal, 
and the signal is integrated twice to pro­
duce a DC voltage proportional to the 
vertical displacement of the gyro housing. 

The distance between the bow­
mounted housing and the surface of the 
sea is measured by a pulsed, ultrasonic, 
echo-ranging height sensor previously 
developed for control applications in hy­
drofoil craft. 

The ship-motion and vertical-distance 
signals are subtracted and combined 
with an adj ustable bias. The resulting 
signal is a measure of the instantaneous 

displacement of the local sea surface 
from mean sea level. 

Variations in the velocity of sound 
(due to temperature change) are com­
pensated for by means of a single dial 
setting. This setting can be made com­
pletely automatic by the addition of a 
thermistor temperature-sensing circuit. 

DESIGN ANALYSIS 

Most of the problems encountered in de­
veloping the wave-height sensor were 
due to such properties of the ocean sur-

TRANSDUCER 

/ 

face as its local slope, reflectivity, dis­
placement, and velocity. The first two 
properties primarily affect the design of 
the echo-ranging part of the wave-height 
sensor. As shown in Fig_ 3, the apparent 
profile of a wave is distorted by an ex­
cessively wide beam width_ The error due 
to beam width in the presence of sloping 
wave surfaces is shown quantitatively in 
Fig_ 4. The lower group of curves cor­
responds to the shortest range within the 
beamwidth, and the upper group cor­
responds to the longest range. For pulsed 
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operation, the lower group represents 
the first return. The bottom curve of 
the lower group shows the return for 
specular reflection, which is necessarily 
at perpendicular incidence. It implies 
operation on sidelobe reflections or, al­
ternatively, loss of signal when the wave 
slope exceeds half the beamwidth. 

It is apparent from Fig. 4 that very 
narrow beam widths would minimize the 
errors due to wave slopes, but a com­
promise must be made if loss of signal is 
to be kept within allowable bounds. Such 
loss occurs when the slope of the entire 
surface in the area encompassed by the 
beam exceeds one-half the beam width. 
Fortunately, large slopes are statistically 
improbable under conditions of light 
wind and smooth surfaces. Moreover, 
the presence of wind roughens the sur­
face and diffuses the return reflection, 
causing an increase in beamwidth with­
out an attendant loss of accuracy. 

Statistical measurements of the slopes 
of waves have been made.,,2 The distri­
butions are approximately Gaussian with 
parameters as shown in Table 1. 

TABLE I. Distribution of Inclinations of 
Reflecting Facets 

Cross- Down-
Direction wind Upwind wind 

Wind velocity, knots 10 20 10 20 
Bias, degrees 0 0 -0.5 -1.0 
Standard deviation, 

degrees 7.5 10 

Since the measurements were made from 
photographs taken at substantial altitude 
compared with wavelength, the slopes 
represent the superposition of ripples 
and chop on the larger waves. From 
Table I it is apparent that a slope of 
±20°, corresponding to sinusoidal waves 
of length-to-height ratio of 9: lor greater, 
would include all the statistically sig­
nificant cases. However, a half beam­
width of 20 0 would produce a range 
error of about 6%. 

In practice it is feasible to operate at 
a frequency of 38 kHz (Kc) and reduce 
the beamwidth to ±8° between nulls, a 
value that can be obtained with commer­
cially available transducers of 5 inches 
diameter. The RCA hydrofoil, ultra­
sonic height sensor has undergone many 
hours of successful testing with such 
transducers. Sea conditions ranged from 
glassy calm to white caps with waves up 
to 5 feet. Relative winds from 0 to 50 
knots were encountered. Although re­
ceipt of 80% of return pulses is suffi­
cient for proper operation, usually more 
than 90% and often more than 98% were 
received. 

Selecting the Type of Modulation 

Of the types of modulation applicable 
to distance measurement, two of the 

simplest are short-pulse and sinusoidally 
modulated CWo The measures of range 
are respectively the time interval between 
transmission and reception and phase 
shift of the sinusoidal envelope. For a 
maximum range of 40 feet, the total 
transit time is about 0.1 second and the 
highest nonambiguous envelope fre­
quency is about 10 Hz (cis). A carrier 
frequency in the neighborhood of 35 to 
40 kHz is suitable for either type of 
modulation, since it is high enough to 
avoid machinery noise interference and 
low enough to avoid the effect of the rap­
idly increasing attenuation in the region 
of 50 kHz and above. 

For a relative horizontal velocity of 2 
feet per second, the 38 kHz transmitted 
frequency is shifted by ±19 Hz for a 
half beam width of 8 0

• A continuous 
spectrum is generated by echoes from 
various points within the beam. The en­
velope of such a signal approaches 
100% modulation at noise frequencies up 
to 19 Hz and interferes with the neces­
sary signal modulation of 10 Hz. Pulse 
modulation was chosen for the RCA 
height sensor to avoid this source of 
noise and to obviate heavy filtering with 
attendant low response. Operation on 
the leading edge of the return pulse 
eliminates the eff"ects of doppler shift. 

Minimizing the Effects of Spray 

The effect of spray on the distance mea­
surement is minimized by the action of a 
slow, automatic, gain-control loop. Spray 
droplets are generally small compared to 
the transmitted wavelength and, there­
fore, tend to scatter the energy incident 
upon them. If a sheet of spray is suffi­
ciently dense, the true echo may be so 
reduced in intensity that it will not ex­
ceed the automatic gain-control threshold 
and hence will be lost. To provide for 
this case, the previous correct range must 
be held. Since the height sensor mea­
sures range by counting clock pulses, the 
previous count can be held exactly for 
any desired period of time. If the spray 
persists, the automatic gain-control loop 
gain is auto.matically adj usted (within 
limits) to pass the true signal. It is un­
likel,y--that a persistent wind-borne spray 
would produce a sharply defined echo at 
sufficient intensity to exceed that of the 
true echo because the particles of such a 
spray are finer and more uniformly dis­
tributed than those which occur momen­
tarily in dense sheets near the surface 
of the water. 

Ship Motion Compensation 

Ocean waves further affect the design 
and performance of the wave-height 
sensor by causing motions of the ship's 
bow upon which the wave-height sensor 

is mounted. The principal motions are 
pitch, roll, and the attendant translations 
of the housing. The ultrasonic trans­
ducers and the input axis of the ac­
celerometer must be maintained approxi­
mately vertical, but the accuracy required 
for the accelerometer is much greater 
than that required for the transducers. 
Consequently, the accelerometer is pitch 
stabilized while the transducers are not. 
Surge and sway accelerations are elimi­
nated by keeping the accelerometer ver­
tical. Heave acceleration is used to 
derive the heave displacement height 
component which is subtracted from the 
echo-ranging height. 

The Neumann spectrum for a fully de­
veloped sea state 6 and the rough rela­
tive response curves for pitch and roll of 
a typical oceanographic ship are shown 
in Fig. 5. To the right of the appropriate 
natural frequency the ship response is 
180 0 out of phase with the slope of the 
waves, and to the left it is in phase. Maxi­
mum amplitude of pitch response is ex­
pected to be less than 8 0

, and roll re­
sponse ordinarily will not be of much 
greater magnitude because the ship is 
usually hove to and headed into the sea 
during wave measurements. Since the 
major portion of the pitch response is in 
phase with the wave slopes, the incidence 
of the echo-ranging beam will usually be 
near perpendicular and signal loss will 
be minimized. For higher frequencies, 
corresponding to pitching that is out of 
phase with the wave slope, the pitch am­
plitudes and wave slopes are smaller. 

To provide the necessary roll-stabiliza­
tion accuracy at the frequencies near the 
peak of the spectrum, the servo band­
width has been set considerably higher 
than the frequency of peak wave re­
sponse. The accelerometer pitch-cradle 
servo band with is several times that of 
the roll servo. 

CONCLUSIONS 

The shipboard wave-height sensor has 
been designed for accurate wave mea­
s urement at sea. It is believed that this 
design provides capabilities far exceed­
ing those of existing systems, particu­
larly with respect to measurement of 
large waves in deep water. 
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A DIRECTORY OF 

TECHNICAL INFORMATION CENTERS 

What They Are, and How to Use Them 

E. R. JENNINGS, Administrator 

RCA Staff Technical Publications* 

Product Engineering, Research and Engineering 

Camden, N.J. 

MUCH attention has been focused 
recently upon the problems of re­

trieving pertinent technical information 
from the mass of available literature. 
As one solution, government, profes­
sional societies, and industry are today 
devoting extensive funds and manpower 
to the operation of various types of 
technical information centers. 

Appended to the text of this paper is 
a directory of those centers-some rela­
tively new and novel-that are poten­
tially significant to RCA work. RCA sci­
entists, engineers, and managers should 
become aware of the scope and services 
of these centers-for they are, in fact, 
useful tools in performing research and 
engineering tasks. 

It should not be assumed that these 
information centers, individually or col­
lectively, are the last word in fulfilling 
technical information needs. They are 
affected by trade-offs in their operation 
analogous to those compromises in­
volved in any practical engineering sys­
tem design. No one source provides 
everything in the way of documents or 
data. They vary in the fields they cover, 
the types of documents or data they 
handle, the type and quality of services 
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they offer, and the criteria for using 
those services. RCA engineering and re­
search groups must be the final judge of 
a center's pertinence. to any given tech­
nical task-a judgment possible only 
through experience in actually using 
these centers within the bounds of their 
individual capabilities. 

Much of the future success (or fail­
ure) of these centers will depend on 
greater involvement of technical people 
as users and critics-just as the quality 
of traditional technical journals and 
societies has always depended on the 
participation of readers and members. 

INFORMATION CENTERS AND 
NATIONAL INFORMATION NETWORKS 

The current trend involves three types 
of information centers: 

1) referral services, which direct an in­
quirer to the best source for a given 
type of information; 

2) document repositories, which acquire, 
index, store, and distribute technical 
documents on a national scale (usu­
ally technical reports and translations 
of foreign literature) ; 

3) data (or information-analysis) centers 
which apply professional subject-mat­
ter competence to available informa­
tion in a given field in order to evalu­
ate it, organize it, and supply specific 
data in response to requests (rather 
than documents only). 

,Government and professional society 
groups plan eventually to build all three 
types of activities into a national in/or­
mation network. Such a network would 
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act as an information system for all 
fields of science that could coordinate 
storage, indexing, and retrieval activities 
in such a way as to: 

1) insure availability throughout the U.S. 
of all significant technical informa­
tion; 

2) avoid duplicate effort in handling in­
formation within specific technical 
fields; 

3) allow efficient "switching" among 
various information sources, especi­
ally when information from one dis­
cipline may be needed by another (for 
example, as between electronics and 
biology). 

But such an ideal national network is 
not yet in existence. At least for the next 
few years, engineers and scientists will 
have to maintain familiarity with the dif­
ferent kinds of information coverage and 
services offered by various activities. In 
other words, there is as yet no one place 
to which a technical question or a docu­
ment search can be directed with the 
expectation that a comprehensive an­
swer can be obtained. 

INFORMATION CENTERS-
REFERRAL ORIENTED 

Since there are so many possible sources 
of technical information available, ser­
vices are needed to refer a user to the 
most useful source of the specific infor­
mation sought. Such a referral center 
acts as a kind of "switchboard" or "in­
formation desk." On a national scale, 
there are two major efforts concentrat­
ing on this type of service: The National 
Referral Center, and the Science Infor­
mation Exchange. 

The National Referral Center main­
tains files of the information resources 
of libraries, information and data cen­
ters, research organizations, etc. When 
asked "Where can I find information 
on ... ", the answer will be an identifica­
tion of one or more sources, along with 
guidance on how to use them. The re­
questor then contacts the selected source 
directly. RCA Libraries are, of course, 
the first place where such questions 
should be asked. The Referral Center is 
an extension of a local library's capa­
bility to identify sources of information. 

The Science Information Exchange 
maintains records of R&D work in 
progress, results of which are as yet 
unpublished. It attempts to answer 
"who is doing what." At present, its 
coverage concentrates on unclassified 
government-sponsored R&D in a wide 
variety of technical fields. For example, 
the recent question "What research is 
underway on the electrochemistry of 
iron prophin complexes," turned up 23 
active projects with 8 different sources 
of support. Answers to such queries are 
in the form of project summaries that 
also identify the organization doing the 
work, and its scope and sponsorship_ 
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Privately-supported, proprietary re­
search of industrial organizations will 
not usually be identified by this service; 
but the unclassified R&D of government 
laboratories and industrial contractors 
working under government funds, as 
well as university research on govern­
ment grants, will be included. 

In addition to these two formal refer­
ral centers, many of the document and 
data centers (discussed in the next sec­
tions) will refer a user to another source 
if they cannot supply the needed infor­
mation. This service will receive greater 
emphasis in the future as information 
centers become part of the more formal­
ized national network mentioned earlier. 

INFORMA TION CENTERS-
DOCUMENT ORIENTED 

The most familiar type of information 
center acquires and stores documents 
(mostly technical reports) that are not 
published in the "open literature" such 
as periodicals or books. It indexes them, 
and then provides various search ser­
vices so that a user can identify perti­
nent documents in its collection. 

This type of center began after World 
War II when German and Japanese tech­
nical documents were brought to this 
country, and a method was needed to rap­
idly disseminate them to certain techni­
cal activities here. The concept received 
further emphasis in the early 1950's 
when the tremendous growth of the 
technical-report literature in the mili­
tary-systems and atomic-energy fields 
(often classified) created maj or storage 
and retrieval problems. Yet, at the same 
time, technical reports had become a 
vital information source, simply because 
they were the primary medium by which 
government-funded R&D was reported­
often the only medium. This dilemma 
produced several information centers, of 
which the AEC Technical Information 
Service and the Defense Documentation 
Center (originally called ASTlA) are 
familiar examples. 

Generally, such document-oriented in­
formation centers have the following 
characteristics: 

I) They acquire and store copies of reo 
ports generated under specific types of 
programs (rather than in specific tech· 
nical fields). For example, DDC 
handles reports generated as a result 
of Department of Defense projects, 
which may cover a very wide range of 
technical fields. 

2) They use relatively sophisticated in­
dexing methods, usually stored and 
manipulated with digital computers. 

3) They publish periodic abstract-index 
bulletins and distribute them to poten­
tial users and libraries. 

4) Most offer computer searches of their 
collection based upon technical prob­
lems or questions from a user. The 
output is a compilation of document 
titles (and perhaps abstracts) for the 
requestor to scan. They also supply 

the documents the user may order 
based on his scan of the search results. 

5) Document centers do not technically 
evaluate either the material entering 
their collection or the material iden­
tified in a search. The responsibility 
of evaluating significance of the ma­
terial is totally on the user-similar 
to the way one uses a traditional 
library. (In contrast, the data-ori­
ented information center does provide 
such evaluation, as the next section 
will describe.) 

These document centers handle an enor­
mous quantity of material-hundreds of 
thousands of documents in the case of 
the larger ones. Most are government­
subsidized, and their services are avail­
able at little or no charge to industry­
especially to groups working on govern­
ment contracts. 

INFORMATION CENTERS-
DATA AND ANALYSIS ORIENTED 

Recently, the concept of data-analysis 
centers has proved valuable in special­
ized fields, and scores of such centers 
have been established. Typically, they 
provide specific answers to technical 
questions, not just copies of possibly 
useful documents. They also prepare 
compilations of data, and provide criti­
cal evaluation of information by subject 
specialists. These centers have become 
important in fields where: 

I) a great quantity of data on a given 
subject has been reported in various 
literature, but is not well evaluated or 
interrelated; 

2) the data was gathered in rather ex­
pensive experiments, perhaps difficult 
to reproduce; 

3) the data involved is a type that can be 
compiled and integrated for use by 
other scientists, rather than remaining 
reported piecemeal and unevaluated 
in perhaps thousands of separate 
papers and reports. 

Most data centers operate as follows: 
1) A staff of scientists or engineers ex­

perienced in the field involved evalu­
ate the various sources of the data 
(published or unpublished literature, 
compilations of experimental results, 
etc.) . 

2) Schemes for organizing the data are 
designed, and specialized indexing 
methods are developed, often for the 
retrieval of individual data values. 

3) The evaluated and reorganized data 
4's then stored in some machine­

readable form, and often periodically 
published in a new media such as spe­
cialized handbooks or data sheets. 

4) The services of the center often in­
clude technical evaluation of the ques­
tions of a user by professionals in 
the field, and the evaluation of the 
relevance or quality of the data pro­
vided as an answer. 

The great advantage in dealing with 
such data centers, from the engineer's 
or scientist's viewpoint, is that the re­
quest will be handled in most cases by 
another scientist working in the field 
involved. 

Additional services of the data center 
are the preparation of state-of-the-art 
reports, critical reviews, and bibliogra­
phies of evaluated literature. They often 
can also help direct a user to contacts 
with on-going activity in the field in­
volved-activity that may not yet be 
published-as a further attack on the 
vexing problem of learning "who is 
doing what." 

TRANSLATIONS OF FOREIGN LITERATURE 

Many information centers are heavily 
concerned with making available techni­
cal information generated in foreign 
countries. For example, the Clearing­
house for Federal Scientific and Techni­
cal Information acts as a central source 
for translations of foreign journal arti­
cles and reports, in a cooperative effort 
with ~any other activities. (For details, 
see the description of the Clearinghouse 
in Section 2 of the directory at the end 
of this article.) Their activities include 
maintaining records of translations that 
are in progress in various other loca­
tions, and providing guidance on arrang­
ing to have special material translated. 
In addition, many of the information 
centers listed (both document and data 
types) handle translations of material of 
special interest-for example, NASA for 
aerospace information, AEC for nuclear 
technology, and many of the data centers 
where worldwide literature forms an im­
portant input. 

RELATIONSHIP OF RCA LIBRARIES 
TO INFORMATION CENTERS 

In any search for a fact or "package" of 
information, a logical initial step (after 
exhausting one's own desk drawer, office 
files, and perhaps some associates) is to 
consult an RCA Technical Library. 
They have many of the published in­
dexes of the document-oriented informa­
tion centers for on-the-spot reference 
and will demonstrate their use. They 
can advise on differences in coverage 
and can help decide which document 
center may be the best to utilize. The 
professional librarian can help in ar­
ranging for formal searches and can 
supply the forms required by some of 
the centers. Also, they are usually re­
sponsible for ordering any pertinent 
documents identified. 

Actual contact with the data-analysis 
type of center should usually be made 
by the scientist or engineer; but even in 
this instance, the Library may be able to 
assist in defining the question or in 
selecting an appropriate center. 

Finally, it is particularly valuable 
for the Librarian to get feedback on how 
well the centers are serving specific 
RCA information needs. 

~ 
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CONCLUSION-
USING THE INFORMATION CENTERS 

The directory of information centers 
appended to this paper is organized in 
three sections: 1) referral-oriented cen­
ters; 2) document-oriented centers, and 
3) data-analysis-oriented centers_ The 
information on each was compiled from 
several sources (see Bibliography and 
Acknowledgments). Fig. 1 is a check­
list of important things to remember 
about using these centers. 

The technical information sources of 
the future will very likely be built 
around a national network comprised of 
centers like the ones listed herein, and 
operated through the coordinated efforts 
of government, professional societies, in­
dustry, and universities. Today, their 
scope and services are changing and 

· ... Predict information needs whenever 
possible (e.g., at the beginning of a new 
project) and discuss information needs 
thoroughly with your RCA Technical 
Library. 

· ... Remember to allow the information 
center time to answer your requests. 
Some data centers can answer certain 
specific questions over the telephone, 
but most need a few days to several 
weeks, depending on the complexity of 
request. It takes about two weeks to get 
copies of documents from document 
centers, more if classified material is 
involved. 

· ... Make search questions as specific as 
possible to reduce the amount of irrele-

expanding rapidly. Only by using them 
will engineers and scientists be able to 
influence their development and improve 
their future services-as well as learn 
how to best apply their present services 
to RCA work. 
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vant material uncovered. But remember 
that any literature search (especially 
from a computer) will return some irrel­
evant or fringe-value results as a kind of 
"safety factor." 

· ... Specify the time span of material 
desired, if pertinent; (e.g., information 
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· ... Indicate how much material you 
will accept in answer to a search; (e.g., 
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search initially uncovers more than this, 
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the center can contact you to refine the 
search. 

· ... Specify whether foreign literature 
is desired, and if so, whether it must be 
translated; much foreign literature is 
available, but not all of it is translated. 

· ... Be willing to feed back to informa­
tion centers your comments on or criti­
cisms of their services. Keep RCA Li­
brarians informed of this, also. 

· ... Don't expect perfect results from 
any center on every request. Remember 
that the scope and quality of their ser­
vices is changing and improving rapidly. 
By actively using them, you are helping 
to shape their future operations. 

• • • • • • • • • • • • • • • • • • DIRECTORY· • • • • • • • • • • • • • • • • • 
1. 

INFORMATION CENTERS 
(Referral Oriented) 

These may be contacted directly, but 
first consult with your RCA Technical 
library for initial guidance. 

NATIONAL REFERRAL CENTER 
Science and Technology Div. 
Library of Congress 
Washington, D.C. 20540 
Tel: 202, 967 -8087 (general inquiries) 

202, 967 -8265 (referral service) 
Scope: A national cent(>r to advise 

where technical infonnation may be 
found. Covers libraries, information 
centers, indexing services, data 
banks, and analysis centers. 

Services: Gives the identity and 
eapabilitif's of infonnation sources 
in response to a statement of infor­
mation needs. Also publishes com­
prehensive directories. All services 
are free. Consult your Technical 
Library to arrange inquiry, which 
may be by mail, phone or visit. 

SCIENCE INFORMATION 
EXCHANGE 
Smithsonian Institution 
Madison X ational Bank Bldg., 
Suite 300 
1730 :\1 Street X.W. 
\Yashington, D.C. 20036 
Tel: 144, 381-5511 

Srope: Information on unclassified 
R&D programs in progress or 
planned. Currently indexes oyer 
100,000 summaries of research plans 
annually in all basic and applied 
scienccs. Uses c.omputcr and profes­
sional staff for analysis of input and 
search l'C'qupsts. Rt.rong on unclassi­
fied government-funded work, but 
also covers 801118 industrial and uni­
versity H&D. 

Services: Supplies summaries of 
active R&D projects in the suhjc('t 
area named by the requestor. Qu{'r­
ies may be broad or quite spC'cific. 
Also issues catalogs of work going 
on in broad fields. All SIE services 
are free t.o RCA, as a )naj,or govern­
lllf'nt n&D contract-dl-. Contnet your 
RCA Technical Library for assis­
tance in defining your question, 
which can be suhmitted by mail, 
phone, or visit. 

2. 
INFORMATION CENTERS 

!Document Oriented) 

RCA Technical libraries arrange for 
utilization of these Centers, and should 
be contacted first in all cases, unless 
otherwise noted. Addresses are not 
given for those Centers which should 
be utilized through RCA libraries. 

CLEARINGHOUSE FOR FEDERAL 
SCI. & TECH. INFORMATION 

Scope: Acquires and indexes many 

(but not all) of the unclassified 
technical reports submitted to the 
govelnment by contractors and 
those prepared by government agen­
cies. Covers unclassified work of 
AEC, DoD, XASA, and other agen­
cies. Merges indexes prepared by 
those agPllcies into a central com­
puter index, and adds index data on 
special material. Also is the primary 
source for translations of foreign 
literature. Has Ulany working ai-­
rangC'l1H'nts with 11lajor translating 
activities in the U.S. and abroad. 
(Fonnerly Office of Technical Ser­
vices, Dept. of Commerce.) 

ServiceH: Issues following p~riodic 
subject indexes: U.S. Government 
R&D Reports (govC'rnment-origi­
nated reports); Govermnent- n'ide 
Index to Pederal R&D Reports 
(merging of unclassified DDC, 
~ASA, AEC, and Clearinghouse in­
dexes); and also issues index of 
Technical Translations and selec­
tive bibliographies on subjects of 
current interest. Perfonns literature 
searches for a fee. Supplies copies 
of requested documents at cost.. \Yill 
answer inquiries directly as to 
whether a translation exists or is in 
progress on a foreign report or peri­
odieal article. Contact your RCA 
Technical Library for all services 
and indexes. 11any Clearinghouse 
reports (which average from 50 cents 
to S10 in price) will be a\-ailable to 
some RCA groups free through 
XASA or DDC because of their 
contract arrangements. However, 

Clearinghouse coverage goes beyond 
DDC or NASA, particularly with 
respect to translations. 

DEFENSE DOCUMENTATION 
CENTER (DOC) 

Scope: Acquisition and indexing 
of technical reports from DoD­
~ponsored projects, both classified 
and unclassified. Prepares deep in­
dexes and abstracts, computer­
maintained. (Formerly called 
ASTIA) 

Services: Issues the Technical Ab­
stract Bulletin (TAB) which ab­
st.racts and indexes .of newly received 
reports. Perforn1s searches on spe­
cific subjects on request, resulting 
in a set of abstracts. Prepares bib­
liographies in subj ect areas of cur­
rent interE'st. Availability of docu­
ments and services from. DDC is 
con(.rolled by a "field of interest 
register" form that must be sub­
mitted to DDC for each government 
R&D contract that IlCA is awarded. 
These fonns specify what classes of 
DDC documents can be sent to a 
gi,"en IlCA requestor. All DDC ser­
vices are free to those RCA groups 
qualifi{'d as a. DoD contractor. Your 
RCA Technical Library has DDC 
indexes and is responsible for ob­
taining all DDC sen-ices. For lit­
erature searches, contact the Library 
to fill out the search request form 
which the Library then sends to 
DDC. LibralY also handles all 
orders for specific reports. 
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NASA SCIENTIFIC AND 
TECHNICAL INFORMATION 
FACILITY 

Scope.' Acquires and indexes tech­
nical literature fl'OlU X ASA or 
X ABA-sponsored acti,·ities. Also 
handles documents on interagency 
agreement with oyer 150 organiza­
tions in 40 countries, and selectively 
includes them in the systeu1 if they 
pertain to aerospace work. The in­
dexes and abstracts are stored on 
computers. 

Services,' Distributes copies of 
many current reports directly to 
NASA contractors, based on a pre­
filed interest register, the scope of 
which depends on the subject mat­
ter approved by NASA as signifi­
cant to the contract cited. Supports 
two a bstract-index bulletins: Scien­
tific and Technical Aerospace Re­
ports (STAR, issued by the NASA 
TIF) which prinlarily cC!vers report 
literature, and InternatlOnal Aero­
space Abstracts (lAA, issued by 
the American Institute of Aero­
nautics and Astronautics) which 
covers periodical literature. Either 
may announce foreign literature of 
significance. NASA publications are 
available in or through the RCA 
Technical Library. Library should be 
contacted to detennine best methods 
for literature searches, since the ser­
vices of NASA-ARAC (see below) 
utilize all the NASA facilities and 
resources described here. 

NASA AEROSPACE RESEARCH 
APPLICATIONS CENTER IARAC) 

Indiana University Foundation 
Bloomington 
Indiana 47405 

Scope: Provides to industry sub­
scribers (RCA is one) technical in­
fonnation of potential industrial 
value developed in the space pro­
gram. Acts as an analysis, aware­
ness, and searching service. U Bes 
both subject-matt.er specialists and 
computer techniques. 

Services: RCA subscribes to 
ARAC services, which include: ret­
rospective search service, selective 
disselninatioil service (SDS), indus­
trial applications service, and mar­
keting information service. Some 
special services include announce­
lnents of available computer pro­
grams for solution of engineering 
problems, Fll)sh Sheets for fast re­
porting of detailed new innovations 
and discoveries of interest to indus­
try; special Industrial Applications 
Reports for fast announcement of 
full reports on significant aerospace 
technical developments. The SDS 
service is based on an interest pro­
file, against which new documents 
are matched by ARAC and a selec­
tion made of those most pertinent. 
Abstracts of those matching the 
interest profile are automatically 
mailed to users. RCA Libraries re­
ceive the various ARAC publica­
tions noted above. To arrange a 
literature search, first contact your 
RCA Library to assist in construct­
ing the search request. ARAC works 
by mail, telephone, or personal visit. 
Several RCA divisions have an 
ARAC coordinator; he or your RCA 
Librarian can provide complete in­
formation on ARAC services. The 
ARAC coordinators in RCA are: 

ECD: D. H. Walmsley, Somerville. 
RCA Labs: J. Kurshan, Princeton. 
Home Inst.: C. W. Hoyt, 

Indianapolis. 
BCD: J. E. Young, Camden. 
AED: S. H. Fairweather, Princeton. 
CSD: T. T. N. Bucher, Camden. 
ASD: K. E. Palm, Burlington. 
Cent. Eng.: D. 1. Troxel, Camden. 

AEC TECHNICAL INFORMATION 
SERVICE 

Scope: Acquires and indexes tech­
nical dOC'Ulnents relating to nuclear 
weapons, nuclear power, nuclear 
radiation (>ffects, and various appli­
cations to all fields. Documents in­
clude classified and unclassified AEC 
and AEC-contractor reports, pub­
lished papers, translations, data 
compilations, etc. 

Services: Publishes Xuclear Sci­
ence Abstracts, the primary index to 
worldwide literature in fields of 
AEC interest. \York in prDgress is 
coyered in Summaries of Physical 
Research, (monthly). and Monthly 
Proposal Status Reports. Also puh­
lishes a wide Yal'iety of special 
Techllical Progress Re7.;iews and 
special bibliographies. Supports 
comprehensive translation programs 
of perbnent foreign litera!ure. Op­
erates several data analYSIS centers. 
Contact your RCA Technical Li­
brary, which has or can obtain ~he 
basic AEC index-abstract bulletms, 
and which can order any AEC doc­
uments required. 

ENGINEERING INDEX, INC. 
Scope: In cooperation with t.he 

Engineering Societies Library and 
the Engineers Joint Council, indexes, 
annotates selectively, abstracts, and 
stores technical journals, mono­
graphs, selected books, and publica­
tions frOln technical syu1posia. Con­
centrates on the literature (other 
than technical reports) of lnost 
engineering fields. 

Services: Publishes the El1,qineer­
illg Index and special abstract-index 
bulletins for Electrical and Elec­
tronics, and Plastics. Many new 
services are under development, in­
cluding searehing and selective dis­
semination, whieh will become 
available through 1966 and 1967. 
(RCA is investigating the potentials 
of these new services.) Is also very 
active in the conceptual planning of 
a "national engineering infonnation 
center. II Contact your RCA Tech­
nieal Library, which receives their 
indexes, and can usually supply 
copies of documents cited therein. 

MIT INDUSTRIAL LIAISON 
PROGRAM 

Scope: Provides to industrial sub­
"cribers (RCA is one) reports on 
MIT research projects, and some 
consultation and tutorial assistance 
on research subj eets in which MIT 
is active. 

Services: Distributes MIT techni­
cal reports to various RCA Li­
braries' based on subject matter. 
Provides copies of other MIT 
publications on request. Also pro­
vides an annual Directory of MIT 
Research. CDnsultation on techni­
cal problems and attendance at 
special MIT tutorial symposia can 
be arranged. Contact your RCA 
Technical Library for MIT report. 
and other publications. Contact 
G. A. Kiessling, Corporate Staff 
Product Engineering, 2-8, Camden, 
PC-5650, to arrange consultation or 
tutorial visits to MIT. 

3. 
INFORMATION CENTERS 
<Data-Analysis Oriented) 

These centers should generally be con­
tacted directly by the technical group 
or individual-although your RCA Tech­
nical library may assist in identifying 
an approprate center. NOTE: Criteria 
for use of these c~ers vary widely­
some have fees,-' some are available 
free to certain government contractors ... 
and some are free to all. In making 
initial contact with these centers, check 
your status as a user. 

ATOMIC AND MOLECULAR 
PROCESSES INFORMATION 
CENTER 
PO Box Y, Oak Ridge National Lab. 
USAEC, Oak Ridge, Tenn. 37831 
Tel: 615, 483-8611 

(Ext. 3-7558) 

Sponsor: National Bureau of Stan­
dards and USAEC. 

Scope: Heavy-particle-heavy-par­
ticle interactions; heavy particle in­
teraction with electric and magnetic 
fields; and particle penetration into 
matter. Conects published and un­
published data, which is then criti­
cally evaluated. 

Services: :Evaluates data and pre­
pares compilations in fonn .of graphs, 
tables, and review papers. Provides 
literature searches within specific 
categories. Answers inquiries for spe­
cific data. Win supply copies of 
obscure papers. Available to govern­
ment agencies, industry, research, 
and educational institutions. 

ATOMIC TRANSITION 
PROBABILITIES DATA CENTER 
~ atjonal Bureau "f Standards 
Connecticut A yenue and 

Van Ness Street, N.W. 
Washington, D.C. 20234 

Scope: Atomic transition proba­
bilities and cross sections. Evaluates 
data and disseminates it to re­
searchers in plasma physics and 
astrophysics. Data are collected ~n 
nmnerical values for specific tranSI­
tions. Foreign literature includes 
1113terial in Russian, French, Ger­
man, and Dutch. A Bibliography 
on Atomic Transition 'Probabilities, 
NBS Monograph 50, 1962 has been 
published. An Addendum to the 
bibliography is available upon re­
quest to the Center. Has evaluated 

• groups of elements to determine 
best values of transition probabili­
ties. 

Services.' Literature searches are 
made and data supplied from the 
Center's files without charge. Bib­
liographies are available on request. 

BAUISTIC MISSILE RADIATION 
ANALYSIS CENTER 
University of Michigan 
Ann Arbor, Michigan 48104 
Tel: 313, 483-0500 

(Ext. 307) 
Sponsor: DoD Advanced Res. 

Proj. Agency. 
Scope: Theory and technology as­

sociated with ballistic missile phe­
nOlnena that may be useful in the 
design of defense systems. Evaluate 
theory and measurements of radia­
tion emanating during launch, mid­
course, and re-entry. 

Services: Brief answers to techni­
cal inquiries. Extensive literature­
searching services. Users must be 
cleared for secret material and have 
a need-to-know. 

BATTELLE-DEFENDER 
INFORMATION ANALYSIS 
CENTER 
Battelle Memorial Institute 
505 King Avenue 
Columbus, Ohio 43201 
Tel: 614, 299-3151 

(Ext. 2671) 
Sponsor: DoD, Advanced Res. 

Proj. Agency. 
Scope: All disciplines involved in 

. R&D on defense against ballistic 
Inissiles. Provide a functional in­
formation system required to n10ni­
tor existing and proposed work. Per­
form analyses and undertake studies 
of critical systeln problems. 

Services: Prepares state-of -the~art 
reports, technical summaries, com­
pendia, and annotated accessions 
lists. Service limited to users speci­
fied by the Advanced Research Proj­
ects Agency (DoD) and ARPA-ap­
proved visitors. 

CERAMICS & GRAPHITE 
INFORMATION CENTER 
Air Force Materials Laboratory 
Wright-Patterson Air Force Base, 

Ohio 45433 
Tel: 512, CL 3-7111 

(Ext. 3-6123) 
Sponsor: DoD, USAF 
Scope: Unified source of collated 

scientific information on ceramics, 
graphites, and other inorganic non­
Inetallic refractory materials for 
structural, nonstructural, electronic, 
and other applications. Defines de­
ficiencies in available inforination 
and recomlnends effort On pertinent 
technical programs. Input is from 
DDC, open literature, foreign tech­
nology, and direct contact with the 
scientific and industrial comn1unity. 

Services.' Reports, summarizing 
analyzed and evaluated data. Con­
sulting and reference services. Avail­
able to users in defense, industry and 
government. 

CRYOGENIC DATA CENTER 
X aional Bureau of Standards 
325 South Broadway 
Boulder, Colo. 80301 

Scope: Compiles tables anu charts 
of thenl10physical property data 
based on selected yalues from the 
literature for wide ranges of tel11-
perature and pressure. Codes the 
world literature on clyogenics on 
lllagnetic tape for automated prepa­
ration of bibliographies. Also pre­
pares magnetic tapes of themlOdy­
namic properties of gases, and issues 
selected entropy MollieI' diagrams 
of cryogenic fluids, as well as tech­
nical information sheets, including 
graphs on thermal conductivity and 
data on the1'111al expansion. 

Services: Infonnation services are 
extended to NBS scientific personnel 
and to the cryogenic industry. 
Technical inquiries and problems are 
answered. Consulting services are 
also available. 

DEFENSE ATOMIC SUPPORT 
AGENCY DATA CENTER 
TEMPO, General Electric <'.::ompany 
735 State Street 
Santa Barbara, California 
Tel: 805, 965-0551 

(Ext. 501) 
Sponsor: DoD Defense AtOlnic 

Support Agency. 
Scope: Central reference for effects 

of nuclear explosions on electromag­
netic propagation, on electronic ma­
terials, hardened instrUlnentation, 
ionospheric instrumentation, etc. 
Rapid access to data from many 
sources; announces (through its own 
publications) projected data collec­
tion programs, theoretical investiga­
tions, and experiments; frees other 
agencies from servicing requests f.or 
data; and forms a pennanent ar­
chive of these data. 

Services: Brief or detailed answers 
to technical inquiries. Consulting or 
ad ViSOIY services. Experimental data 
to qualified lisers. Literature-search­
ing services. Project records and 
technical reports according to pre­
established distribution lists. Serv­
ices are available to organizations 
conducting scientific investigations 
on nuclear weapon effects and their 
implication for military systems. 
Users must file clearance in accord­
ance with DoD Industrial Security 
Manual. 

DEFENSE METALS 
INFORMATION CENTER 
Battelle Memorial Institute 
505 King Avenue 
Columbus, Ohio 43201 
Tel: 614, 299-3151 

Sponsor: DoD Directorate of Res . 
and Engrg. 

Scope: Data on structural metals 
and closely related aroospace ma­
terials (properties, fabrication, and 
applications). Makes technical eval­
uation of the accuracy, quality, and 
significance of information that has 
already been introduced into the 
system. Provides technical advisory 
services to producers and fabrica­
tors of defense 111etals, and to DoD 
and the military services. 

Services: Answers technical ques­
tions. Infonnation on current R&D 
projects and specific data or data 
compilations upon request. Con­
ducts searches. Prepares state-of­
the-art reviews, correlations of in­
fonnation, etc. Services are free to 
government agencies, their contrac­
tors, subcontractors, and suppliers. 

ELECTRONIC COMPONENT 
RELIABILITY CENTER 
Battelle Memorial Institute 
505 King Ave. 
Columbus, Ohio 43201 
Tel: 614, 299-3191 

Sponsor: Government agencies and 
industrial colnpanies on contract 
basis. 

Scope.' Electronic components : 
data on failure, deterioration, heat 
and current effect, durability, and 
techniques for reliability analysis. 
Also has research progran1 on relia­
bility analysis techniques, screening 
procedures, accelerated life testing, 



statistical test design, and physics 
of aging of semiconductor devices. 

Services: Information services and 
consultations available on contract 
fee ba.sis only. Contract services in­
clude a .. Newsletter, summary sheets, 
indexes, and special reports. 

ELECTRONIC PROPERTIES 
INFORMATION CENTER 
Hughes Aircraft Company 
Centinela & Teale Streets 
Culver City, California 90232 
Tel: 213, 391-0711 

(Ext. 6596) 
Sponsor: DoD, USAF Materials 

Laboratory, Wright-Patterson AFB. 
Scope: Experimental data and lit­

erature on electronic properties of 
semiconductors and insulators; also 
concerned ,vith electroluminescent 
Inaterials, thernlionic emitters, ferro­
electrics, ferrites, ferromagnetjcs, su­
perconductors, metals, ceranlics, etc. 
Selected literature is abstracted and 
indexed into an automated search 
system. Extracted data are evalu­
ated and compiled into series of data 
sheets. Summary and state-of-the­
art reports are also issued. 

Services:. Requests for bibliogra­
phies produce abstract, which iden­
tify the materials and indicate the 
experimental data contained in the 
cited literature. Requests for specific 
or related data are likewise honored. 
Provides data sheets. Consulting 
and reference services. Pri1narily for 
DoD agencies and contractors. Data 
sheets and state-of-the-art sum­
Inary reports are disseminated at 
tiIne of publication according to a 
distribution list; requests to be 
placed on this list should be directed 
to the Center. 

HUMAN ENGINEERING 
INFORMATION AND ANALYSIS 
Tufts University 
Bolles House 
Medford, Mass. 
Tel: 617, 776-2100 

(Ext. 336) 
Sponsor: DoD Anny Research Of­

fice. 
Scope: Indexes infonllation on hu­

man engineering, including syste­
matic scanning of over 450 journals. 
Retains copies of pertinent 111aterial. 

Services,' Consulting, reference, 
and document services. Prepares an­
notated bibliographies and critical 
reviews. 

INFRARED INFORMATION 
ANALYSIS CENTER 
University of Michigan 
Box 618, Willow Run Labs. 
Ann Arbor, Mich. 48104 
Tel: 313, 483-0500 

Sponsor: DoD, Office of Naval 
Res. (Physics Branch). 

Scope: Infrared research and tech­
nology' including solid-state physics, 
radiation physics and optics, infra­
red spectroscopy, atmospheric phe­
nomena, information processing, mil­
itary infrared equipment, and 
industrial and medical infrared. 

Services,' Consultation and refer­
ence services. Publication of anno­
tated bibliographies, .state-of-the­
art reports, the Proc. 0/ the In/ra­
red Injonnation Syn~posia, and a 
classified handbook on Il1ilitary in­
frared technology. Sponsors sym­
posia.. 

INSTRUMENTATION 
INFORMATION CENTER 
National Bureau of Standards 
Connecticut A venue and 

Van Ness Street, N.W. 
Washington, D.C. 20234 

Scope: Measuring instruments, 
controls, and data handling devices. 

Services: Information and advice 
on instnllnentation is provided to 
the public without charge, ,,,ithin 
liInits imposed by priority deinands. 
Consultations and literature searches 
are provided to the NBS staff and 
to other Government agencies and 
their contractors on a contract or 
no-cost basis. The reference file is 
open fDr search purposes. Prepares 
state-of-the-art revie,vs, technical 
reports, and bibliographies. 

INSTITUTE FOR 
TELECOMMUNICATION 
SCIENCES & AERONOMY 
Environmental Science Ser.ices 

AdministratiDn 
South Broadway 
Boulder, Colo. 80301 

Scope: Central repository for data 
and reports, on ionospheric radio 
wave propagation. Conducts basic 
research on the propagation of radio 
waves as affected by the iDnosphere 
and on the nature .of the lnedia 
thrDugh \vhich radio waves are 
transmitted. Prepares predictions of 
radio wave propagatiDn and f.ore­
casts of ge.omagnetic activity. 

Services: Consulting service for 
g.overnment, industrial, and scien­
tific agencies on a contract or nD­
cost basis. A warning service .of 
disturbances to radiD signals is pro­
vided. Ionospheric Predictions 
(monthly bulletin) provides infor­
mation necessary for calculating the 
best frequencies for radi.o communi­
cation betv.'een any two points in 
the world at any time during a given 
I11.onth. 

ISOTOPES INFORMATION 
CENTER 
PO Box X, Oak Ridge National Lab. 
USAEC, Oak Ridge, Tenn. 37831 
Tel: 615, 483-7611 

(Ext. 3-1742) 
Sponsor: USAEC 
Scope: Isotope production, appli­

cations, and safety. 
Services: Answers inquiries f.or 

technical data; prepares bibliogra­
phies and brochures. Publishes 
quarterly technical progress review, 
Isotopes and Radiation in Technol­
ogy and .other irregular publications 
available frOln Clearinghouse or 
USAEC sources. Answers direct in­
quiries for specific information. 

MECHANICAL PROPERTIES 
OF MATERIALS 
Belfour Engineering Company 
13919 West Bay Shore Drive 
Traverse City, Michigan 49684 
Tel: 616, 947-4500 

Sponsor: DoD 
Scope: Compiles, evaluates and 

organizes data on mechanical prop­
erties of aer.ospace structural mate­
rials, with primary emphasis on 
111etals secondary on plastics includ­
ing test procedures and results, ma­
terial f.onnulatiDn, processing, and 
enviromnents. 

Services: Provides specific graphi­
cal, nmnerical, or descriptive data. 
Also provides consulting and refer­
ence service. Questions answered to 
representatives of govermnent agen­
cies and researchers without charge. 

NONDESTRUCTIVE TESTING 
INFORMATION CENTER 
U.S. Army Materials Research 

Agency 
Watertown, Massachusetts 02172 
Tel: 617,926-1900 

(Ext. 655) 
Sponsor: DoD. 
Scope,' Nondestructive testing 

(radiography, ultrasonics, electro­
magnetics, etc,). Uses information 
from reports, open literature, and 
other sources in a rapid retrieval 
system. ,/~ 

Services: Answers technical inquir­
ies. C.onsulting or advisory services. 
Prepares analyses or evaluations, 
provides extensive literature-search­
ing services, 'Permits on-site use of 
c.ollection. Disseminates abstracts or 
indexes in response t.o specific re­
quests and newsletters according to 
pre-established distribution lists. 
Services are free of charge. 

PLASTICS TECHNICAL 
EVALUATION CENTER 
Pica tinny Arsenal 
Dover, New Jersey 
Tel: 201, 328-4222 

Sponsor: DoD, Army Material 
Command. 

Scope: Data on plastic materials 
of interest t.o the DoD. Emphasis 
on structural applications (particu­
larly ,veapons systems)) electrical 

and electronic application, packaging 
and mechanical goods applications. 

Services: Distributes evaluated 
data to DoD activities, their de­
signees, or other organizations with 
demonstrable defense-supp.orting in­
terests, upon request. Render tech­
nical ad "ice and assistance on plas­
tics to DoD activities upon request. 
Consulting, reference and dDcUlnent 
services. For use of government 
agencies, c.ontractors, and suppliers. 

PREVENTION OF 
DETERIORATION CENTER 
~ ational Academy of Sciences 
~ ational Research Council 
2101 Constitution Ave., N.W. 
Washington, D.C. 20418 
Tel: 202, 961-1356 

(Ext. 356) 
Sponsor,' National AcadelllY of 

Sciences 
Scope: Effects of natural and in­

duced environmental ..effects on 111a­
tel'ials and equipment, and methods 
of deterioration control and preven­
tion. Collection includes over 70,000 
doemnents and screening data on 
15,000 candidate fungicides. Cover­
age includes thermal, Ineehanical and 

.. space environments, as well as natu­
ral earth-associated environments. 

Services: Consultation, ans\vers to 
specific questions, bibliographies, 
and special state-of-the-art reports. 
Loans d.ocuments and permits on­
site use of collections. Publishes 
monthly Environmental Effects on 
Materials-Abstracts in two sections: 
Sec. A, for natural earth environ­
ments; Sec. B, for thenl1al, mechan­
ical, and space enviI~onments. Serv­
ices available to government and 
industry. 

RADIATION CHEMISTRY 
DATA CENTER 
Radiation Laboratory 
University of Notre Dame 
Notre Dame, Indiana 46556 
Tel: 219, 284-6527 

Sponsor: USAEC and NBS. 
Scope: Reactions of chenlical sys­

tems brought about by ionizing ra­
diation, including chemical reaction 
yields, effects on physical properties, 
and rates of elementary processes. 

Services: Provides critical reviews 
.on selected topics, and plans ex­
panded services in future. Contact 
this new center direct concerning ser­
vices available and means for util­
izing. Intended to be widely available 
to scientists in the field. 

RADIATION EFFECTS 
INFORMATION CENTER 
Battelle Memorial Institute 
505 King Avenue 
Columbus, Ohio 43201 
Tel: 614, 299-3151 

. (Ext. 2923, 2553, or 2354) 
Sponsor: DoD, USAF Materials 

Lah., Wright-Patterson AFB. 
Scope: Radiation effects on aero­

space Inaterials. Makes available all 
pertinent engineering data c.oncerned 
with radiation effects that may be 
applicable to nuclear-propelled flight 
vehicles as well as the effects of nu­
clear weapons-burst radiation and 
space radiation; defines technical 
areas in ,vhich research should be 
initiated and calls attention to re­
search duplication. 

Services: Pr.ovides answers to tech­
nical questions, infonnation concern­
ing current R&D projects, and data 
or dat.a. compilations upon request. 
Perfornls literature searches. Pre­
pares state-of-the-art reports. Ser­
v~ces available to govermnent agen­
CIes, contractors, subcontractors 
and suppliers; partial service avail~ 
able to others. 

RARE EARTH 
INFORMATION CENTER 
Ames Laboratory 
Ames, Iowa 50010 
Tel: 515, 294-2272 

Sponsor: USAEC 
Scope: Eventually to serve as in­

ternational center fer information on 
rare earths. Initial emphasis is on 
physical metallurgy and solid-state 
physics of these nletals and semi­
metallic alloys. 

Services." Collects literature in­
cluding translated foreign p~pers. 
Prepares bibli.ographies. Answers re­
quests for specific infomlation. Plans 
to publish a newsletter. Services 
~iYailable to government agencies, 
Industry, research labs, and educa­
tional institutions. No fee specified 
as yet. 

RESEARCH MATERIALS 
INFORMATION CENTER 
Solid-State Division 
Box X, Oak Ridge National 

Lahoratory 
Oak Ridge, Tenn. 37831 
Tel: 615, 483-8611 

(Ext. 3-1287) 
Spo11sor: USAEC 
Scope: Emphasis on high-purity 

inDrganic metals, alloys, semiconduc­
tors, refractDry or insulating com­
pounds, laser and maser and other 
optical nlaterials, and magnetic ma­
terials. Not included are structural 
Il1aterials when studied as such, fab­
ricated devices, radiation damage, 
and radioactive isotopes. Data 
sheets are subl11itted to the Center 
by individuals or commercial pr.o­
ducers of Il1aterials. 

Services: Answers telephone inqui­
ries, prov.ides literature searches, and 
photocopIes of documents in files. 
Any research group is qualified for 
services. Bulletins and newsletters 
are free. 

SHOCK & VIBRATION 
INFORMATION CENTER 
U.S. Naval Research Laboratory 

(Code 4020) 
Washington, D.C. 20390 
Tel: 172 

(Ext. 2220) 
Sponsor: DoD 
Scope: Environmental fact.ors of 

sIwek and vibration. 
Services,' Consulting, analysis, and 

reference services. Organizes sym­
posia. Principally for U.S. govern-
111ent agencies and their contractors. 

THERMOPHYSICAL PROPERTIES 
RESEARCH CENTER 
Purdue University, Research Park 
2595 Yeagor Road 
LaJayelte, Indiana 47906 
Tel: 317, 743-3827 

Spo11sor: DoD, USAF Materials 
Lab., Wright-Patterson AFB. 

Scope: Critical evaluation of data 
and new llleaSUretnents or calcula­
tions of therm.ophysical properties. 
Makes technical evaluation of the 
accuracy, quality, and significance of 
inf?nnation on then110physical prop­
ertIeS of matter, Perfonns experi­
I11ental and theoretical research on 
thermo physical properties. Main­
~ains a mechaniz~d bibliographic 
mdex of all world hterature on ther-
1110physical properties of all ma­
terials. 

Services: Performs literature 
st;arches. Provides answers to tech­
meal questions, information con­
cerning current R&D pr.oj ects and 
data compilations. Prepares state­
of-the-art reviews and correlations 
of infornlation. Disseminates data 
in publications. Consulting services 
are performed thr.ough arranged 
conferences. Fee to nonsponsors for 
searching; depends on extent of ef­
fort. Collection is available for use 
directly by qualified visitors. 

TRANSDUCER 
INFORMATION CENTER 
Battelle Memorial Institute 
505 King Ave. 
Columbus, Ohio 43201 
Tel: 614, 299-3191 

Sponsor: DoD, USAF 
Sc?pe.: Transducers for telemetry 

applIcatIOns. Includes evaluation of 
testing pr.ograms, environmental ef­
fects,. new transducer developments, 
techmques, and systems. 

Serv£ces: A new center; eontact. 
directly to determine status of sel'V­
i~es. For use by government agen­
cIes and contractors, and others in 
industry. 
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THE ESSA SATELLITE-

A NEW ROLE FOR TIROS 

The TI ROS Operational Satellite (TOS) System will provide real-time cloud 
pictures to field stations around the world as well as global cloud-cover and 
heat-balance data to the National Environmental Satellite Center. This paper 
reviews the history of the TI ROS satellite, discusses the TOS system and its 

operations, and describes the TOS spacecraft design. 

DR. L. KRAWITZ and R. W. HOEDEMAKER 

Meteorological Systems Engineering 
Astra-Electronics Div., DEP, Princeton, N.J. 

TABLE I-TlROS Orbital Performance Data 

DR. LOWELL KRAWITZ received his BS and Ph.D 
degrees in Meteorology from Pennsylvania State 

University in 1954 and 1958, respectively. He re­
ceived an SM degree in Meteorology from MIT in 
1955. From 1954 to 1958 he was engaged in research 
on the relationship between tropospheric and lower 
stratospheric circulations and on the development 
of procedures for forecasting low-level atmospheric 
turbulence. He was appointed Instructor in Meteo­
rology at Pennsylvania State University in 1956. He 
joined RCA's Ground Data Processing Group in 
the Astro-Electronics Div. in 1958 and engaged in 
studies of the application of earth satellites for 
meteorology, He conduded experiments in the 
meteorological interpretation of satellite imagery 
and in the effects of image-enhancement techniques 
on these interpretations. He studied problems in­
volved in the operational use of meteorological 
satellite pidorial data and in the processing and 
handling of these data for meteorological research. 
He was lead engineer of an operations analysis 
study for a military dired-readout weather satellite 
system. Recently he has served as a consultant to 
the U.S. Weather Bureau on planning and concep­
tual system design studies for the World Weather 
Watch. Dr. Krawitz is a member of Sigma Xi, 
American Geophysical Union, American Meteo­
rological Society, and American Institute of Aero­

nautics and Astronautics. 

R. W. HOEDEMAKER received his BSEE degree 
from Princeton University in 1951 and his SM 
degree in the same field from MIT in 1956. From 
1956 to 1958, he worked for Gulton Industries as 0 

proiect engineer and was responsible for the devel­
opment of the electronics in a multiple pressure 
measuring system and two subminiature magnetic 
tape recorders. Since 10lnlng RCA's Astro­
Electronics Div., he has worked on computer equip­
ment design for Project ACSI-MATIC. He was lead 
systems engineer for the design and development 
of a special-purpose digital computer for satellite 
use on a classified program. Currently a member 
of the AED systems engineering group, he has been 
responsible for the systems engineering and evalu­
ation effort on a number of classified programs. 
He is now lead systems engineer for the TI ROS 

operational satellite system. Mr. Hoedemaker is a 

member of the IEEE. 



MORE than 6 years ago, the first 
TIROS weather satellite dramati­

cally opened a new dimension in mete­
orological observations_ For the first 
time, within one day, man got a view, 
on a scale and in detail never before 
achieved, of cloud and weather systems 
existing over much of the world. Prior 
to this historical event, weather condi­
tions over approximately 80% of the 
earth either were totally unobserved, or 
were inadequately observed for any 
practical purpose. In this light, the 
inadequacy of weather forecasts over 
much of the earth can be readily under­
stood. 

FROM TIROS I TO ESSA I 

In the years since TIROS I was launched 
(April 1, 1960), nine additional "ex­
perimental" TIROS spacecraft (of which 
no two were exactly alike) were suc­
cessfully orbited. During this time, 
experiments in the usc of meteorologi­
cal observations from satellites and in 
satellite technology were continued, and 
invaluable operational data was ob­
tained. The accomplishments of the 
TIROS satellites are summarized in 
Table 1. The impact of this data on 
operational weather analysis and fore­
casting in the U. S. and certain other 
nations was so great that the United 
States decided to establish a National 
Operational Meteoroloe;ical Satellite 
System. The observational capabilities 
desired for this system, and hence the 
complexity of the system, are such that 
several years will be needed to complete 
the system planning, to develop the 
required hardware, and to develop ade­
quate data processing techniques. The 
United States, however, cannot afford to 
be without an operational meteorologi­
cal satellite capability during these 
intervening years. To maintain such a 

LIST OF ABBREVIATIONS 
AND ACRONYMS 

Systems and Equipment 
APT ••••••••• Automntic Picture Taking «(,[\111(,1'<1) 

API'S ... Automatic Picture Transmi~.sion System 
AVes .. , . , .... Ad nm('C'd Y idicon Cml1rra System 
E~s.\-I .. Fir:-;i. Em'jnlJIIllPIltnl S(,jPlH'P SPIyj(,(,S 

Adlllini.-;tmtiull SUlT('Y satellite orhited 
QO::\J.\C .••.•• , • Quart-PI' Orbit 1Iagnetic Attitude 

Corl1roi 
Tmos., ........ Trjpybion Infrared ObSCITation 

Satellite 
1'05 ............ , .... TIROS Opprational Satellite 

Agencies and Facilities 
CDA- .......... Command and Data Acquisition 

(,talion) 
DAPF' ... Data .-\naiy:-;i:-; and Processing Facilit.y 
ESS.\, , , , , , , , , ,Ell\'irolllllC'ntal SeiC'nc(' Seryices 

Administration 
GSFC ........... Goddard Space Flight Center 

(of :\..\S.-\) 
X.-\::;A .. ,., .. "Xntional Af'l'onautics and Space 

.-\dmini::,tra t ion 
XESC,., ... ,' Xational Enyironmental Satellite 

Center 
:\::\IC"". , .... Xational :\letpol'ological Ceni-PI' 
TEe" ... , .. ,' , .. ' .Tos Eyaluation Cpnter 
TOC, , ...... ,., ,.,., ". Tos Operational Cpntel' 

Pinal ulQlIlu;cript reeeit'ed .!.lIarch 30, 1966. 

capability, the Environmental Science 
Services Administration (ESSA), of the 
Department of Commerce, has initiated 
an interim operational system - the 
TIROS Operational Satellite (Tos) Sys­
tem. The Tos system began operations 
with the launch of EssA-I on Feb. 1, 
1966 and EssA-II on Feb. 28, 1966_ The 
Tos system will temporarily serve the 
needs of the U. S. Weather Bureau (an 
agency of ESSA) and satisfy our inter­
nal and international commitments until 
implementation of the National Opera­
tional System is complete. 

The mission of the Tos system has 
been defined by the Weather Bureau 
to be: 

1) Once-a-day direct readout of local 
cloud-cover data to weather stations 
located anywher!? in the world. 

2) Complete global cloud·cover data 
daily to the National Environmental 
Satellite Center's Data Analysis and 
Processing Facility at Suitland, Mary­
land. Maximum permissible delay be­
tween observation and receipt of data 
is 4"'h hours. 

3) Observation of every point on earth 
with a resolution of at least 5 nautical 
miles per TV line. 

4) Observation of every point on earth at 
a zenith angle of less than 65 0, the 
zenith angle being formed by a per­
pendicular to the earth's surface at 
the observed point and the line of 
sight from that point to the spacecraft. 

5) Global measurements of the earth's 
heat balance. 

It is planned that spacecraft will be 
launched as often as necessary to main­
tain the full in-orbit operational capa­
bility required by the mission at all 
times. 

THE TIROS OPERATIONAL SATELLITE 
(TOS) SYSTEM 

The Tos mission can be divided into 
two distinct segments: 1) provide real­
time cloud-cover pictures to local field 
stations scattered throughout the world, 
and 2) provide global cloud-cover and 
heat-balance data to the National Envi­
ronmental Satellite Center (NESC). 

The Spacecraft and its Coverage 

Early in the system design study, it was 
decided to design a separate spacecraft 
for .Mch segment of the mission. This 
decision permitted complete redundancy 
of major equipment within each space­
craft and still permitted reliance on 
past TIROS technology. The EssA-I 
spacecraft used conventional TIROS 
camera subsystems, EssA-II carried the 
Automatic Picture Transmission System 
(APTS), and EssA-III will use the Ad­
vanced Vidicon Camera System (Aves). 
Future Tos satellites will use either the 
APTS camera or the Aves, both of which 
were initially developed for the NIMBUS 
Meteorological Satellite. Both cameras 
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Fig. 2-Geometry of sun-synchronous orbit. 

use a I-inch vidicon with an 1l.2-mm 
square picture format, together with a 
5.7-mm focal length Tegea lens. This 
lens-camera combination yields an 89 0 

side-to-side field of view and a 108 0 

field of view across the diagonal of the 
picture format. At an altitude of 750 
nautical miles, continuous coverage 
from orbit to orbit at the equator will 
be obtained. The area covered by each 
frame with the cameras at 750 nautical 
miles is shown in Fig. 1. The center 
line dimensions of the picture are ap­
proximately 1700 X 1700 nautical miles. 
The resolution at the center of the pic­
ture is 1.8 nautical miles per TV line 
and, at the side, 2.8 nautical miles per 
TV line. The zenith angle at the sides 
of the frame is approximately 59 0

• 

A spacecraft equipped with Aves also 
carries a sensing subsystem to detect the 
solar energy in that region of the spec­
trum reflected by the earth and its 
atmosphere, and the infrared energy 
emitted to space by the earth and the 
atmosphere. 

The Spacecraft Orbits 

A near-polar orbit was chosen for Tos 
to provide global coverage. This orbit 
was made sun-synchronous so that in 
addition to global coverage, the illu-
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mination seen by the vidicon cameras as 
a function of latitude during each pass 
of the spacecraft over the illuminated 
portion of the earth would remain fixed 
for the lifetime of the spacecraft. A 
spacecraft in a sun-synchronous orbit 
will always cross the equator at the 
same local time. 

A true polar orbit would remain 
inertially fixed in space. As the earth 
revolves around the sun once each year, 
the illumination of the earth as viewed 
by the spacecraft would have large sea­
sonal variations. Because the earth is 
not a true sphere, for an orbit inclined 
to the equator at an angle different from 
90 0 (true polar), the orbit nodal points 
(the intersections of the orbit plane 
with the earth's equatorial plane) will 
drift along the equatorial plane. The 
direction and rate of this drift, or pre­
cession, is a function of orbit inclination 
with respect to the equator and the 
average orbit altitude. The orbital param­
eters can be selected so that this nodal 
precession is approximately 1 0 eastward 
each solar day, resulting in the angle 
with which the sun's rays strike the 
orbit plane remaining essentially con­
stant throughout the year. Such an 
orbit is termed sun-synchronous and is 
illustrated in Fig. 2. 

The orbit altitude was selected as the 
lowest altitude at which global coverage 
could be achieved with a readily avail­
able lens within the geometrical con­
straints imposed by the mission require­
ments. 

The orbit parameters selected for the 
Tos system are as follows: 

Altitude ............. 750 nautical miles 
Period. . . . . . . . . . . . . . . . .. 113.5 minutes 
Inclination ..................... 101.40 

Nodal Regression ...... 0.986 0 eastward 
per solar day 

The Tos spacecraft will be launched 
into orbit planes 45 0 from the plane 
containing the earth-sun line, which will 
provide the optimum solar array output 
and good ground illumination condi­
tions. It is planned that the APTS-Tos 
spacecraft will be placed in orbit with 
the descending node (the nodal point at 
which the spacecraft moves from the 
Northern Hemisphere to the Southern 
Hemisphere) at 9:00 AM local time. 
The Aves-Tos spacecraft will be placed 
in an orbit with the ascending node 
(satellite moves from south to north) at 
3 :00 PM local time. 

TOS System Ground Complex 

All of the mission requirements can be 
satisfied with the selected orbits and 
instrumentation. Ho~ever, as indicated 
in the mission requirements, the time 
limit on the usefulness of observed data 
is such that it must be in the hands of 
weather analysts within 4ljz hours. One 
or another of the Command and Data 
Acquisition ( eDA) stations located at 
Gilmore Creek, Alaska, and at Wallops 
Island, Virginia can view the spacecraft 
for a portion of every orbit except one. 
Therefore, the maximum time that 
remote observations will be stored on­
board the spacecraft is two orbit peri­
ods. The maximum delay in receipt of 
the data at the Weather Bureau's 
National Meteorological Center (NMC) 
is two orbit periods plus the transmis­
sion time from the (CDA) station to 
the Data Analysis and Processing Facil­
ity (DAPF) in Suitland, Maryland. 

The Tos ground station complex is 
shown in Fig. 3. The facilities at the 
two CDA stations are identical and pro­
vide the means for automatic and man­
ual tracking of a spacecraft. An 85-foot 

Fig. J-The TOS ground support complex. 

ORBIT 
DATA 

VIDEO TRANSMISSION 
MAY BE INCLUDED COORDINAT ION 

TEC 
NATIONAL ENVIRONMENTALL---" COMMANDS,AND 
SATELLITE CENTER (NESC) ORBIT DATA 

TOS OPERATIONAL 
CENTER (TOC) 

GODDARD SPACE 
FLIGHT CENTER 
(GSFC) TOS 
EVALUATION 
CENTER (TEC) 

parabolic antenna receives the video and 
spacecraft telemetry data; a lower gain 
antenna is used for transmitting com­
mands to the spacecraft. Telemetry 
data is transmitted real-time on tele­
phone lines to the Tos Operational 
Center (TOC), located at the National 
Environmental Satellite Center (NESC), 
and to the Tos Evaluation Center 
(TEC) at NASA's Goddard Space 
Flight Center (GSFC), Greenbelt, Md. 

The stored cloud-cover pictures and 
heat-balance radiometer data received 
from the Aves-Tos spacecraft is re­
corded on tape at the CDA station and 
transmitted over telephone lines at one­
eighth the recording speed to the 
DAPF. For the APTS-Tos spacecraft, 
the ground complex also includes indi­
vidual field stations equipped with a 
broad-beam helical antenna, a receiver, 
and a facsimile recorder. These stations 
are capable of manually tracking the 
spacecraft and receiving direct readout 
pictures of local cloud cover from the 
APT camera at a low data rate. This 
data is used for local weather analysis. 

The necessary tracking data for com­
puting the spacecraft ephemeris is pro­
vided by NASA's Satellite Tracking and 
Data Acquisition Network to GSFC. 
The ephemirides provide the necessary 
orbit .data for the tracking of the satel­
lite by the CDA and the APTS field 
stations. 

THE TOS SYSTEM OPERATIONS 

Data Flow 

The data flow within the Tos system is 
shown graphically in Fig. 3. For an 
initial period following the launch of 
either type of Tos spacecraft, the opera­
tions control center for the system is 
the Tos Evaluation Center (TEC) lo­
cated at the NASA Goddard Space 
Flight Center (GSFC). During this 
post-launch phase, the TEC is responsi­
ble for programming the initial attitude 
orientation of the spacecraft, the spin­
rate adjustments, and an evaluation and 
verification of the operation of the 
spacecraft subsystem. The TEC gen­
erates and transmits to the Command and 
Data Acquisition (CDA) station what­
ever camera -system, attitude -control­
system, and spin-rate-control programs 
are necessary to establish, from an engi­
neering standpoint, that a given space­
craft is performing its mission satisfac­
torily. At that point, the Tos Operations 
Center (TOC) at the National Environ­
mental Satellite Center (NESC) assumes 
control of the spacecraft and performs 
all routine programming functions 
throughout the operational life of the 
spacecraft. Technical support is avail­
able from the TEC as needed. 

The spacecraft control programs are 
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Fig. 4-APTS field stations (as of September 
1965). 

prepared at the TOe and relayed to the 
eDA stations well in advance of contact 
with the satellite. At the eDA station, 
the programs are punched onto paper 
tape, relayed back to the control center 
for verification, and automatically trans­
mitted to the spacecraft at the appro­
priate, pre-set time. The spacecraft 
provides verification of the commands 
received to the eDA and, by ground 
relay, to the control center as well. 

In addition to the spacecraft com­
mand data, the control center must pro­
vide the eDA stations (and the APTS 
field stations, too) with spacecraft 
ephemerides and tracking data. The 
spacecraft ephemerides are generated at 
GSFe from orbit data provided by 
NASA's global Satellite Tracking and 
Data Acquisition Network. The TOe 
also is responsible for monitoring the 
status of the spacecraft power supply 
and managing the expenditure of the 
available power, as well as for coordi­
nating the activities of the two eDA 
stations. There are many passes of the 
spacecraft each day during which it is 
contacted by both ground stations. 

During each pass over a eDA station, 
either type of Tos spacecraft will trans­
mit equipment-status telemetry and 
spacecraft spin-rate and attitude data to 
the ground. This data, together with an 
events recording (i.e., a record of the 
time of occurrence of significant events 
during the pass) are transmitted to both 
the TOe and the TEe, so that the per­
formance of all parts of the system can 
be properly monitored and the space­
craft attitude and spin-rate correction 
programs can be written. 

The video data flow is entirely differ-

ent for the two types of Tos spacecraft. 
The Avcs-Tos provides either 6 or 12 
pictures per revolution around the earth. 
These pictures are read out to the desig­
nated eDA station and recorded on mag­
netic tape. The pictures are retrans­
mitted at one-eighth the recording speed 
to the Data Analysis and Processing Fa­
cility (DAPF), also located at the 
NESe. At the DAPF, the video data is 
processed for meteorological analysis. 

The APTs-Tos spacecraft transmits 
either 4 or 8 consecutive pictures during 
each revolution, starting at a programmed 
time. This program repeats itself at 
fixed intervals (approximately 1 orbital 
period) until a new program is inserted 
by a eDA station. The pictures are 
received by any APTS field station within 
view of the satellite. for the duration of 
line·of-sight contact - approximately 2 
or 3 frames. The APTS field stations 
manually track the spacecraft, using the 
ephemeris data received from the TOe. 
The video data, which is recorded on a 
facsimile machine, is used strictly for 
local weather analysis. The locations of 
the APTS field stations are shown in Fig. 
4, a composite plot of all NASA, U.S. 
Weather Bureau, Air Force, Army, 
Navy, and private U.S. and foreign APTS 
users. The APTS data is not relayed to 
the TOe; however, since both NASA­
GSFe and the NESe have APTS ground 
stations (Fig. 4), spacecraft perfor­
mance can be fully monitored. Field 
stations in temperate latitudes contact 
the spacecraft two or three times during 
each daylight period. 

Meteorological Operations 

The meteorological use of the Tos pic­
tures is a direct outgrowth of the ex­
perience gained and the procedures 
established in the TIROS and NIMBUS 
meteorological satellite. programs. The 
major impact on meteorology of the Tos 
system, as compared to the experimental 
TIROS system, is the continuous, reliable 
global coverage provided. The meteoro­
logical information contained in the Tos 
pictures is not too different from the 
TIROS and NIMBUS video data. It has 
already been noted that pictures from 
orbiJ:in:g spacecraft have provided mete­
orologists with striking views of the 
earth's cloud cover on a scale and in 
detail never before possible. For exam­
ple, certain scales of convection and 
certain unique convection patterns never 
before seen were revealed. It has been 
possible, from the physical appearance 
of the clouds, to identify specific cloud 
types including fog and thunderstorms. 
Storm centers, both tropical and extra­
tropical (occurring outside of the trop­
ics) are easily recognized on the pic­
tures, with specific vortex sizes, band-

Fig. 5-Nephanalysis prepared by NESC from 
TlROS X data, 
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ing patterns, and overall cloud patterns 
being correlated with storm intensity in 
the case of tropical storms, or life-cycle 
phase, in the case of extra-tropical 
storms_ Small vortices have been noted 
in the cloud patterns that appear to be 
correlated with circulation or vorticity 
centers. It has been possible to deduce 
some horizontal wind patterns from cer­
tain distinctive cloud patterns, such as 
cumulus cloud streets, the streaking of 
cirrus clouds, and the orientation of 
cloud bands and mountain wave or 
billow clouds. Vertical wind shear has 
been deducible, at times, from: 1) the 
observed tilt of vertically developed 
clouds as compared to the known direc­
tion of circulation around high- and low­
pressure areas, 2) the wavelength of 
mountain waves as revealed by billow 
clouds, or 3) the shearing of cirrus 
clouds from the tops of thunderstorms. 
It has also been possible to identify 
upper troposheric jet streams from the 
nature of the cirrus bands frequently 
associated with them. Also, because the 
mid-latitude jet normally is oriented 
east-west, the shadow cast by the high 
clouds south of the jet stream axis on 
the low clouds north of the jet stream 
axis has very frequently permitted accu­
rate location of the jet stream axis. 
Major cloud bands associated with 
fronts, squall lines, and the intertropical 
convergence zone are routinely identified 
as are areas of significant thunderstorm 
activity. Some success has been achieved 
in locating upper level trough and ridge 
lines, of particular importance in relat­
ing the satellite data to numerical 
weather analyses. The distribution of 
certain surface features of meteorolog­
ical significance, such as snow cover and 
sea ice, has been successfully mapped. 

AveS-TOS Spacecraft. The Aves video 
data received at the Data Analysis and 
Processing Facility (DAPF) from either 
Command and Data Acquisition (CDA) 
station is fed into a CDC model 6600 
Computer, digitized, and then displayed 
on 35-mm film as individual gridded 
frames (Le., with latitude and longitude 
lines superimposed), or as a mosaic of 
the entire swath rectified to any given 
map projection. The adjustment to a 
specific map scale is performed photo­
graphically. The individual frames can 
be produced in analog form, again with 
latitude and longitude lines super­
imposed, for use in the interpretation of 
the meteorological information in the 
mosaic. 

The computer-produced mosaic is 
available in less than 1 hour after the 
spacecraft readout to the CDA station. 
An additional 15 minutes is required to 
produce a print of the mosaic. Approxi­
mately 30 minutes is spent in interpret-

ing and analyzing the meteorological 
information. A symbolic analysis of the 
clouds, called a nephanalysis, is super­
imposed on top of the digitized picture 
mosaic. The time required to perform 
this function varies according to the 
actual scene content. A typical neph­
analysis is shown in Fig. 5. 

The combination mosaic and neph­
analysis is hand-carried to the National 
Meteorological Center (NMC) of the 
U. S. Weather Bureau. The NMC ad­
justs its analysis based upon conven­
tional observations so as not to conflict 
with the spacecraft observations. The 
conventional weather analyses of large 
segments of the Northern Hemisphere 
are based on very sparse observations; 
in the case of the central Pacific Ocean, 
they are 12- or 24-hi'lur forecasts based 
on the circulation features previously 
observed over the Asia continent. Altera­
tion of these analyses to qualitatively 
reflect the information seen in the space­
craft pictures, significantly improves the 
quality of the upper-level analyses. In 
turn, the continuous collaboration of the 
spacecraft-picture analysts with NMC 
personnel assists in improving the qual. 
ity of the nephanalysis. Presently, only 
the symbolic nephanalysis is transmitted 
over facsimile circuits to the various 
Weather Bureau and U. S. Military 
forecast centrals around the world for 
a pplication to specialized forecasting 
problems. 

The heat-balance radiometers carried 
on the Aves-Tos provide heat balance 
data along with the video information 
(although coarser in resolution by at 
least an order of magnitude) by measur­
ing total reflected energy in the spectral 
region between 0.4 and 5 microns, and 
total emitted energy between 5 and 30 
microns. Although the operational use 
of these observations is not yet clear, it 
is important that consistent climatolog­
ical data be compiled on the earth's heat 
balance and the global distribution of 
net radiation losses and gains. It is 
possible that, in time, significant varia­
tions of heat-balance values from the 
climatological means will prove to be a 
valuable input concerning the motion 
ana'intensity changes of major circula­
tion features. The extended forecast 
section of the Weather Bureau will 
attempt to use this heat balance data at 
least on an experimental basis. It is 
doubtful that night-cloud-cover maps 
useful to the NMC can be constructed 
from the long-wave sensor data because 
of the very low resolution of the sen soy-

APTS-TOS Spacecraft. The impact of 
the APTS video data on local forecasting 
is even greater than that of the Aves 
video data. The pictures received at the 
field stations are of the same quality as 

those transmitted by the Aves camera, 
although the quality of the hard copy 
from a facsimile machine might be a bit 
less than is achievable with a kinescope 
and 35-mm film. It is likely that the 
APTS output will have the same visual 
quality as the digitized Aves outputs. 

The APTS products are most useful to 
the local or tactical forecaster in that he 
has the first-generation hard-copy pic­
ture to use in real time, at a scheduled 
time each day that remains nearly fixed 
for the life of the satellite. The meteo­
rological information deducible from the 
pictures is the same as that delineated 
for the Aves video data, and it is signifi­
cantly more valuable for local analysis 
than are the symbolic nephanalyses re­
layed from the NMC. 

At present, the APTS data are not 
meshed into a mosaic, but are viewed 
separately, although the passes over 
Suitland, Md. each day provide the 
NMC with contiguous observations ex­
tending from Bermuda to the Pacific 
Coast, and from Venezuela to Hudson 
Bay. This data, without formal symbolic 
analyses, will supplement the analyses 
and forecasts being prepared for North 
America. Again, there is no ground 
transmission of the APTS video data; 
each user site has its own ground 
station. 

The qualitative nature of the video 
data is less important to the local user 
of APTS than to the Aves data applica­
tions. For the most part, the local fore­
caster is responsible for producing 
short-term forecasts of small-scale phe­
nomena which are extremely dependent 
on the interaction of the prevailing cir­
culation with local topographic features. 
This type of forecasting is not yet 
amenable to numerical techniques; 
analyses and prognoses are still pre­
pared subjectively. The TV observations 
of APTs-Tos provide local forecasters 
with an excellent immediate presentation 
of the occurrence and distribution of 
significant "weather" occurring in his 
region of interest, rather than a set of 
numbers from which he must deduce 
local weather that can vary considerably 
within distances much smaller than the 
usual distance between surface weather 
stations. By recognition of local topo­
graphic features, such as rivers, lakes, 
or coast lines on the pictures, he can 
locate with fair precision the meteoro­
logical features of interest to him with­
out employing elaborate rectification 
techniques. The Weather Bureau has, 
however, provided each APTS field sta­
tion with a fairly simple graphical pro­
cedure for placing latitude and longi­
tude lines on the APTS pictures if they 
so desire. There are instances when the 
cloud cover is so extensive over a given 
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region that all local topographic fea­
tures become obscured and graphical 
rectification of the pictures is necessary. 

Spacecraft Replacement 

At the time a spacecraft is declared 
unable to perform its mission, because 
of catastrophic failure or gradual de­
terioration in performance, control of 
the spacecraft is returned to the Tos 
Evaluation Center for engineering test 
and experimentation. A new spacecraft 
is launched and the procedure described 
previously is followed so that full mis­
sion capability is maintained as continu­
ously as possible. If a catastrophic fail­
ure occurs, short periods with less than 
full mission capability will occur until 
a spacecraft can be launched, oriented, 
checked for technica.l performance, and 
declared operational. The present space­
craft replacement philosophy does not 
call for maintenance of in-orbit re­
dundant spacecraft, which would be one 
way to assure that absolutely no gaps in 
mission performance are experienced. 

SPACECRAFT DESIGNS 

The Tos spacecraft have power-supply 
systems and structures very similar to 
previous TIROS spacecraft and hence, 
are similar in appearance (Fig. 6). The 
satellites are powered by a solar-cell 
array and nickel·cadmium storage bat­
teries. The solar cells cover the top and 
sides of the spacecraft hat. Maximum 
power output from the array is achieved 
when the angle of solar illumination on 
the top and side of the spacecraft is 
approximately 45 0

• The spacecraft is 
designed to operate with its spin axis, 
which is perpendicular to the plane of 
the baseplate, perpendicular to the orbit 
plane. The components are mounted on 
a baseplate and covered with the hat, 
which supports the solar array. The 
result is a polyhedron which approxi­
mates a right circular cylinder 42 inches 
in diameter and 22.5 inches high. On 

Fig. 9-TOS attitude control and 
spin.rate control components. 
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both spacecraft, the major subsystems 
are duplicated and may be connected in 
any desired combination to produce an 
operating system with maximum reli­
ability. 

APTS-TOS Spacecraft 

The APTS-Tos spacecraft carries two 
Automatic Picture Taking (APT) cam­
eras, one of which is redundant. The 
video signal is presented as an ampli­
tude-modulated 2.4-kHz sub carrier to 
one of two 5-watt FM transmitters. The 
sub carrier deviates the 137.5-MHz trans­
mitter carrier by 9 kHz. The demodu­
lated signal received on the ground 
consists of 5 seconds of 300-cycle start 
tone and 3 seconds of phasing pulses 
with a repetition rate of 4 per second, 
followed by the 200-second readout of 
the picture. The picture readout con­
sists of 800 TV lines read at the rate of 
4 lines per second. At the standard field 
station, the video is recorded on a fac­
simile machine. 

Each picture readout is separated in 
time by approximately 352 seconds. This 
timing produces an overlap of successive 
pictures along the orbit track on earth 
of approximately 35%. A total of 8 
pictures is normally taken during each 
revolution, providing coverage for the 
entire illuminated portion of the orbit 
track (although the option to take fewer 
pictures can be chosen). Any receiving 
station is able to obtain a minimum of 
4 complete pictures each day, combining 
the spacecraft output for successive 
passes. Stations at higher latitudes will 
be able to receive more than 4 pictures. 

Ideally, at the time a picture is taken, 
the camera should be pointed toward the 
center of the earth. The cameras are 
mounted in the spacecraft perpendicular 
to the spin axis, as shown in Fig. 7. As 
the spacecraft spins at a rate of 10.9 
rimin, the camera will alternately view 
the earth and outer space once each 5.5 
seconds. The timing for the picture to 

Fig. lO-Geometry of attitude horizon sensor and 
horizon-crossing indicator. 
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be taken when the camera is looking 
straight down is obtained with a 
horizon-crossing indicator mounted with 
its optical axes perpendicular to the 
spin axis, and radially located to view 
the earth's horizon at the time the 
camera optical axis is coincident with 
the line between the center of the earth 
and the satellite. These relationships 
are shown in Fig. 8. The signal pro­
duced by the horizon-crossing indicator 
triggers the camera shutter. The 
horizon-crossing indicator is composed 
of a bolometer with a 1.3 0 field of view, 
an amplifier, and threshold circuit. The 
spectral response of this indicator 
ranges from 1.8 to 23 microns. The 
bolometer output is amplified and proc­
essed by a threshold circuit to provide 
an indication of the time of horizon 
crossing. 

As stated previously, the orbit is 
chosen to precess in synchronism with 
the earth's motion around the sun. 
Hence, the spacecraft spin axis, which is 
fixed in inertial space, must also be 
precessed at the same rate. In addition, 
the spacecraft is launched with its spin 
axis in the plane of the orbit and must 
be torqued 90 0 to achieve mission orien­
tation. The spin-axis position is con­
trolled by magnetic torquing, which 
involves programming proper electrical 
currents through coils placed on the 
spacecraft. The magnetic torquing coils 
lie in a plane perpendicular to the spin 
axes, as shown in Fig. 9. There are two 
sets of coils, the magnetic bias coil and 
the Quarter Orbit Magnetic Attitude 
Control (QOMAC) coil. The current 
through the magnetic bias coil generates 
a magnetic field which establishes the 
correct magnetic dipole, interacting with 
the earth's magnetic field, to produce 
the 1 0 -per-day spin-axis drift required 
to keep up with the orbit precession. 
The QOMAC coil generates the magnetic 
field which reacts with the earth's mag­
netic field to produce the initial 90 0 

spin-axis orientation and then· provides 
the fine control for precision positioning 
of the spacecraft spin axis during the 
operational life of the satellite. 

As the name implies, QOMAC achieves 
its objective by reversing the current in 
the coil (the direction of the magnetic 
dipole) each quarter orbit. The direc­
tion of spin-axis motion is controlled by 
adjusting the phasing of the start of a 
QOMAC cycle. 

The attitude of the spacecraft is meas­
ured by two attitude-horizon sensors, 
each canted 43 0 out of the orbit plane 
and mounted on the spacecraft as shown 
in Fig. 9. As the satellite spins, each 
horizon sensor views a segment of the 
earth, as shown in Fig. 10. A time plot 
of the difference in the earth-scan of the 

two sensors permits computation of the 
attitude of the satellite spin axis in 
inertial space. The spacecraft also car­
ries a digital solar-aspect sensor for 
measuring the angle between the sun 
and the spin axis. This is useful during 
the initial orientation maneuver. 

The spacecraft spin rate is also con­
trolled magnetically. Without interven­
tion, the spin rate of the vehicle would 
gradually decrease because of drag from 
the circulating electric currents induced 
in the spacecraft by the earth's magnetic 
field. Magnetic spin-control coils are 
mounted so that the plane of the coil is 
essentially parallel to the spin axis. 
Current is commutated in the coils every 
half spin. When current is applied, the 
spacecraft behaves like the armature of 
a motor and reacts with the earth's mag­
netic field, causing the spin rate to 
increase or decrease. Immediately after 
injection, the spin rate is approximately 
135 rlmin and (as on previous TIROS 
spacecraft) a yo-yo despin mechanism 
is used to reduce the spin rate to a 
nominal value. From then on, the mag­
netic spin-control coil is used to control 
the spin rate precisely. Wobble or nuta­
tion of the satellite spin axis, which 
results in uncertainties in camera-aiming 
accuracy, is reduced with a mechanical 
damper and a liquid damper. The com­
bination of the two rapidly reduces 
spacecraft nutation well below a meas­
urable value. 

The command subsystem uses digital 
commands which are punched into 
paper tape, read by the ground station 
equipment, and automatically sent to 
the spacecraft. Most of the commands 
are used to select specific units of 
the redundant equipment; however, one 
command, a 28·bit data word for the 
spacecraft programmer, contains infor­
mation for controlling .the camera and 
the attitude-control-system sequences. 
Commands are also used to set the cur­
rent in the magnetic bias coil, actuate 
the magnetic spin-control coil, and actu­
ate the telemetry commutator. 

The A VCS-TOS Spacecraft 

The Avcs-Tos spacecraft carries two 
cameras and two tape recorders. (The 
AVCS was developed initially with a tri­
metrogen camera array for use on the 
NIMBUS spacecraft. However, the cam­
eras aboard Tos are single units.) 
Either camera can be used with either 
tape recorder to accomplish the global 
cloud-surveillance mission. The camera 
takes a total of 12 pictures during each 
revolution, with an interval of 260 
seconds between each picture. If de­
sired, a rate of 6 pictures per revolution 
can be chosen. The picture overlap 
along the orbit track is approximately 

50%. Each picture is scanned off the 
vidicon, recorded on the magnetic tape 
recorder, and played back when the 
satellite is in view of the Command and 
Data Acquisition station. The satellite 
spin period is set to 6.5 seconds (9.2 
r/min) to provide camera vertical scan 
timing. 

The camera output is a composite 
video signal containing horizontal sync 
pulses and the cloud-picture informa­
tion. The video data consists of 833 

. scanning lines with a maximum video 
frequency of 60 kHz. The data is trans­
mitted by FMI FM at an RF carrier fre­
quency of 235 MHz. A constant tone is 
recorded with the video on a separate 
tape-recorder track and, during play­
back, is multiplexed with the video for 
use as a tape recorder wow and flutter 
correction signal. 

The Avcs-Tos spacecraft also carries 
a heat-balance radiometer subsystem 
which includes sensors, electronics, and 
a tape recorder. The· sensors are of the 
thermistor type with a wide field of view 
and measure heat balance by sensing 
the solar energy reflected and the radi­
ant energy emitted by the earth and 
atmosphere. The sensors are read once 
every 30 seconds. Each reading is aver­
aged over a 6-second period and the 
result is loaded into the tape recorder. 
Each measurement contains 12 bits of 
binary data. The system runs continu­
ously, recording 13,620 bits per orbit. 
The tape recorder is played back ap­
proximately twice per day. 

The rest of the subsystems are similar 
to those of the APTs-Tos spacecraft. The 
command system decodes a few addi­
tional commands which are necessary to 
control the tape recorder and transmit­
ter. The IR equipment requires com­
mands to turn it on and off and to 
request playback. The Avcs-Tos power 
supply has less battery-storage capacity 
because the video transmitter is required 
to operate only during playback. 

CONCLUSION 

The global observational capability pro­
vided by the Tos system has already 
resulted in measurable improvements in 
the weather analyses and forecasts of 
the U. S. Weather Bureau and other 
users of local readout data. The devel­
opment of the National Operational 
Meteorological Satellite System will con­
tinue to contribute to the extension of 
the range and accuracy of weather fore­
casts to their theoretical limit. The Tos 
system is an outstanding example of the 
peaceful use of space technology for 
the direct benefit of people everywhere 
on earth. This aspect of the EssA mis­
sion is not a new role for TIROS but only 
a continuing motivation. 
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This paper discusses some of the more recent developments in precIsion control 
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mental data is presented indicating the improvements obtainable in system per­
formance by the incorporation of these components in a practical application. 

L. P. DAGUE 

Applied Research, DE?, Camden, N. J. 

MODERN electromechanical systems, as 
typified by wideband instrumenta· 

tion recorders and the digital computer, 
have generated increasingly stringent reo 
quirements for precision control systems. 
In the areas of rotating mechanical com· 
ponents, conventional techniques (such 
as hysteresis synchronous motors, once· 
around sampling, and multiple inter­
acting loop servo systems) are limited 
in the bandwidths attainable and in the 
complexity of the equipment required. 
This article outlines significant improve­
ments made possible by the use of some 
of the more recent developments in the 
control field, i.e., DC direct-drive printed­
circuit motors, optical tachometers, and 
associated electronics. 

PRINTED-CIRCUIT MOTOR 

The printed-circuit motor is constructed 
with a flat, disc-shaped, printed-circuit 
armature (Fig. 1), as opposed to the 
conventional cylindrical armature wind­
ing. This unique construction provides 
the following advantages: 

1) Reduced armature inertia and induc­
tance due to the elimination of iron 
from the armature. 

2) Increased pulse-power-dissipation ca­
pabilities as a result of the exposed, 
uninsulated, printed-circnit conduc­
tors which provide more cooling area. 

Final manuscript received March 10, 1966 
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3) The increased number of commutator 
segments and commutation directly on 
the printed-circuit armature conduc­
tors results in smoother, more efficient 
operation (coggipg disturbances are 
reduced as is the tendency of the 
motor to assume preferred armature 
positions) . 

This motor possesses improved speed 
of response, small electrical time con­
stant, high torque-to-inertia rating, im­
proved peak-torque capabilities, and 
smoother torque output. Therefore, for 
many applications it is a closer approxi­
mation to the ideal servomechanism 
component than other types which have 
previously been available_ 

When combined with appropriate 
position and/or velocity sensors and 
control electronics, the printed-circuit 
motor can provide a precision control 
system with bandwidths to 1,000 Hz. It 
should be obvious that such systems can 
easily correct once-around disturbances. 

The capabilities of this motor type are 
functions of its size. Let K be the ratio 
of a given dimension of a particular 
motor to the corresponding dimension 
of a standard motor. Investigation re­
veals that the different motor perform­
ance parameters are exponential func­
tions of the constant K. Torque per 
ampere and induced EMF are both pro­
portional to K2

, while continuous torque 
is proportional to K 3

•
5

• Armature resist-
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~CCIMMIJTATQR BRUSHES 

Fig. I-Typical printed-circuit-motor construc­
tion. 

Fig. 2-Multiple-track 
optical tachometer 
disc_ 

Fig. 3-Block diagram of phase-locked control 
system. 
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ance is inversely proportional to K, and 
the slope of the speed-torque curve 
varies as K-5

_ As a result, large in­
creases in performance can be obtained 
by small increases in size_ Conversely, 
there is also a minimum practical size 
for motors of this type, roughly, 2_75 
inches in diameter. 

In such motors, speed and torque 
capabilities extend to 4,000 rpm and to 
700 in.-oz., respectively. Brush life is 
rated at 3,000 hours and armature life 
at 10,000 hours, both for continuous 
operation. The motor is designed with 
a permanent-magnet field which is usu­
ally provided by magnets of the Alnico 
type for maximum flux density. How­
ever, where lower flux densities are per­
missible and minimum cost is desired, 
barium ferrite can be used. For a more 
complete discussion of the printed-cir­
cuit motor, consult Reference 1. 

OPTICAL TACHOMETER 

For maximum exploitation of the wide­
band capabilities of printed-circuit mo­
tors, an appropriate output sensor must 
be used. For instance, at a 30-rpm 
shaft rotation rate, once-around samp­
ling, such as that provided by a mag­
netic tone wheel, would limit the control 
system bandwidth to less than 0.2 Hz. 
The problem resulting from such a low 
bandwidth is the inability to remove 
disturbances of even moderate frequen­
cies (e.g., between 0.2 and 10 Hz). A 
practical solution to this problem can 
be achieved by the use of a Moire-

fringe-effect optical tachometer. This 
type of tachometer consists of a coded 
(alternating opaque and clear sections) 
glass disc, a grating with an identical 
code pattern, a light source, and a 
photo detector. Rotation of the disc past 
the grating modulates the light beam 
and produces the desired sine-wave out­
put. With a 5,000-line track in the 
above situation, the system bandwidth 
may be increased by a factor of 5,000. 
This combination is similar, in some re­
spects, to a 5,000-pole AC motor with a 
2.5-kHz to 250-kHz carrier frequency. 
Such an AC motor is not practically 
realizable. 

Since such motors may be operated 
satisfactorily over a 100-to-l speed 
range, and since some of the more com­
monly-used photodetectors, such as solar 
cells, have a rapid roll-off in their re­
sponse at rates above 100 kHz, the opti­
cal discs usually contain multiple tracks 
to allow selection of an optimum tach­
ometer rate. Fig. 2 illustrates a typical 
multiple-track disc containing 500-, 
2,000-, and 5,000-line tracks which fa­
cilitate operation at any speed within 
the motor capabilities. 

This type of motor-tachometer com­
bination permits a precisely controlled 
shaft speed to be varied merely by vary­
ing the system reference frequency. The 
characteristics of the combination are 
such that, with the use of precision ball 
bearings or even air bearings, the lim­
iting factor in system accuracy is the 
concentricity of the mounting of the 
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Fig. 4-Bode diagram for phase-locked control system. 

Fig. 6-Discrete-component phase detector. 

Fig. 5-lntegrated-circuit version of optical 
tachometer preamplifier, operational amplifier, 
and frequency compensation networks for 
motor control system with 1,OOO-Hz bandwidth. 

tachometer disc with respect to the 
shaft. Improved accuracy may be ob­
tained by the use of multiple pickoff 
systems and/or sha/tless encoders". 
Where a more rugged design is re­
quired, a multiple-line magnetic tach­
ometer may be used. Reference 3 dis­
cusses in more detail the theory of the 
Moire fringe effect in optical tachom­
eters. 

PHASE-LOCKED CONTROL SYSTEM 

For requirements dictating the ultimate 
in precision, a phase-locked control sys­
tem is the logical choice. Fig. 3 is a 
block diagram of a type-one, sampled­
data, control system with a sampling 
rate of the same frequency as the output 
of the tachometer. In such control sys­
tems the bandwidth greatly exceeds the 
mechanical breakpoint of the motor-load 
combination. The Bode plot of the un­
compensated system falls off at 40 dB/ 
decade at the unity gain crossover fre­
quency. Therefore the system is inher­
ently unstable. Adequate compensation 
must I;le provided by either series or 
parallel compensation in the control 
electronics. 

A description of system operation 
follows. The tachometer output is ampli­
fied and processed by a pulse former 
to generate a trigger pulse train. In 
addition, the output of a reference 
generator is processed by a second pulse 
former to generate a second trigger 
pulse train. A signal proportional to 
the phase difference between the two 
pulse trains appears at the output of 
the phase detector. This sampled data 
output is converted into a continuously 
varying DC level by a low-pass filter and 
then is applied to the input of an oper-



Fig. 7-Minimum-size driver with electronic­
interlock overcurrent protection ond odjustable 
crossover distortion. 

ational amplifier. The operational ampli­
fier provides most of the system gain 
required for the desired amount of 
error reduction. The system gain-versus­
frequency characteristic is shaped by 
the compensation networks to ensure 
adequate gain and phase margins for 
system stability. The motor driver pro­
vides additional gain as well as a low­
impedance output to drive the motor. 

The bandwidths of such systems are 
so great that design compromises may 
be required to place the frequencies of 
shaft torsional resonances (between the 
tachometer, armature, and load) above 
the given system bandwidth. The Bode 
plot in Fig. 4 indicates the open-loop 
gain and phase-shift-versus-frequency 
characteristics of the compensated sys­
tem. 

Fig. 5 is a photograph of a tachom­
eter preamplifier, operational amplifier, 
and the frequency compensation net­
works used in a motor control system 
having a 1,000-Hz bandwidth. Integrated 
circuits were used to reduce the size 
of the electronics package. A mathe­
matical analysis of this type of system 
is provided in Reference 4; Reference 5 
indicates some of the problem areas in­
volved in the design of a sampled-data 
control system. 

VELOCITY-SENSITIVE PHASE DETECTOR 

The successful use of the wideband 
phase-locked system can be attributed 
in large measure to the development of 
an error detector which is simultane­
ously phase- and velocity-sensitive. Er­
ror detection is accomplished entirely 
with digital circuits which contain mem­
ory storage elements; the accuracy of 
these circuits is not dependent upon the 
accuracy or' adjustment of individual 
time constants. Such an error detector 
has a reference trigger input and a sig­
nal trigger input; it provides the proper 

output signal by sequentially determin­
ing, upon the arrival of each pulse, 
whether the preceding two pulses were 
from the same or the opposite trigger 
line. When the motor shaft is not at 
the proper speed, the detector drives the 
system in the appropriate direction to 
attain nominal speed. As nominal speed 
is approached, the detector adjusts the 
motor drive for the proper phase re­
lationship. In effect, this provides elec­
tronic gearing between the reference and 
the motor shaft. This device eliminates: 
1) any requirement for combining out­
puts of separate detectors, 2) interac­
tion between multiple loops, and 3) 
any dependence on time constants. It 
also provides a much larger frequency 
range over which phase lock can be 
acquired. With prol'er design, the ac­
curacy of this system is dependent pri­
marily on the accuracy of the reference 
frequency generator. 

Fig. 6 shows a discrete-component 
phase detector which achieves phase 
lock at rates from 2 kHz to 200 kHz. 
Integrated-circuit versions of this detec­
tor have also been built. 

SOLID-STATE MOTOR DRIVERS 

Several motor drivers have been devel­
oped for use with the motor control sys­
tems described previously. They are all 
basically bidirectional drivers of either 
the complementary or quasi-complemen­
tary types. The quasi-complementary 
type is used for low-power systems 
where cost considerations are para­
mount. The recent availability of 10-A 
silicon pnp power transistors has made 
the complementary-type design (with its 
advantages of simplicity due to sym­
metry) practical for driving I-ohm mo­
tor loads. Since these drivers are bi­
directional, the motor is driven down 
in deceleration (as opposed to coasting 
down), and the direction of shaft rota­
tion is easily reversed. However, the 
systems described herein are normally 
run in only one direction. Variations 
of these drivers have been built which 
provide negligible crossover distortion 
and flat frequency response to 40 kHz. 
All such drivers use electronic inter­
lockg/fo prevent simultaneous conduc­
tion of complementary output transistors 
and resulting failures due to overdissipa­
tion. Power amplifier boosters have been 
built which provide driver capabilities to 
60 volts and 80 amperes. Fig. 7 shows a 
minimum-power version of the driver 
built for use in a miniature tape recorder. 

Such systems require dual-polarity 
power supplies with large pulse-current 
capabilities. Regulation requirements 
are not severe, and pulse currents may 
be provided by large capacitor filters. 

EXPERIMENTAL RESULTS 

Several systems using the previously 
described techniques have been built 
and tested. Comparison with a hystere­
sis-synchronous type of motor system 
in a precision tape-recorder-capstan ap­
plication revealed a lO-to-l improvement 
in peak-to-peak time base jitter of the 
played-back control track. This achieve­
ment corresponds to control of the tape 
position to within 150 "in. 

In incrementing service, these motors 
have provided acceleration and decelera­
tion times between full stop and nominal 
velocity of 5 ms and less than 150 of 
shaft rotation. Dissipation capabilities 
allow up to 50 start-stop cycles to be 
performed per second on a continuous 
basis. 

SUMMARY 

This paper has discussed some of the 
components available today for use in 
control sytems. Unique advantages of 
the individual components were noted, 
including the reduced inertia of the 
printed-circuit motor, the increased 
sampling rate made possible by the mul­
tiple-sample tachometer disc, the capa­
bility of the digital phase detector to 
generate both phase and velocity in­
formation, and the electronic-interlock 
overcurrent protection of the motor driv­
ers. The use of these components was 
illustrated for a typical high-perform­
ance phase-locked system. This system 
demonstrates how the capabilities of the 
various components complement and 
enhance each other. For instance, the 
wide bandwidth made possible by the 
reduced inertia of the printed-circuit 
motor could not be used successfully 
without the increased sampling rate pro­
vided by the optical tachometer. Exper­
imental data has shown that major im­
provements in system performance may 
be obtained by incorporating one or 
more of these versatile control-system 
components. 
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PHASE-ANGLE STABILIZATION 
TECHNIQUES FOR FEEDBACK 

CONTROL SYSTEMS 

these high-performance systems are often 
costly and require the use of heavier, 
space-consuming elements. In certain 
cases, variations in loop gain of the sys­
tem may have to be accepted as inherent 
in the system design. 

A hypothetical control system having an attenuation characteristic of 30 
dB/decade and a constant phase margin of 45° is analyzed. A technique 
is presented by which the characteristics of actual systems can be made to 
approximate those of the hypothetical system over a limited frequency range. 
This phase-angle stabilization technique is demonstrated by applying it to 
improve two simple control systems and a third system with an open-loop 
gain variation of 46 dB. A precise approach is provided for applying the 
phase-angle stabilization technique to the design of feedback control systems. 

If it were possible to design a feedback 
control system so that its performance 
was relatively independent of the loop 
gain over a wide range of frequency, the 
design of the elements comprising the 
system would be greatly simplified. 
Moreover, a control system of this type 
could provide acceptable performance in 
those cases where a uniform gain charac­
teristic over the frequency range is not 
possible. E. B. GAMBLE 

Engineering Reliability 
Astro-Electronics Div., DEP, Princeton, N.J. 

This paper describes a stabilization 
technique that can be employed in con­
trol system designs to establish an inde­
pendent relationship between perfor­
mance and loop gain over an extremely 
wide range. In using this technique, the 
phase-angle characteristics of a given 
control system are manipulated in a pre­
scribed manner to obtain stabilization; 
thus, it has been designated the phase­
angle stabilization technique. 

THE goal of stabilization techniques 
used in feedback control systems is 

to enable the characteristics of a given 
system to be altered to maintain per­
formance within a predetermined set of 
performance specifications. Specified 
performance is generally achieved if the 
gain of the feedback loop does not vary 
significantly from the nominal design 
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value. As higher performance is re­
quired, the system may become condi­
tionally stable (i.e., a decrease in the 
overall loop gain may cause instability). 
In such cases, additional dependability 
of the gain characteristics of amplifiers 
and other elements comprising the sys­
tem loop are required. Methods of en­
suring stable gain characteristics in Final manuscript received March 2, 1966. 
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Fig. I-Simple closed-loop control system with 
direct feedback. 

REVIEW OF CONTROL SYSTEM CONCEPTS 

Various methods may be used to study 
the behavior of feedback control systems. 
The Nyquist stability criterion and the 
associated complex plane diagrams pro­
vide a straightforward means of system 
analysis; however, this type of analysis 
does not clearly define the quantitative 
effect of parameter changes. For exam­
ple, the close interrelationship between 
the two conditions of high accuracy and 
adequate stability is evident in the 
complex-plane approach, but the results 
are not in a usable form. 

A more definite and quantitative rela­
tionship of system parameters is obtained 
by the application of the Bode attenua­
tion concepts. These concepts provide 
a convenient shorthand method of atten­
uation and phase representation that is 
very useful for describing system per­
formance. The two pertinent Bode 
theorems, which relate the phase and 
amplitude characteristics of networks 
operating with sinusoidal operation, are: 

1) The phase shift of a network or sys­
tem can be determined at any fre­
quency from the slope of the attenua­
tion (or gain) characteristic in the 
vicinity of that frequency. 

2) The attenuation may be chosen as the 
governing characteristic in one portion 
of the frequency spectrum, and the 
phase-shift is chosen as the governing 
characteristic in another portion of 
the spectrum. 

The first theorem indicates that the 
phase-shift characteristic of a system is 
unique for the attenuation characteristic 
selected, and vice-versa. Since these 
characteristics are a function of fre­
quency, some method must be employed 
to ensure that the characteristics ob­
tained throughout the specified fre­
quency spectrum will provide a satisfac-
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Fig. 2-Allenuation and phase characteristics 
of simple control system. 

tory compromise between high accuracy 
and adequate stability. The application 
of the second theorem provides such a 
method. Although the gain at low fre­
quencies and the stability of a system 
are not entirely independent, an optimum 
design can be achieved by selecting the 
attenuation as the governing character­
istic in the lower portion of the fre­
quency spectrum and the phase shift as 
the governing characteristic at the higher 
frequencies. 

Attenuation Diagrams 

The transfer functions of a control sys­
tem or phase-shift network may be repre­
sented graphically by plotting the atten­
uation and phase-shift as functions of 
frequency. These plots are referred to 
as attenuation diagrams or Bode plots. 
The use of these diagrams is simplified 
by approximating the exact attenuation 
plots, which are smooth curves, with 
straight lines. These straight lines are 
constructed as asymptotes to the straight­
line portions of the actual characteristic. 
No approximations are used in plotting 
phase shift as a function of frequency. 

Application of Bode Attenuation Concept 

The Bode attenuation concept can be 
conveniently illustrated by applying it to 
simple closed-loop control system with 
direct feedback shown in Fig. 1. The 
controlled variable, C, is compared to 
the reference input, R, by means of an 
error-measuring element. The error sig­
nal, E (w), is related to the controlled 
variable, C (w), by the forward transfer 
function, G (w). Thus 

G(w) = C(w) 
E(w) 

(1) 

where w is the frequency. If the forward 
transfer function selected is expressed by 

G(w) _ K 
- jw(1 + jwT) 

(2) 

where K is the forward gain constant, 
and T is the time constant, then the sys­
tem shown is representative of a control 
system that has a single motor time con­
stant T. For the special case where 

1 
IKI='i" (3) 

the attenuation and phase characteristics 
of the resultant system are shown in 
Fig. 2. 

The Bode approximation consists of 
the following assumption for the magni­
tude of the denominator term, 1 + jwT; in 
equation 2: 

1 11 + jwTI = 1 when w :::; T 

11 + jwTI = wT when OJ ~ ~ 
(4) 

As shown in Fig. 2, the plot of the 
asymptotic attenuation characteristic ex­
hibits a slope of 20 dBI decade extending 
from the low frequencies to the fre-

quency w = -f. At this point, the slope 

of the attenuation characteristic in­
creases abruptly (breaks) to 40 
dBI decade. The maximum error of the 
asymptotic plot occurs at this break fre­
quency and is 3 dB, which can be seen 
by com paring it with the actual (dotted) 
attenuation curve. A plot of the phase­
shift characteristic of the system is also 
shown in Fig. 2. As shown by the curve, 
the phase shift increases from -90 0 at 
low frequencies to _135 0 at the break 

frequency w = f and asymptotically ap­

proaches -180 0 with increasing fre­
quency. 

A form of the phase characteristic that 
is more convenient for analysis purposes 
is the phase-margin characteristic. The 
relationship of the phase margin, ¢, to 
the phase shift, (J, is expressed by: 

¢ = 180 + (J (5) 

A Bode plot incorporating a phase­
margin curve can be used to determine 
the stability of a system by applying the 
following criterion, which is valid for 
the majority of control problems: "Sys­
tems having positive phase margin at the 
frequency where the attenuation plot 
crosses the zero-decibel axis are stable, 
whereas systems having negative phase 
margin at that point are unstable." It is 
evident that the system depicted in Fig. 
2 is stable, since the phase margin is 
plus 52 0 at the O-dB crossover point. 

Although the stability of systems meet­
ing only the "positive phase-margin" 
requirement is ensured, an additional 
rule-of-thumb criterion is used for ensur­
ing satisfactory control system perfor­
mance in practical cases. Namely, if the 
phase margin is between 40 0 and 60 0 at 
the O-dB crossover point, the system re­
sRonds rapidly to step inputs, and pro­
duces only a few well-damped oscilla­
tions. 

Stabilization Networks 

When the fixed characteristics of a given 
control system have transfer functions 
that result in unsatisfactory_ perfor­
mance, stabilization networks, which 
alter the fixed characteristics, are intro­
duced to obtain the required perfor­
mance. Three such networks (phase­
lag, phase-lead, and phase-lag-lead) are 
reviewed in the following sections. 
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Phase-Lag Networks 

A phase-lag network provides a con­
venient means of reducing the gain of a 
control system at higher frequencies 
without sacrificing low-frequency gain or 
system accuracy. A typical transfer 
function for a phase-lag network is ex­
pressed by: 

Eo _ 1 + jU)T2 
E'n 1 + jU)T, 

(6) 

where T2 = O.25T,. As shown in Fig. 3a, 
the network provides no attenuation up 

1 
to the break frequency w = T,' but at 

this point an attenuation rate of 20 
dBI decade begins. This slope continues 
until the upper break frequency w = 
~2 is reached. 

At higher frequencies, the network 
exhibits a constant attenuation equal to 
T2IT

" 
or 12 dB. The phase shift of the 

network is negative; i.e., the output sig­
nallags the input signal, hence the name 
of the network. The desirable attribute 
of the lag network is its high-frequency 
attenuation, which can be used to lower 
the O-dB crossover frequency of a system 
to the point at which the phase margin is 
satisfactory. 

Phase-Lead Networks 

The attenuation characteristic of a 
phase-lead network is shown in Fig. 3b. 
This characteristic exhibits a positive 
slope of 20 dBI decade with increasing 
frequency in the region between the 

1 
lower break frequency (U) = T,) and the 

1 
upper break frequency (U) = T)' A 

Fig. 3-Representative attenuation and phase­
angle characteristics for 0) phase-lag, b) phase­
lead, and c) phase-lead-lag networks. 
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(c) 

typical transfer function for a phase-lead 
network is expressed by: 

Eo _ T2 1 + jU)T, 
E'n - r:' 1 + jwT2 

(7) 

where Ta = 0.25 T,. At frequencies 
below the lower break point, the network 
exhibits a constant attenuation equal to 
TafT

" 
or 12 dB. There is no attenuation 

at frequencies above the upper break 
point. The phase shift of this network is 
positive; i.e., the output signal leads the 
input signal. The desirable attribute of 
the network is this positive phase shift, 
which can be used to increase the phase 
margin of a system at the frequencies in 
the vicinity of the O-dB crossover point. 
However, the inherent low-frequency at­
tenuation of this network requires addi­
tional amplifier gain"if the original loop 
gain is to be maintained at low fre­
quencies. 

Phase Lag-Lead Networks 

The characteristics of the phase-lag and 
phase-lead networks may be combined 
in a single network. This approach over­
comes the undesirable low-frequency 
attenuation of the phase-lead network. 
The general transfer function of the 
phase-lag-Iead network is expressed by: 

Eo _ (1+jU)T2) (l+jU)Ta) 
E'n (1 + jU)T, ) (1 + jU)T4 ) 

(8) 

where T,T, 
T2 + Ta. 

TaTa, and T, + T4 > 

The attenuation characteristic of a 
phase-Iag-Iead network is shown in Fig. 
3c. The frequencies at which the two 
upward break points occur are ,U) = W 2 = 
.l and U) =U)3 = T1. These break fre-
T2 a 

quencies can be made coincident or 
spaced as far apart as desired; i.e., T2 = 
T3 or T2 » Ta. The fr'equency at which 
the first downward break occurs is w= 

u), = ~" The ratio TJT. can be selected 

to obtain any required ratio ",J U)2 of the 
first downward and upward break fre­
quencies. The ratio TalT4 then assumes 
the same value, as dictated by the restric­
tioHS of equation 8; i.e., 

Ta _ T, 
T, - T

2
' 

For the attenuation plot shown in Fig. 3c, 
the ratios T,IT2 and T3IT. are equal to 
4, and the ratio T21Ta is equal to 16. 

The only restriction on the selection of 
the ratio TalTa is that it be equal to or 
larger than 1. Proper selection of the 
time constants T2 and Ta places the unde­
sirable lagging phase shift at frequencies 
far below the O-dB crossover point of the 
system. The leading portion of the phase 
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Fig. 4-Attenuation and phase-margin charac­
teristics of hypothetical control system. 

characteristic can be located to effect an 
increase in the system phase margin at 
the frequency where unity gain occurs 
(O-dB crossover point). Thus, the sta­
bilizing effect of a phase-lead network 
can be achieved without undesirable low­
frequency attenuation. 

PHASE-ANGLE STABILIZATION CONCEPT 

As previously stated, one of Bode's 
theorems relates the phase shift of a net­
work or system to the slope of the attenu­
ation characteristic at any desired fre­
quency. Examination of the Bode plot in 
Fig. 2 reveals a phase shift of-135 0 at 
the downward break frequency of the 
attenuation characteristic. (By equation 
5, this phase shift is equal to a phase 
margin of 45 0

.) At this frequency, the 
slope of the true attenuation curve (not 
the asymptotic approximation) has been 
determined to be 30 dBI decade. From 
the theorem, it can be seen that any at­
tenuation plot will have this slope at the 
frequency where a phase margin of 45 0 

occurs . 
Analysis of a hypothetical control sys­

tem having an attenuation characteristic 
with a constant slope of 30 dBI decade 
from the very low frequencies, through 
the O-dB crossover, to the very high fre­
quencies discloses several significant 
facts. These are as follows: 

1) The phase margin of the hypothetical 
system would remain constant at 45 0 

(Fig. 4). 
2) The Nichols chart, used to obtain 

closed-loop frequency response directly 
from attenuation characteristics, would 
consist of a vertical straight line. This 
type of plot indicates that variations 
in forward gain would have no effect 
upon the shape of the closed-loop 
response curve, which would peak at 
+ 3 dB regardless of open loop gain. 

3) The bandwidth, E, of the hypothetical 
system would increase or decrease with 
corresponding changes in open-loop 
gain, G, by an amount determined by 

(9) 

Bandwidth varies directly with open­
loop gain in a system that has an atten-
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Fig. 5-Altenuation and phase-angle character­
istics of network having tra.nsfer function ex­
pressed by equation 10. 

uation characteristic of 20 dB / decade. 
In the hypothetical system, changes 
in open-loop gain would have less 
effect on bandwidth. 

It can be seen from the foregoing that 
the effects of gain variations on closed­
loop response and bandwidth would be 
reduced if the hypothetical system were 
substituted for a practical system. In 
order to realize this improvement, the 
phase-angle stabilization technique can 
be used to establish a phase-margin char­
acteristic which is suitably close to 45 0 

over the range of frequencies where O-dB 
crossovers are anticipated. This phase­
margin characteristic would be equiva­
lent to a system attenuation characteris­
tic of approximately 30 dB/decade. 

IMPLEMENTATION OF THE PHASE-ANGLE 
STABILIZATION TECHNIQUE 

Effective implementation of the phase­
angle stabilization technique involves an 
increase or decrease in the phase shift 
associated with an attenuation character­
istic, with the aim of producing a phase 
margin that is equal to 45 0 within a spe­
cified tolerance. In order to retain the 
rule-of-thumb minimum phase margin of 
40 0

, a tolerance of ±5° about the nomi­
nal value of 45 0 has been established as 
the design goal. 

The feasibility of the phase-angle sta­
bilization technique will be demonstrated 
by first considering an attenuation char­
acteristic th\1t consists of a series of 
straight-line segments having alternate 
slopes of 0 and 20 dB/decade. If the 
frequency range of each segment is the 
same, the average attenuation rate is 10 
dB/ decade. The general transfer func­
tion for a network having this attenua­
tion characteristic is expressed by 

n 
Eo - II 1 + jWT2K 
E'n - 1 + jWT2K_1 

K:::.l 

_ 1 + jwT2 
1 + jWT, 

1 + jwT, 1 + jwT2n ... 
1 + jwTs 1 + jwT2n_1 

(10) 
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Fig. 6-Attenuation and phase-margin charac­
teristics of simple control system before and 
alter alteration of phase characteristic. 

where T2K = rT2K-h T2K-1 = rT2K_2, n is 
the number of terms, and r is the ratio 
selected to determine the length of the 
straight-line segments. 

For a value of w ~uch greater than 

~,' the phase shift of the network varies 

sinusoidally above and below -45 0
• The 

magnitude of this phase variation is a 
function of the spacing of the network 
break frequencies. 

The attenuation and phase-angle char­
acteristics of a network having the trans­
fer function expressed by equation 10 
are plotted in Fig. 5. The ratio r was 
assigned a value of 0.25. The phase-shift 
curve vari~s between 41.8 0 and 48.2 0

, a 
peak variation of only 3.20 about the 
center value of 45 0

• This amount of 
variation is better than the established 
tolerance of ±5 0; thus the selected value 
of r is recommended for use in determin­
ing the time-constant values for equation 
10. The time-constant relationships 
become: 

T2K = 0.25 T2K-1 

(11) 
T,K_l = 0.25 T,K-2 

Examination of equation 10 reveals 
that each term represents a general 
phase-lag stabilization network which 
has the transfer function expressed by 
equation 6. The phase-shift analysis of 
equation 10 was based on the use of a 
large number of such networks; how­
ever, it will be shown that only two or 
three~tworks are necessary for practi­
cal applications. 

APPLICATION OF THE TECHNIQUE 

Stabilizing the Simple System 

The application of the stabilization tech­
nique will be illustrated by considering 
again the system shown in Fig. 1 and 
defined by equations 2 and 3. Assum­
ing a time constant (T) of 0.156 second, 
system transfer function G, becomes 

G - 6.4 (12) 
1 - jw(l + 0.156jw) 

The attenuation and phase· margin 
characteristics corresponding to this 
transfer function are shown by the 
dotted lines in Fig. 6. The phase margin 
is 45 0 at the O-dB crossover point of 
the attenuation characteristic. Although 
it is stable, this system will illustrate 
the improvement that can be realized 
by the use of the phase-angle stabilization 
technique. 

Determining the location of the fixed 
break frequency, and using the time­
constant relationships of equation 11, 
the phase-margin of the system is 
altered by incorporating two phase-lag 
networks which have initial break fre­
quencies of 0.025 and 0.4 radians/sec­
ond, respectively. The transfer function 
of the resulting system is 

G= (13) 
6.4(1 + lOjw) (1 + 0.625jw) 

/w(l + 40jw) (l + 2.5jw) (1 + 0.156j.,) 

The' attenuation and phase-margin 
characteristics of the altered system are 
shown by the solid lines in Fig. 6. The 
new attenuation plot consists of a series 
of line segments with alternate slopes 
of 20 and 40 dB/decade. Each segment 
(including the one between the final 
network break and the fixed system 
break) covers a frequency range of two 
octaves. The altered phase-margin char­
acteristic lies between 40 0 and 50 0 over 
the frequency range of 0.04 to 4.0 ra­
dians/ second. In the original system, 
the phase margin of 40 0 to 50 0 ex­
tended over the much narrower range 
of 5.4 to 7.6 radians/second. 

Stabilizing a High-gain System 

If the open-loop gain of the original 
system is increased by 40 dB, the trans­
fer function is changed to 

G - 640 (14) 
1 - jw (1 +0.156/w) 

The system would remain stable with 
the increase in gain, but it would tend 
to oscillate, since the phase margin of 
5.7 0 at the O-dB crossover point is sig­
nificantly less than the rule-of-thumb 
minimum phase margin of 40 0

• A slight 
additional phase shift contributed by an 
extraneous high-frequency break point 
would place the system in a sustained 
oscillation mode. This tendency to be­
come unstable can be overcome by the 
addition of a stabilization network hav­
ing a suitable attenuation character­
istic. The slope of the attenuation char­
acteristic 0 f the existing system is 40 
dB / decade at crossover. Therefore, an 
average positive slope of 10 dB / decade 
must be added by the stabilization net­
work to implement the phase-angle stabil­
ization technique. 
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The required slope is typical of the 
phase.lead network; however, the low· 
frequency attenuation associated with 
this network is undesirable. This de· 
ficiency can be overcome by the use of 
a lag·lead network, but the effects of 
the lag characteristic must be evalu· 
ated. It is conceivable that 1) altera' 
tion of the system characteristic below 
the first break frequency may be reo 
quired, or 2) if not required, it would 
at least be allowable. In either case, a 
phase.lag characteristic could be used at 
frequencies below the first system break 
point, and a phase. lead characteristic 
could be used at frequencies above the 
break point. Fortunately, there is no 
maximum restriction on the ratio TiTs 
in equation 8; therefore the necessary 
flexibility is ensured. 

The use of the phase· lag· lead net· 
work to improve the performance of the 
system defined by equation 14 is illus' 
trated in Fig. 7. The attenuation and 
phase· margin characteristics of the un· 
altered system are shown by dotted 
lines. In accordance with the two·octave 
break point relationship established in 
equation 11, the time constants of the 
lag.lead network have been selected as: 

T2 = 4T = 0.625 second, 
Ts = 0.25T = 0.039 second, 
T, = 4T2 = 2.5 seconds, and 
T. = 0.25Ts = 0.0098 second. 

(15) 

The system transfer function thus be· 
comes 

G = (16) 
640(1 + 0.625jw) (1 + 0.039jUl) 

jUl(1 + 2.5jw) (1 + 0.156jw) (1 + 0.0098jw) 

The attenuation and phase· margin 
characteristics of the modified system 
are shown by the solid lines in Fig. 7. 
A comparison of the original and 
altered characteristics discloses the fol· 
lowing significant changes: 

1) The O·dB crossover point has been 
reduced only slightly from 64 to 40.6 
radians I second. 

2) The phase margin at the unity· gain 
crossover point is 43 0 as compared 
with 5.7'. 
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Fig. 7-Altenuatian and phase.margin charac· 
teristics of high.gain system before and after 
phase.angle stabilization. 

3) The phase margin remains within the 
design goal of 40 0 to 50 0 throughout 
the frequency range of 0.64 to 64 
radians I second. Therefore, the shape 
of the closed·loop response will not 
differ significantly for gain increases 
of 4 dB or decreases of 56 dB. 

4) The low·frequency gain is unchanged. 

The attenuation and phase·margin 
characteristics for G'H are shown by the 
dotted lines in Fig. 8. The system was 
unstable without stabilization, as indio 
cated by the high negative value of 
phase margin at the O·dB crossover 
point. The stabilization actually ap' 
plied to the system consisted of a sim· 
pIe phase· lead network having the trans· 
fer function 

0.1 (1 + 0.008jw) 
(1 + 0.0008j"') 

(19) 

The transfer functions of the system 
with stabilization, at high and low gain, 
are expressed by 

(20) 
2,200(1 + 0.008jw) 

Phase.control stabilization may be ex· 
tended to even higher frequencies to 
obtain higher loop gain at the low fre' 
quencies, or to compensate for a system 
transfer function that contains two 
downward breaks. This improvement 
may be achieved by introducing a sec· 
ond lag· lead network or, alternatively, 
by sacrificing some phase control at the 
lower frequencies to gain additional 
phase lead at the higher frequencies. 
This compromise may be accomplished 
by changing the ;'alue of the ratios 
TJT2 and TsIT. from 4 to 10, or, in 
other words, by changing T, and T. in 
equation 15 to 

jw (1 + 0.032jw) (1 + 0.002jw) (1 + 0.008i"') , 

andGL = ;~ 

T, = lOT, = 6.25 seconds, and (17) 
T. = O.ITs = 0.0039 second. 

Both approaches are used in solving the 
variable· gain control system problem 
that follows. 

Stabilizing a Variable-Gain Control 
System 

The variable· gain control system con· 
sidered for improvement by application 
of the phase· angle stabilization tech· 
nique is an actual design that was 
developed to provide rapid, automatic 
measurement of a parameter of a large 
quantity of transistors.' The gain vari· 
ation of the system was 46 dB. The 
transfer functions for the two gain ex· 
tremes of the system without stabiliza· 
tion are expressed by. 

G _ 22,000 
III - jw (1 + 0.032jw) (1 + 0.002jw) 

110 (18) 
G'L = ) jUl (1 + 0.032/w (1 + 0.02jw) 

where Gm was the transfer function at 
high gain, and GlI, was the transfer 
function at low gain. 
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Fig. a-Altenuation and phase.margin chmac· 
teristics of variable·gain feedback·control sys· 
tern with phase.lead network stabilization. 

The attenuation and phase· margin 
characteristics for GIl and GL are shown 
by the solid lines in Fig. 8. The phase 
margin of 13 0 at the O·dB crossover 
point indicates that the system was 
barely stable at high gain. Also, it had 
not been possible to restore the attenu· 
ation introduced by the phase·lead net· 
work and still maintain stability. As a 
result, the response of the system was 
sluggish at low loop gain, and errors 
due to static friction' became evident. 

Phase·angle stabilization techniques 
applied to this system indicate that sub· 
stantial improvements can be obtained 
by the introduction of two lag· lead net· 
works. The break frequencies of the 
lag· lead networks must be appropri· 
ately spaced in relation to the two 
break frequencies of the system. Using 
time·constant ratios (T,IT2 ) of 0.25 and 
0.1, respectively, the transfer functions 
of the two networks are as follows: 

G - (1 + 0.128jw) (1 + 0.008/w) d 
2 - (1 + 0.512jw) (1 + 0.002jw) ' an 

(21) 
G _ (1 + 2.05jw) (1 + 0.002jw) 
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Fig. 9-Altenuation and phase.margin charac· 
teristics of variable.gain feedback·control sys· 
tern after phose-angle stabilizetion. 
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Due to the coincidence of a down· 
ward break of G2 with a fixed break of 
the system, the second upward break of 
G3 must be placed at the same fre· 
quency as the second downward break 
of G2 to cancel the effects of each. The 
addition of the lag· lead networks to 
the system results in the following sys· 
tem transfer functions: 

G - 22,000 (l + 2.05joo) 
H - joo(l + 20.5joo)(1 + 0.512joo) X 

(1 + 0.12Sjoo) (1 + O.OOSj<.») 
(1 + 0.032joo) (1 + 0.002joo) (l + 0.0002joo) 

andGL = ;~. 
(22) 

The attenuation and phase·margin 
characteristics of the phase· stabilized 
system are shown by the solid lines in 
Fig. 9. The original attenuation charac· 
teristic for G1H is shown in dotted form. 
The phase· margin at the O·dB crossover 
point is 41 0 and remains between 40 0 

and 50 0 from 0.625 to 250 radians/sec· 
ond. This frequency range exceeds the 
frequency span between the hjgh. and 
low· gain O·dB crossover points by a con· 
siderable margin. Thus, system stabil· 
ity would be obtained without sacrific· 
ing any of the original low· frequency 
gain. The modification would eliminate 
the static friction errors and sluggish 
response at low loop gain and the oscil· 
latory tendencies at high loop gain, 
which were encountered with phase·lead 
stabilization. 

SUMMARY OF PHASE. ANGLE 
STABILIZATION TECHNIQUE 

The methods to be used for applying 
the phase·angle stabilization technique 
to the design of feedback control sys· 
tems are, in general, valid for all types 
of control systems. However, inherent 
differences in certain systems may re· 
quire variations to the techniques de· 
cribed in preceding sections. The basic 
approach consists of altering the char· 
acteristics of the given control system 
to obtain a phase margin of approxi· 
mately 45 0 over a wide range of fre· 
quencies. This phase margin is obtained 
by establishing an average attenuation 
rate of 30 dB/decade throughout the 
desired frequency range. 

Specific rules for obtaining this at· 
tenuation rate in the design of a con· 
trol system are as follows: 

1) Based on the known requirements of 
the system, select a value for the low· 
frequency gain and sketch the Bode 
plot of the system transfer function, 
as derived from the fixed elements. 

2) From this plot and a knowledge of 
the minimum bandwidth requirement 
of the system, determine whether the 
attenuation characteristic must be 
altered below, above, or on both sides 
of the fixed break point frequencies. 

3) Utilizing the fixed break points to the 
extent possible, locate alternate down· 
ward and upward break points at two­
octave intervals to provide alternate 
slopes of 40 and 20 dBI decade. Gen­
erally, this procedure will be used to 
implement one of the following steps, 
depending on the portion of the atten­
uation characteristic that requires 
alteration: 
a) Below the system break frequen­

cies: Use one or more lag networks, 
as neccessary, to cover the desired 
frequency range. 

b) On both sides of the system break 
frequencies: Use one or more lag­
lead networks as described in pre­
vious sections. 

c) Above the system break frequen­
Cies: Use one or more lead net­
works if the amplifier gain can be 
increased 12 dB for each network. 
If the gain cannot be increased 
conveniently, use lag-lead networks, 
as indicated in step b. 

4) Sketch the attenuation and phase­
margin characteristics of the stabilized 
system and determine the maximum 
open-loop gain that will still ensure 
a phase margin of 40 0

• The nominal 
gain will then be equal to the geo­
metric mean of this maximum gain 
value and the required minimum value. 
For example, assume that a minimum 
gain (K1 ) of 100 is required to meet 
the mimimum accuracy and response 
specifications for the system. After 
phase-angle stabilization is applied, it 
is found that a phase margin of 40° 
would still exist with a gain (K2) 
of 1000. The nominal forward gain 
(K) of the system will be given by 

K = \/K1 K2 = 316 (23) 
Variations in system elements that 
affect open-loop gain may be allowed 
provided that the total combined vari­
ation is within +10 dB of the nominal 
value. 

These steps will apply to the three 
common types of control systems as fol­
lows: (Note that the type number is 
identical with the power of the joo term 
in the denominator of the system trans­
fer function) . 

1) Type O-Characterized by no joo term 
and a concomitant attenuation slope of 
40 dB I decade at low frequencies. In 
this type, step 3a applies, but an addi­
tional attenuation of 20 dBI decade is 
required from the stabilization net­
work at frequencies where the system 
attenuation is 0 dB. 

2) Type I-Characterized hy a single joo 
term and a concomitant attenuation 
s!9Pe of 0 dB I decade at low frequen­
eles. All control systems described in 
this work are of this type; steps 3a, b 
and c apply. 

3) Type 2-Characterized hy a jw2 term 
and a concomitant attenuation slope of 
40 dBI decade at low frequencies. For 
this type, step 3c applies. When lag­
lead networks are used, the phase-lag 
characteristic must be placed well he­
low the lowest frequency at which the 
O-dB crossover is expected to occur. 

Simplification of the 
Bode AHenuation Diagram 

A convenient simplification may be used 
when drawing the Bode attenuation dia-

gram in step 4. The alternate 20- and 
40-dB slopes may be approximated by a 
single slope of 30 dB, starting one oc· 
tave below the first downward break 
frequency and ending one octave above 
the last upward break frequency. This 
simplification is illustrated in Fig. 5, 
where the average slope, shown by the 
dotted line, is 10 dB/decade. The 
dotted line begins at 00= <.)1

0 12 and 
would end at 00 = 2008, if 008 were the 
last break point. For break frequencies 
spaced two octaves apart, this approxi· 
mation is nearly equal to the actual at­
tenuation curve. The greatest error (1 
dB) occurs at the begining and end 
points of the average-slope line; namely, 
at 001/2 and 2008 in Fig. 5. The error at 
the actual break points, <.)1 through 008, 

is only 0.25 dB. 
However, the approximation can only 

be used for a portion of the frequency 
range when two different break-point 
intervals are used on the same diagram. 
For example, in Fig. 9, where the first 
pair of break points are one decade 
apart and the remaining breaks are two 
octaves apart, the approximation may 
be used over the frequency range of 
0.25 to 1,000 radians/second, but can· 
not be extended to 0.01 radian/second. 

CONCLUSIONS 

The phase-angle stabilization technique 
is a valuable, practical method of sta­
bilizing feedback control systems. It is 
valuable because it minimizes the trial­
and-error approach by providing spe­
cific rules for selecting the break fre­
quencies for stabilization networks. 
When these selections are made in the 
precise and methodical manner indi­
cated, the performance of the system 
can be predicted over a wide range of 
open-loop gain. The technique is prac­
tical since it allows the basic networks, 
which are familiar to system designers, 
to be combined and used as the neces­
sary stabilization networks. A slight 
disadvantage of the technique is en­
countered in those cases where the in­
put of the second network may not be 
directly connected to the output of the 
first, because of impedance matching 
considerations. In such applications, 
network synthesis can be employed in 
the design of the stabilizing network. 
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THE USE OF H F RADIO 
IN INTERNATIONAL COMMUNICATIONS 
This paper discusses the role of high-frequency radio in international com­
munications. The development of the CRF concept, the ARQ system, and 
simulated single-sideband techniques are reviewed; present operations are 
described; and the future of HF radio is considered. 

A. W. GRAY 
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RCA Communications, Inc., New York, N. Y. 

H IGH-FREQUENCY radio became an 
important means of international 

communications in the mid-1920's. Fad­
ing, the particular disadvantage of HF, 

was overcome by diversity reception, an 
RCA invention. Automatic (machine) 
keying and reception on syphon ink 
recorders were already established on 
long wave, and they became the stand­
ard mode in HF communication. The 
receiver of that day, and the key clicks 
produced by on-off keying, dictated a 
clear bandwidth of about 15 kHz (kcf s) 
for a single high-speed (50- to 100-wpm) 
channel. Crowding of the HF spectrum 
soon became a problem. 

Capacity was increased by time-divi­
sion multiplex, allowing four channels 
on a single carrier. More selective reo 
ceivers improved operation and reduced 
the clear bandwidth necessary for reli­
able reception. These two advances just 
about matched the growth in HF activity, 
so that spectrum crowding remained 
about the same. 

During World War II, the body of 
propagation knowledge was greatly ex­
panded, the change from Morse to 
teletype and from on-off keying to fre­
quency shift was accelerated, and the 
use of tape relay systems of traffic 
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handling became more widespread. Traf­
fic volume increased and continued to 
increase after the war. The expert 
high-speed international Morse operator 
faded rapidly fro~ the increasingly 
mechanized scene. Many circuit pecu­
liarities that these experts could clearly 
recognize were hidden from the teletype 
operator. Traffic handling became an 
all-absorbing task for traffic supervisors 
as radio facilities became more compli­
cated, and the supervisors were unable 
to use the greatly increased store of 
technical knowledge available. 

CRF AND ARQ SYSTEMS 

The Controller of Radio Facilities (CRF) 

concept evolved in 1948. Under this con­
cept a single supervisor on each watch 
directed the use of all radio facilities at 
the central telegraph office (CTO). He 
corresponded with his counterparts at 
other CTO'S on direct and indirect oper­
ating problems and called for engineer­
ing guidance when necessary. This 
system was developed at RCA Com­
munications, Inc. in New York and was 
subsequently copied in whole or in part 
by major centers all over the world. 
The CRF system was established just in 
time to meet several changes: customer­
to-customer services, reduction in fixed 

Facilities for the N.Y. district. In 1958 he became 
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service frequency bands, and adverse 
propagation conditions. 

RCA Communications, Inc. inaugu­
rated leased-channel service in 1948 and 
telex service in 1950. These two services 
were made possible by the development 
of the mutilation reduction system, 
known as ARQ (A for automatic, RQ for 
request for correction). The ARQ system 
uses a seven-element, constant-ratio 
code; departures from this code (extra 
elements due to hits, or missing elements 
due to dropouts) cause a signal to be 
sent back to the transmitting station 
requesting correction. The mutilated 
character is then retransmitted from 
storage. 

The rearrangement in frequency allo­
cation worked out at· the International 
Telecommunications Conference in 1947 
removed considerable spectrum space 
from the international point-to-point ser­
vice and allocated it to other applications. 
RCA Communications was especially 
hard hit by the loss of large frequency 
blocks, many in the critical 6- and 8-MHz 
(mel s) bands. The ll-year sunspot 
cycle went into its low end, the period 
of greatest trial for HF radio, in the 
winter of 1950; it was the first such 
period encountered since our operations 
were changed from Morse to teletype. 



The centralized control of radio facilities 
under CRF proved invaluable in meeting 
all of these challenges with minimum 
outage. 

SIMULATED SINGLE SIDEBAND 

Increasing use of ARQ, coupled with 
four.channel, time·division multiplex, 
added considerably to frequency·spec­
trum capacity but only partially met the 
need for expansion. Additional carriers 
were required. It became apparent that, 
if for no other reason than to conserve 
frequency space, single-sideband (SSB) 

techniques must be applied to telegraph 
operations. Lacking appropriate trans­
mitters, receivers, and channeling equip­
ment, RCA Communications developed 
the simulated SSB system, whereby in 
one frequency assignment of 3·kHz band­
width, a frequency-shift-keying (FSK) 

carrier was placed 900 Hz (cps) below 
the assigned frequency and another 900 
Hz above it. The result simulated an SSB 

system with the carrier completely sup­
pressed. These carriers were produced 
by two separate FSK transmitters; ade­
quate separation of the carriers was 
maintained by separate frequency-stable 
control units. The reliance on these units 
was justified-in more than 10 years and 
over millions of operating hours, there 
are only two cases on record where such 
a pair of reference frequencies drifted 
enough to interfere with each other. 

The widespread use of four-channel 
MUX/ ARQ made it logical for use on 
actual SSB when facilities became avail­
able. This application required a center­
to-center separation of 680 Hz between 
sub carriers. Initial systems were de­
signed for three such sub carriers. Since 
SSB transmitters were available in the 
U.S. before SSB receivers were available 
abroad, a simulated SSB technique was 
applied. The middle subcarrier was 
dropped and a sub carrier added below 
the reduced carrier, thus providing suffi­
cient separation to permit reception on 
three separate FSK receivers. This ar­
rangement required a bandwidth of 
about 4 kHz, a rather unusual require­
ment, necessitating application for many 
bandwidth expansions from 3 to 4 kHz. 
By the time SSB receivers became avail­
able abroad, expansion often made it 
necessary to use three subcarriers on the 
upper sideband and one on the lower 
sideband. In some cases three sub­
carriers were used on each sideband, 
carrying a total of 24 teletype channels; 
this arrangement required a bandwidth 
of between 5 and 6 kHz. 

Trials using two·channel MUX/ ARQ 

showed that the separation between sub­
carriers could be reduced to 170 Hz; 
consequently, in a bandwidth of 3 kHz, 
up to 30 teletype channels could be 
accommodated. Additional benefits were 

expected because of: 1) the reduction of 
noise and interference from the use of 
narrow receiving filters, and 2) the ad­
vantages of two-channel MUX/ ARQ over 
4-channel MUX/ ARQ, especially during 
adverse propagation conditions. Results 
have far exceeded expectations. How­
ever, a system already established on 
four-channel MUX/ ARQ is costly to con­
vert. Most countries using SSB also use 
ocean cables, and they tend to think of 
expansion by cable or satellite rather 
than by HF radio. The change to narrow­
spaced, two-channel MUX/ ARQ, worth­
while as it is, has therefore not advanced 
as rapidly as was possible. 

PRESENT-DAY OPERATIONS 

International record communication to­
day is almost entirely by teletypewriter, 
and much of it is on -MUX/ ARQ systems. 
On the surface there is some uniform­
ity; however, radio facilities, practices, 
and procedures vary from the most 
primitive to the most advanced, depend­
ing on the state of development of the 
countries involved. Even at some of the 
most advanced locations, expansion and 
ingenuity have kept in operation many 
facilities that would ordinarily have 
been retired long ago. 

Control of Radio Facilities 

The effect of all this is to impart a per­
sonality to each and every radio circuit. 
The CRF supervisor must know all these 
circuits, and he must estimate accurately 
the capabilities of each correspondent in 
meeting sudden departures from the 
routine, when such changes become nec­
essary. Naturally, he must also know 
what the facilities under his control can 
do. He is aided by a considerable 
amount of data-a status board showing 
the current employment of all radio 
facilities at his center, frequency lists, 
transmitter lists, antenna lists, propaga­
tion data, and talker or telex channels 
close at hand for ready contact with dis­
tant points. However, these are merely 
aids; they do not solve problems, and 
most operating problems require solu­
tion immediately. Consequently, an ex­
cellent memory is a basic requirement 
for the CRF supervisor. 

At rile technical control center, needed 
frequencies are more readily available 
than they were 20 years ago. The several 
conserving factors mentioned earlier 
have, from this viewpoint, offset the 
growth of new frequency assignments 
and uses. At the transmitting station 
the effect of these changes is that fre­
quency tolerances have been reduced, 
and regulations regarding spurious or 
out-of-band emissions are much more 
stringent. Here too, improved control 
equipment has kept pace. Most notice­
able is the change at receiving stations, 

where the identification of a desired 
signal sandwiched between numerous 
close neighbors with the same type of 
emission has become an art. 

HF Radio vs. Cables 

RCA Communications, Inc. began using 
transatlantic coaxial channels for record 
communications in 1960. A single voice 
channel could carry 22 channels, which 
was about the same number that could 
be carried by the best HF SSB systems of 
that day. Freedom from ionospheric dis­
turbances made the use of cable chan­
nels very attractive. However, cable 
interruptions have occurred, sometimes 
lasting several days, sometimes lasting 
weeks. 

In between cable breaks, cable reli­
ability has not been 100%. Long "tails" 
often going through several countries at 
the European end suffer outages much 
more" frequently (though for much 
shorter periods) than do the ocean 
cables. They also produce distortion 
which may be difficult to locate. Cable 
diversification has grown. The reliability 
of most cable channels between cable 
breaks is on the order of 99% plus. This 
reliability figure can be equalled only 
on a few of the best HF radio systems. 
The number of cable channels has in­
creased to the point that existing HF 

radio systems could not begin to carry 
the full load. 

High-frequency radio proved invalu­
able as a backup during cable breaks. 
Most European correspondents have re­
tained HF radio systems which are still 
carrying active channels, with additional 
capacity in emergencies, to pick up por­
tions of the load which could not be 
handled by other means. 

Over the past two decades or so HF 

radio has made great strides in reliabil. 
ity and capacity. Periods of total radio 
blackout have been reduced to about ljz 
of 1% of total operating time. Capacity 
has grown from 1 channel! frequency to 
30 or more. A widespread and sys· 
tematic application of RF propagation 
knowledge can reduce or eliminate the 
reliability gap between cables and HF 

radio to where cost and availability may 
be the deciding factor as to whether 
radio or cable channels will be used. 

Cable voice channels are uniform en­
tities: a specific bandwidth which may 
be subdivided into a reasonably con­
sistent number of teletypewriter chan­
nels. Dividing total cable costs by total 
teletypewriter channels gives a reason­
ably accurate cost/channel figure. Radio 
systems, however, carry anywhere from 
one teletypewriter channel to 30 or 
more. Initial equipment costs for high­
capacity systems are greater than for 
low-capacity systems; however, main­
tenance costs of the latter are almost 
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always higher (because much of the 
equipment is older). The older systems 
take up much more floor space and use 
a good deal more power. To determine 
the cost of a radio channel, therefore, it 
is necessary first to determine the cost 
of the system, and then divide this by 
the number of channels. 

Harmful Interference 

Forty years ago if you heard another 
signal on your frequency, it did not 
belong there and was interference. 
However, increased activity and in­
creased knowledge of propagation made 
it apparent that two or more agencies 
could use the same frequency without 
mutual interference. As equipment and 
techniques improved, the number of 
duplicated frequency assignments in· 
creased; today such assignments are 
numerous. Generally, the lower the 
frequency the greater the number of 
users, because the lower the frequency 
the greater the variety of uses. A good 
daytime frequency for a path of about 
300 miles would be 7 MHz; across the 
Atlantic it would be one of the night. 
time frequencies required. 

The International Frequency Registra­
tion Board (IFRB) at Geneva endeavors 
to give status in the International Fre· 
quency List (IFL) only to those fre· 
quency· assignments not likely to cause 
harmful interference to established 
users. These determinations are based 
largely on theoretical computations. If 
an agency receives an unfavorable find­
ing from the IFRB, and can show 60 days 
of use without report of harmful inter­
ference, an entry is made to that effect; 
and a sort of status in limbo is estab­
lished. This apparently successful use 
in the face of science may be due partly 
to the fact that many of the frequencies 
with which the new user should have 
interfered are not on the air. Some may 
have been unused for years; some may 
never have been used at all and are 
simply paper registrations. It is equally 
true, however, that propagation condi­
tions are not constant. Conditions may 
favor a particular use (that is, eliminate 
its interference potential to another par­
ticular use) for months or years. 

Inevitably, interference cases do arise, 
and when an identification is made, the 
user enjoying priority (the best date in 
the IFL) makes representations to the 
offender. Most cases are settled directly 
between users. Corrective action may be 
to cease using the frequency, to cease 
using it during certain hours, or to use 
it on a different antenna bearing. 

Correspondence is usually by service 
message or by letter. Rarely is the 
degree of interference mentioned; that 
is, whether the interference causes com­
plete stoppage, intermittant stoppage, or 

is merely a nuisance requiring more 
exact receiver tuning. The fact that the 
interference may be due to improper 
use, or use on an inferior antenna, by 
the complaining agency is never con­
sidered. Dates, times, and duration of 
the interference may not be mentioned 
and very often are not even required. 
The tendency is to take the complaint at 
face value. It is not possible to guess 
how many frequency assignments are 
made idle because of interference that 
occurs a few days a month, for a few 
months a year, for a few years of the 
ll-year cycle; but there must be many 
such cases. 

Occasionally the IFRB asks a carrier 
whether, in a spirit of international co­
operation, it will allow another agency 
to use a certain frequency for certain 
hours of the day. Thus, the thinking of 
almost all those in authority is geared 
to the assumption that propagation con­
ditions are constant day in and day out, 
which they certainly are not. 

The operations man must insist on a 
complete set of facts producing positive 
identification. An exchange of frequency 
measurements on one occasion showed 
an RCA frequency to be 2kHz removed 
from one "positively identified" as being 
the same assignment. In another similar 
case an interfering station, using the 
same SSB tones as ours and on approxi­
mately the same frequency as one of 
ours, was found to be a foreign station. 

In those rare cases that are handled 
directly between competent and coopera­
tive supervisors at the operating level, 
"serious and consistent" interference 
often is eliminated by one user or the 
other moving to another frequency in its 
complement without harmful effect to 
the circuit concerned .. If such practices 
were more widespread (a more universal 
recognition of the fact that interference 
is not necessarily consistent from day to 
day), the usefulness of the HF spectrum 
might be doubled or tripled. 

High-frequency complements are usu­
ally at or near the minimum required 
for reliable communication. This is con­
sidered good frequency management by 
most authorities; in fact, carriers have 
been urged to follow this practice as a 
means of conserving the HF spectrum. 
This often means using a frequency 
that is not optimum but is of usable 
strength. Such a frequency would cer­
tainly be optimum on some other path; 
thus creating an interference potential 
on the side lobes as well as the main 
beam of the antenna. The use of fre­
quencies as close to the optimum as 
practicable would increase the number 
of frequency changes required per day 
and might complicate the work of fre­
quency allocation. However, with effec-

tive coordination at operating levels that 
would ensure prompt removal of each 
frequency from the air when it is no 
longer required, interference potentials 
could be reduced, circuits would become 
more reliable, less transmitter power 
would be required, and, because each 
frequency would be used less by each 
user, increased use could be made of the 
spectrum. 

A LOOK AT THE FUTURE 

International radio carriers 15 years ago 
were distressingly familiar with mar­
ginal operations. Sending intelligence 
by telegraph messages was considered 
by some an antiquated method of com­
municating. Smart people used the tele­
phone, or airmail. Something would 
have to be done if international record 
communications companies were to 
progress. 

Something was done. International 
telex service and leased channel service, 
both pioneered by RCA Communica­
tions, Inc., made their appearance and 
grew phenomenally. Some thought these 
new and attractive services would prac­
tically eliminate previously established 
message service; but they didn't. Mes­
sage traffic grew too; not spectacularly, 
but steadily, until today the volume is 
roughly twice what it was in 1948-1950. 

In the long-distance communications 
field, new ideas are sprouting like 
weeds: ever-higher data speeds; 48-kHz 
systems switchable from cable to cable; 
and international TV on a regular and 
routine basis. In addition, telephone 
calls to persons overseas are becoming 
more frequent. Tremendous as cable 
and satellite capacity is, it will probably 
be hard put to keep up with demand. 

It now appears that cables will not 
reach every part of the globe as was 
thought probable a few years ago. Satel­
lites may, but this is not a certainty. 
Should a country, for example, with an 
immediate communications future of one 
message traffic channel, one telex chan­
nel, possibly one leased channel, and 
telephone service for two or three hours 
a day, set up a satellite ground station 
to carry this light load? It would be 
more convenient and less expensive to 
use HF radio. 

Today HF radio is regarded by many 
in somewhat the same light as was mes­
sage traffic 15 years ago. However, HF 

radio likewise has a place. If we apply 
what we know now, and do not neglect 
HF radio, it is quite likely that it will 
continue to be the most favored means 
for narrow-band communications. High­
frequency radio, cables, and satellites 
are all assets-company assets and na­
tional assets. Common sense indicates 
we should strive to make the best use of 
all three. 



A STUDY OF HIGHLY LINEAR, FM, 
VHF, SOLID-STATE OSCILLATORS 

This paper describes internal modulation and heterodyning techniques that can 

be used to construct highly linear, wide-deviation, solid-state, frequency modu­

lated oscillators. Such units are inexpensive and easily aligned. An analysis of 

FMO linearity is given, heterodyning techniques are discussed, and the test 

results of two solid-state FMO units are examined. 

R. L. ERNST 
Advanced Communications Laboratory 

Communications Systems Division, DEP, New York, N.Y. 

DIRECT frequency modulation of an 
RF oscillator has usually been ac­

complished by use of a separate and 
distinct electrically variable reactance.' 
This technique is exemplified by the re­
actance-tube modulator and by the 
varactor-diode modulator. To obtain a 
large-deviation, highly linear variation 
of frequency with an electrical param­
eter by this technique requires elaborate 
circuits and tedious alignment pro­
cedures. 

Direct frequency modulation of a 
transistor RF oscillator may be achieved 
also by varying the nonlinear capaci­
tances associated with the transistor 
junctions. In this way a highly linear, 
frequency-modulated oscillator (FMO) 

may be realized with a simple circuit and 
a routine alignment. By properly hetero­
dyning the output of a high-frequency 
FMO to a lower frequency, the deviation 
may be greatly extended while retaining 
the high linearity and other desirable 
characteristics of the basic oscillator. 

The original analytical demonstration 
of linearity in an FMO was done by Mr. 
Leo Harwood of RCA. The essence of 
his analysis is given below. 

ANALYSIS OF FMO LINEARITY 

Within the UHF frequency range, the 
internal capacitances of a transistor be­
come very influential. Thus, a Colpitts­
type oscillator may be constructed read­
ily with only one capacitor external to 
the transistor. In the circuit shown in 
Fig. 1, C, represents the transistor out­
put capacitance, C2 the emitter-to-base 
diffusion capacitance, and c" an external 
feedback capacitance. Since two of these 
capacitors are determined by the tran­
sistor itself, they may be changed by 
varying either voltage or current. 

The variation of frequency with an 
electrical parameter can be made linear, 
as is shown by a simple analysis of the 
given Colpitts circuit. The frequency 
of oscillation is, for all essential pur­
poses, given by 
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where C T is the effective circuit capaci­
tance given by 

If higher-order terms are neglected, the 
relative frequency change due to an in­
cremental change, I!!.C T , of the total 
capacitance, CT , is given by the series 
expansion 

The output capacitance, C" is deter­
mined by the reverse-bias collector-base 
junction of the transistor. This capaci­
tance is related to the applied potential, 
V, by the relation 

K1 
C1 = ClD + ~V' 

where ClO is the shell and lead capaci­
tance and the contact potential is ne­
glected. If the applied potential is 
changed by an incremental amount, the 
output capacitance is given by 

K1 
C1 + l1C1 = ClD + ~V + 11 V 

K1 
= C10 + ~V ~1 + 11 V 

V 

Fig. 1-Colpitts-type oscillator circuit. 

Hence, the incremental change in output 
capacitance is 

l1C = K1 [_! 11 V .±. (11 V)2] 
1 ~V 3 V + 18 V -

However, because I!!. V --- - I!!.I, this can 
be expressed as 

where 

and B = 18V2~V-

The emitter-base diffusion capacitance, 
C2 , appears across the tuning inductor, 
L, in series with the feedback capaci­
tance, C3 • Therefore, the effective capaci­
tance is 

and 

Therefore, 

C I _ C3(C2 + l1C2) C2C3 

2 - C2-+ C3-+ l1C
2 

- C
2
-+ C

3 

Cil1C2 

= (C~+C3)~~ + C211~2;;) -

~ (C~3~-E)2 (1 - C211~2CJ 
C32 [ (l1C2)2 ] 

= (C;, + -C
3
)2 l1C2 - C

2 
+ C

3 
• 

However, C2 is directly proportional to 
the emitter current and, hence, the base 
and collector currents. Therefore, 

and 

= MM - N(M) 2, 

where 

and 

The change in the total capacitance is, 
therefore, 

l1CT = l1C1 + l1C2' 

= (M + A)M + (B - N)(M)2, 
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TABLE I - Experimental Results 

Modulation 
Sensitivity Modulator NPR BINR 

Model (rms) Linearity (dB) (dB) 

Transistor ~~ 30 mY/MHz Less 0.6% over ± 1.5 MHz 53 53 
mixer 30 mV /MHz 1 % over ± 3.5 MHz 57 52 

{~ 70mV/MHz 
1 % over ± 1.5 MHz 50 50 

Diode Less 0.6% over ± 1.5 MHz 49 49 mixer 10mV/MHz 
1 % over ± 3.5 MHz 

and the relative frequency change is 

~1 1 
10 2CT 

[(M + A)LlJ + (B - N)(LlJ)2] 

+ -C~- [(M + A)M + (B - N)(M)2j2. 
8 T 

Assuming that higher than second-order 
products of I1J can be neglected, the best 
linearity is obtained by making 

or 

1 
--- (B - N) 
2CT 

3 
B - N = --- (M + A)2. 

4CT 

Thus, by varying the input current of 
a UHF transistor oscillator, it is possible 
to vary the frequency of oscillation in a 
proportional manner. 

HETERODYNING TECHNIQUES 

If a high-frequency FMO is heterodyned 
to lower frequency, the resulting unit 

will have a large relative deviation and 
a high linearity; e.g., a 530-MHz FMO 

may beat with a 460-MHz local oscilla­
tor (LO) to produce a unit which acts as 
a 70-MHz FMO_ 

The mixing process may be accom­
plished in any nonlinear device; tran­
sistor mixers or separate diode mixers 
are most commonly used. In the tran­
sistor mixer, the nonlinearity of the 
transfer characteristic is used to gen­
erate the difference frequency. Since the 
transistor is an active device, it is pos­
sible to design and construct a mixer 
which has gain. The diode mixer oper­
ates with a nonlinear resistance mecha­
nism, and very efficient mixers have been 
designed using this method. The hot­
carrier diode,2 which can withstand large 
LO powers, is capable of mixing with low 
inter modulation distortion.3 

LARGE-DEVIATION FM OSCILLATORS 

By combining the internal modulation 
scheme with the heterodyning technique, 
a unit with both large frequency devia­
tion and high linearity may be readily 

Fig. 2-Schematic diagram of solid-state, 70-MHz frequency-modulated oscillators. 
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constructed. The schematic diagram of 
such a device, which beats a 530-MHz 
F:110 with a 460-MHz LO to produce a 
70-MHz output, is shown in Fig. 2. Both 
oscillators have similar aging and tem­
perature characteristics; therefore, the 
output signal, being at the difference 
frequency, should be relatively stable. If 
required, automatic frequency control 
can be applied to the LO without affecting 
frequency linearity. The linearity of the 
FMO can be altered by the proper bias, 
which is experimentally determined by 
varying two rheostats (Fig. 2). 

EXPERIMENTAL RESULTS 

Two models of the solid-state FMO were 
tested. One model used transistor T3 as 
a mixer; the other model used a hot­
carrier diode as a mixer and transistor 
T3 as a 70-MHz amplifier. The outputs 
of both models were examined with a 
Tektronix 661 sampling oscilloscope. 

Because of poor shielding and high 
radiation from the two oscillators, the 
unmodulated output of the transistor 
mixer model consisted primarily of the 
linear sum of the two oscillator outputs. 
Although this sum has the appearance 
of an amplitude-modulated signal (Fig. 
3a), the shape of this wave is caused by 
linear addition, as shown by the equation 

cos Wit + cos W2t 

WI + W2 WI - W2 
= 2 cos --- t cos --- t. 

2 2 

Thus, the sum of a 460-MHz signal and 
a 530-MHz signal (Fig. 3a) is equiva­
lent to the product of a 35-MHz signal 
and a 495·MHz signal. Since the ampli­
tude of this wave is constant, it is con­
cluded that the 70-MHz component is 
very small relative to the oscillator radi­
ated outputs. 

The output of the diode-mixer model 
was a clean 70-MHz signal of +2-dBm 
magnitude (Fig. 3b). The radiation of 
the oscillators was restricted by shield­
ing. By using a Tektronix type 585 high­
frequency oscilloscope, which behaves 
as a low-pass filter, only the 70-MHz com­
ponents of each unit were displayed. The 
output of the diode model exceeded the 
70-MHz component of the transistor 
models by 20 dB. 

The modulator linearity, noise-power 
ratio (NPR), and baseband-intrinsic­
noise ratio (BINR) were measured using 
standard techniques. The variation of 
linearity with oscillator frequency was 
displayed on an oscilloscope by using an 
RCA delay and linearity test set. The 
NPR and BINR were determined directly 
by using a Marconi noise loading test 
set. Table I shows the results of these 
measurements. Measurements A resulted 
when the oscillators were set to 460 MHz 
and 530 MHz, respectively. When the 
linearity of the FMO was changed by ad· 

j usting the bias rheostats shown in Fig. 
2, the overall output frequency was 
changed from 70 MHz. This condition 
was corrected by a corresponding adjust. 
ment of the frequency of the LO. How­
ever, knowledge of the actual frequencies 
of the FMO and the LO is not important in 
optimizing the overall performance of 
the unit. Measurements B resulted when 
these frequencies were changed to im­
prove linearity while maintaining a 70-
MHz difference frequency. 

In earlier versions of the transistor 
mixer model, the NPR and BINR were both 
40 dB. These earlier models did not have 
the isolation shown in the bias circuits of 
Fig. 2, and shielding plates were not 
used between the transistor stages. 

// CONCLUSIONS 

By properly using the internal modula­
tion and heterodyning techniques de­
scribed in this paper, a highly linear, 
wide.deviation, solid-state FMO may be 
readily constructed. The oscillator units 
are inexpensive and easily aligned. 

Various discrepancies in the results of 
Table I indicate the need for more ac­
curate measurements. Although the NPR 

would normally be expected to improve 
when the linearity is optimized, the de­
vice becomes noise limited and, thus, 
both the NPR and the BINR become 
slightly degraded. Furthermore, since 

the use of a hot-carrier diode mixer re­
sults in lower intermodulation distortion 
and greater power output, the NPR and 
BINR should show improvement over the 
transistor mixer model. A more reliable 
evaluation and comparison of the mixer 
stages should result by using the same 
transistors in the rest of the circuit. In 
other words, rather than compare sepa­
rate units having different mixers, the 
mixers should be inserted in turn into 
the same unit, and the resulting change 
in performance measured. In this way, 
the mixer stage is the only variable, and 
its change in over-all performance may 
be determined reliably. 

A detailed study of the oscillator units 
is required to determine the best operat­
ing conditions in terms of linearity, sen­
sitivity, and noise performance. These 
conditions include operating frequency 
relative to the transistor cutoff frequency, 
selection of bias points, and circuit 
configuration. 
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EXPANSION OF DCS AUTODIN SYSTEM 
This paper discusses the expansion program for the Automatic Digital Network, 
the data portion of the Defense Communication System. The expansion program, 
being performed by RCA and Western Union Telegraph Co., will provide a sys­
tem with nine switching centers and a capacity of 2700 full-duplex channels. The 
original five-center system is described, and the configuration and capabilities 

of the expanded system are detailed. 

J. A. KALZ and H. P. GUERBER, Ldr. 
Communications Systems 

Communications Systems Division, DE?, Camden, N.J. 

RCA is completing a contract for a 
five-fold expansion of AUToDlN 

(AUTOmatic DIgital Network), the 
data communication portion of the De­
fense Communication System. AUTODlN 
first became operational early in 1963 
when it consisted of five switching cen­
ters, interconnecting 550 full-duplex 
communication channels. In March 1964 
the Department of Defense requested 
that the system be expanded to include 
nine switching centers with a capacity of 
2700 full-duplex channels. This paper 
describes the original five switching cen­
ters and the program for expansion 
which is now approaching completion. 

The initial AUToDlN switching cen­
ters were developed by RCA on subcon­
tract to the Western Union Telegraph 
Co., which was responsible to the U.S. 
Air Force for the entire network includ­
ing lines and subscriber terminals. The 
contract provided for five switching cen­
ters-two on the west coast, one in the 

Fi.nal ma.nuscript received April 18, 1966 

central United States, and two in the 
eastern part of the country (Fig. 1). 
Each center included a message switch 
and a circuit switch, which were con­
nected to subscriber lines and trunks 
through the technical control (Fig. 2). 
Subscribers connected to the message 
switch were provided with store-and­
forward service. 

Subscribers connected to the circuit 
switch had either direct circuit switched 
se9ice or store-and-forward service de­
p·ending on the messages and on the mes­
sage handling required. This system has 
been described in several papers, refer­
enced at the end of this article. 

The resulting network provided many 
service features never before available, 
including: automatic code, speed, and 
format conversion to allow intercommun­
ication between unlike subscriber termi­
nals; automatic error detection and cor­
rection for all data subscribers and on 
all trunks; automatic priority handling 
for six levels of priority with interrupt 

capability for the highest two levels; 
and automatic security checks on all 
channels, with automatic alternate rout­
ing of classified traffic to a security 
alternate. For the circuit-switching sub-
scriber, it provided a direct, real-time .t 
connection or store-and-forward message ., 
switch service. The latter is often ad­
vantageous since it provides multiple 
address and group address capabilities 
in addition to traffic handling at much 
higher trunk loads than is possible with 
circuit switching service. For the com­
municator, the network provides com-
pletely automatic traffic handling, auto-
matic accumulation of traffic statistics, 
automatic alternate routing, and inter-
cept capabilities for out-of-service 
channels. 

In 1964, after the Department of De­
fense determined that a system expan­
sion was required, Western Union and 
RCA undertook the expansion program 
now approaching completion. Equip­
ment for four additional switching centers 
has been constructed, and the existing 
centers have undergone considerable 
modification. The first new center, Han­
cock AFB, is now installed and opera­
tional; the second, Ft. Detrick, is in­
stalled awaiting final acceptance testing. 
Hardware for the remaining new cen­
ters, completed at the RCA Camden 
factory, will be installed as soon as 
facilities are completed. The existing 
centers have been modified and the re­
vision program, to take advantage of 
the hardware modifications, will be acti­
vated after a "live" verification at Han­
cock AFB. 

SWITCHING CENTER CAPACITY 

Before expansion the network consisted 
of five switching centers. Each center 
terminated 50 full-duplex lines on the 
message switching unit (MSU) and 50 
full-duplex lines on the circuit switching 
unit (csu), with the exception of the 
Tinker AFB center, which terminated 
100 full-duplex lines on the MSU and 50 
on the csu. These terminations are used 
interchangeably for: 1) subscriber or 
user terminations, 2) trunk terminations, 
and 3) MSU/CSU interchange channels. 

Each MSU at the five existing sites is 
being expanded to 250-channel capacity, 
and new MSU'S with 250-channel capacity 
are being provided at the four new sites. 
A new 50-line csu is being provided at 
each of the four new sites. 

EQUIPMENT CONFIGURATION OF 
PRESENT CENTERS 

The equipment configuration of the pres­
ent switching centers is shown in Fig. 3. 
Subsequent paragraphs describe the 
individual units from a functional stand­
point and indicate the role of each in the 
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Fig. 2-Block diagram of AUTODIN system. 

How of traffic. Redundant elements en­
sure continued system operation during 
periods of scheduled maintenance or 
equipment outage. 

Butlers 

Each communication channel is termi­
nated with a MODEM, which converts 
tone-modulated signals to DC pulses suit­
able for digital circuits. These pulses 
are stepped into a buffer which assembles 
one character of information and also 
serves as an output staticizer, storing a 
single character of information while the 
bits forming that character are stepped 
out to the communication channel. The 
buffer is a small unit that can be pro­
vided in a number of configurations to 
tailor system input characteristics to 
those of an individual channel. Three 
types of buffers are provided; these are 
for operation with 1) low-speed syn­
chronous channels (up to 600 bauds), 
2) high-speed synchronous tributary 
and trunk channels (up to 4800 bauds), 
and 3) teletypewriter channels. 

Accumulation and Distribution Unit (ADU) 

The ADD accumulates the incoming char­
acters associated with each channel to 
form chunks of information suitable for 
efficient processing by the communica­
tions data processor (CDP). For outgo­
ing channels, the ADD performs the oppo­
site function, accepting chunks of 
information from the CDP and distribut­
ing them to the appropriate outgoing 
buffers, one character at a time. 

The ADD performs error control func­
tions for the synchronous (data) chan­
nels. Transmission over synchronous 
channels is in groups of 84 characters, 
referred to as line blocks. Each line 
block starts with a pair of special control 
characters and ends with another pair of 
control characters. The last character in 
each block is a longitudinal parity-check 
character which, together with the char­
acter parity bits, provides a nearly fool­
proof check on the accuracy of tranmis­
sion. As each line brock is received and 
found to be accurate, the ADU acknowl­
edges the block and the sending station 

proceeds to the next block. If the block 
is found to be in error, the ADD rejects it 
and sends an error signal, causing the 
sending station to repeat the in-error 
block. The ADU performs these control 
procedures for both incoming and out­
aoinG" traffic and mechanizes them 
d1fO~gh logic common to all its channels. 

A separate core memory in the ADU, 

known as the procedure memory, stores 
the sequence for servicing channels, the 
locations associated with each channel, 
the code conversion required, and the 
status of channel coordination. The pro­
cedure memory can also store code con­
version tables for up to four different 
channel codes. Channel speed or code 
assignments may be easily changed by 
simply changing the data stored in the 
procedure memory. 

Communications Data Processor (CDP) 

The central unit of the message switch, 
the CDP, is a stored-program digital com­
puter that has been tailored to this appli­
cation. This computer tranfers incoming 
data from the ADD'S to an intermediate 
store where messages are queued, and 
transfers outgoing messages back to the 
ADU'S in accordance with first-in first-out 
and precedence rules. In making these 
transfers, the CDP performs routing, code 
and format changing, bookkeeping, and 
control functions. The operation of the 
CDP is described in greater detail under 
"Computer Programming." 

Drum Storage Unit (DSU) 

The DSU provides storage for relatively 
large amounts of information, with a 
relatively short access time. It is used 
to store: 1) messages in queue, 2) ledger 
information for use in the event of an 
error or equipment failure during the 
succeeding program cycle, and 3) sel­
dom-used program routines_ 

The DSU is used mainly for storage of 
messages awaiting transmission to out­
going channels. Each message is stored 
only once, even though the message may 
have to be distributed to several sub­
scribers and trunks. Queue lists main­
tained in the high-speed memory may 
contain several entries referring to the 
same ~essage in intermediate store. 
Tables mapping the available drum 
space do not show a drum area cleared 
until all copies of a particular message 
have been transmitted. 

Magnetic Tape Units 

Thirteen tape transports are assigned to 
the CDP for bulk storage of information. 
Two additional tape transports are as­
signed to the tape search unit. The fol­
lowing functions are provided: 

1) Reference File-One transport is used 
to file a copy of every message pro-
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cessed in the center. This file is main­
tained in a library for several days in 
order that an additional copy of a 
message may be sent if requested. 

2) Journal File-One transport files the 
identification of every message pro­
cessed into or out of the center, the 
channel over which the message was 
transmitted, the time of day, and the 
location of the message in the refer­
ence file. This file contains data for 
tracing messages through the network 
and for gathering management statis­
tics. 

3) Intercept-Two transports are avail­
able to receive traffic addressed to 
channels unmanned at night or other. 
wise out of service. These tapes permit 
the removal of large amounts of traffic 
which would otherwise overload in­
transit storage capabilities. 

4) Intercept Input--One transport allows 
reels of intercepted traffic to be rein­
troduced into the message switch. 

71 



72 

5) Overflow Store-Three transports are 
available for temporary storage of mes­
sages in case the amount of traffic and 
its statistical distribution overload the 
drum storage unit. 

6) Program Library-One transport 
holds the program tape, and provides 
for rapid entry of the production pro­
gram and test and maintenance rou­
tines. 

7) Tape Pool-The remaining transports 
are assigned as spares. They can be 
assigned to a tape pool where they will 
be available for automatic switching, 
under program control, into any of the 
above file functions while filled tape 
reels are being removed or replaced. 
They can also be used with the off­
line CDP. 

Tape Search Unit (TSU) 

A small off-line processor, the TSU is used 
to derive statistical information from the 
journal file and to recover messages from 
the reference file. The outputs from this 
unit may be recorded on an output tape, 
punched in paper tape, or printed out. 
Two tape transports are used. 

High-Speed Printer (HSP) 

This unit provides the means for extract­
ing reports from the processor while it 
is processing traffic. It is also used as a 
programming aid for dumping memory. 

System Console 

The system console contains indicators 
that display the status of each system 
unit and of each channel. It also has 
monitor printers to print out program 
alarms, and controls to implement vari­
ous procedural changes, such as putting 
a channel on or off intercept status. 

Circuit Switching Unit (CSU) 

The csu provides the crosspoint switches 
and common control needed to establish 
circuit-switching connections. In the 
Continental United States, AUTODIN is 
a combined message-switching/ circuit­
switching network. Message switch 
channels are connected directly to the 
message switching unit; circuit-switch­
ing channels are terminated in the csu. 
The csu provides direct-connection ca­
pabilities between circuit-switching 
subscribers that operate at the same 
speed. It allows circuit-switching sub­
scribers to be connected into the message 
switching unit for the relay of messages 
to message-switching subscribers or to 
circuit-switching subscribers operating 
at different speeds or for processing of 
multiple address messages, group ad­
dress messages, and messages requiring 
format conversion. In addition, the csu 
allows the message switching unit to 
deliver messages to circuit-switching 
subscribers. 

ADU",ACCUMULATION AND 
DISTRIBUTION UNIT 

cop" COMMUNICATION 
DATA PROCESSOR 

T/S=TAPE STATION 

DSU" DRUM STORAGE 
UNIT 

Fig. 3-Equipment configuration of exist­
ing switching centers. 

EQUIPMENT CONFIGURATION OF 
EXPANDED CENTERS 

This section describes the design changes 
made to support the expansion of exist­
ing AUTODIN switching centers. The ex­
panded configuration is shown in Fig. 4, 
and the characteristics of the modified 
units are shown in Table I. 

Buffers and Buffer Control Unit (BCU) 

Character buffers are used in the existing 
system to terminate each connected 
channel. These buffers consist of about 
20 plug-in modules each. Expansion to 
250 channels would require 5000 plug-in 
modules in this one area alone. To avoid 
such an increase in hardware, a new con­
cept was adopted by which only a single 
bit of information is buffered for each 
incoming and each outgoing channel. 
The bit buffers are scanned by a buffer 
omitrol unit, which assembles the bits 
arriving from each channel in a common 
core memory until a character of infor­
mation is formed. This character is then 
transferred to the ADU through an inter­
face similar to that of the character buf­
fers. 

Accumulation and Distribution Unit (ADU) 

The ADU'S in the existing centers service 
up to 25 full-duplex channels, which can 
operate at speeds from 60 words per 
minute teletype to 4800 bits per second 
data. The modified ADU will operate 

TIS: TAPE STATION 

BCU: BUFFER CONTROL UNIT 

AQU: ACCUMULATION AND 
DISTRIBUTION UNIT 

COP; COMMUNICATION OATA 
PROCESSOR 

MMU: MASS MEMORY UNIT 

Fig. 4-Equipment configuration of expanded 
switching centers. 

with up to 125 full-duplex channels, pro­
vided only that the aggregate bit rate of 
all channels does not exceed 127,500 
bits/second (in one direction). For ex­
ample, a mix of 100 low-speed lines 
operating at 150 bits/ second and 25 
high-speed lines operating at 2400 bits/ 
second has an aggregate rate of 75,000 
bits/ second and is within the capacity 
of the modified ADU. 

System Console 

The system console in the present instal­
lation has separate indicator lamps for 
each channel which display deviations 
from normal character propagation. To 
handle 250 channels, this display has 
been changed to a common numerical 
display which will sequentially show the 
channel designations for channels in 
trouble and indicate the nature of the 
problem. 

Mass Memory Unit (MMU) 

Because of the greater number of chan­
nels to be serviced, a substantial increase 
in the in-transit storage capacity is re­
quired. To provide the additional capac­
ity, a disc file, known as the mass mem­
ory unit, is being used. One MMU will 
operate in parallel with the drum storage 
units at the present sites. At the four 
new sites, two MMU's will provide the 
in-transit store. 
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Tape Search Unit (TSU) 

At the new sites, a general-purpose com­
puter will perform the functions of the 
tape search unit- This computer and its 
peripheral devices, known as a recovery 
and management system, will be used to 
obtain statistical reports relative to chan­
nel use and message flow, in addition to 
off-line recovery of message information. 
A system change at new and existing sites 
permits the TSU to access four of the 15 
magnetic tapes, under control of the 
system console. 

Magnetic Tape Units 

The reference and journal files were 
combined into a history file. Redundant 
copies are maintained for message pro­
tection purposes. 

COMPUTER PROGRAMMING 

The computer programs for the com­
munications data processors (CDP) have 
undergone substantial augmentation. 
These programs are an integral part of 
the switching-center system. Previous 
experience on this and on other real-time 
systems has shown conclusively that care­
ful coordination of hardware and soft­
ware is a vital requirement for successful 
system operation. 

The current program at the five mes-

~age-switching centers perform" all func­
tions required for the handling of mes­
sage traffic. These can conveniently be 
divided into three areas: 1) message 
switching functions, 2) message process­
ing functions, and 3) message bookkeep­
ing and protection functions. 

The message switching functions of 
the program are concerned with accept­
ing messages in incoming channels and 
delivering them to outgoing channels. 
The first part of the incoming message, 
called the header, indicates the destina­
tion and determines the network routing 
in accordance with a stored routing table. 

The system recognizes six levels of 
precedence, and transmits all messages 
of a specific precedence before transmit­
ting any messages of a lower precedence. 
The two highest lev!(ls of precedence 
have a priority interrupt feature; i.e., if 
a message of lower precedence is being 
transmitted over an outgoing channel 
when a priority message arrives, the 
lower precedence message is cancelled 
and the priority message is sent out. The 
lower precedence message is retrans­
mitted in appropriate sequence with 
other messages in queue. 

An important message-switching pro­
gram function is intercept. Stations for 
which traffic is to be held can be placed 

TABLE I-Equipment Characteristics at Expanded Centers 

Unit 

Buffer subsystem 

Bit buffers 

Bit buffer unit (BBU) 

Buffer control unit (BCU) 

Accumulation & Dish'ihn­
tion unit (ADU) 

Communication data pro­
cessor (CDP) 

Mass memory unit (MMU) 

Tape stations 

System console (sc) 

Recovery & management 
subsystem (RMS) 

High-speed printer (HSP) 

Number Provided 
Existing Sites/New Sites 

2*/2 

3/3 

3/3 

2/2 

1*/1 

*/15 

1/1 

1/1 

*/1 

Characteristics of Each Unit 

Staticizes one bit of information on input side 
and one on output of full -duplex channel (any 
type). 

Provides housing and logic control for up to 128 
full-duplex bit buffers. 

Provides scanning control, character framing, 
and character assembly for 1':' bit buffer unit. 

Controls up to 125 full-duplex channels provided 
that aggregate traffic does not exceed 127,500 
bauds. Recognizes start and end of message. 
Provides up to four different code oonversions. 
Checks character and block parity. Provides 
automatic repeat of blocks received in error. 

Controls up to four ADU'S. 

Contains 32,000 words of memory, 56 bits/word. 
Memory cycle time: 1.5 ,"s. 

Storag".-'lapacity: 1,290,240 8-bit characters. Ac­
cess time: 33.6 ms (average). Information trans­
fer rate: 500,000 characters/sec. 

Tape speed: 112% in/sec. Information transfer 
rate: 46.8 or 30.4 8-bit characters/sec. Reel ca­
pacity: 2400 ft. 

Displays status of all system units. 

Combined (cycling) display of status of all 
ehannels. 

General-purpose computer; 20,OOO-character (7-
hit.) memory capacity. 

Printing rate: 1000 lines/min. 120 character lines. 
Alphabet: 64 characters. 

* At the existing sites, presently installed hardware will continue to be used. 

in an intercept status. An example of 
such a situation is a subscriber terminal 
that is manned only during office hours, 
and for which unattended operation is 
not desired. Traffic for a subscriber in 
intercept status is sent to an intercept 
magnetic tape and stored there until re­
entered under operator control. 

The major function performed by the 
message processing program is message 
exchange. Message exchange refers to 
the handling of messages from unlike 
subscriber terminals, e.g., from a card 
terminal to a teletype terminal. In the 
case of unlike terminals, the message 
speed (bit rate), code, and format must 
be changed before the message is set to 
its destination. 

Message protection functions are 
needed because the switching center 
is responsible for delivering every mes­
sage received. All incoming messages 
are stored on magnetic tape, so that they 
can be retrieved off-line on the tape 
search unit if required. This history tape 
provides a basis for message recovery in 
the unlikely event that equipment mal­
function might destroy the queue lists or 
in-transit store of messages. At the end 
of each program cycle, a snapshot of sys­
tem status is recorded on the in-transit 
store. In case of failure of one of the 
CDP'S, the standby CDP will read in the 
snapshot and use it as the starting point 
for message processing. This snapshot 
is called the drum ledger and the pro­
gram that uses it to bring the off-line CDP 

into operation IS called the restart 
program. 

Each of the program functions de­
scribed above is being expanded and 
modified to meet new requirements. The 
objective of the reprogramming is to ex­
pand the features provided in the switch­
ing center and at the same time operate 
more rapidly to keep up with the heavier 
traffic load. As a result, the new centers 
will provide the same fast service for 
message traffic as is presently provided 
at the existing centers. 
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COMPUTER-AIDED DESIGN OF 
WAVEGUIDE FILTERS 

This paper describes a comprehensive computer program for the design of 

waveguide bandpass filters. The computer prints out the exact mechanical 
dimensions of the filter, which can be transferred directly to an engineering 

drawing. The printout also provides the electrical network analog, isolation-vs.­

frequency responses, and passband group delay characteristics. The program 
has been exhaustively tested for maximally flat and T chebychev filters contain­

ing 2 to 10 sections. 

DR. N. K. M. CHITRE and M. V. O'DONOVAN, Ldr. 
Microwave Components, Antenna Engineering 

RCA Victor Co., Ltd., Montreal, Canada 

T HE demand for microwave filters has 
grown enormously over the past few 

years, and the waveguide bandpass filter 
has emerged as the most widely used 
structure. Increasing use of large-index, 
wideband, FM systems and the conse­
quent congestion of the frequency spec­
trum have often generated the need for 
filters that meet very stringent specifica­
tions. The program for computer-aided 
design of waveguide bandpass filters 
described in this article was started 
with the following objectives: 1) to 
provide the designer with the exact 
performance data of the filter, 2) to 
take the drudgery out of his work, and 
3) to reduce the lead time between the 
submission of a requirement and the 
production of a satisfactory design. 

DEVELOPMENT CYCLE 

The typical development cycle of a 
filter, sketched in Fig. 1, can be con­
veniently divided into four major areas. 
The initial stage, at which engineering 
intervention is required, transforms the 
input requirement into a format that 
enables the designer to specify the basic 
parameters of the filter by the use of 
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Fig. l-Typiccl 
development cycle 
of c filter. 

various design charts.'" The second 
stage, which is mainly computation, 
synthesizes the electrical analog, i.e., 
the definition of the filter in terms of 
the iris susceptances and the electrical 
lengths of the cavities. The third stage 
of the cycle includes the preparation of 
sketches of the required filter and the 
fabrication and test of a prototype. The 
format of the computer printout is ar­
ranged so that the transfer of dimen­
sions to a standardized sketch of a filter 
is facilitated. The last stage, at which 
designer intervention is really necessary, 
is the evaluation of the predicted and 
measured performance of the filter. The 
decision taken may be: 1) to rej ect the 
filter as unsuitable for the given require­
ment and restart the cycle at stage one, 
2) to make slight modifications to the 
mechanical dimensions of the filter to 
improve its performance and restart at 
stage three, or 3) preferably, to proceed 
with the manufacturing drawings and 
production. 

FILTER REQUIREMENTS AND 
SELECTION OF PARAMETERS 

From the system requirements, the de­
signer can usually extract four basic 
design criteria: 

1) Minimum passband width 
2) \Iaximum reflection coefficient (or 

amplitude ripple) in the passband 
3) Maximum stop-band width 
4) Minimum insertion loss at required 

stop-band width. 

A frequency transformation is neces­
sary to convert the bandpass filter fre­
quencies centered on I. to normalized 
low-pass prototype frequencies.' A mul­
titude of graphs and monograms are 
available"" to aid in the selection of 
filter parameters in terms of the normal­
ized frequency response of low-pass 
prototype filters. 

Since an infinity of filter designs can 
satisfy the four basic requirements, a 
further criterion has to be introduced. 
This could be the minimum passband 
loss, small group delay, or minimum 
number of cavities (and thus the cost) . 

Based on the above considerations, 
three parameters are selected which 
completely specify a low-pass prototype 
filter possessing a passband of 1 rad/ sec. 

1) Type of filter: maximally flat or equal­
ripple Tchebychev 

2) Number of sections: n 
3) Reflection coefficient in passband: R 

in dB 

The use of reflection coefficient R in 
preference to the commonly used ampli­
tude ripple Am for Tchebychev filters or 
the half-power points for the maximally 
flat filter has the advantage of a uniform 
descri ption regardless of filter type.' 

To convert to a waveguide bandpass 
filter, two more parameters are needed: 

4) Waveguide size 
5) Design passband width. (The design 

passband can be wider than the re­
quired passband, since the designer 
has a certain amount of freedom in 
specifying this parameter while still 
meeting the other requirements_) 

The five parameters listed above pro­
vide the basic input data to the computer. 

COMPUTER SUBPROGRAMS 

The following paragraphs describe the 
various subprograms that constitute a 
typical computing procedure. The sub­
programs may be divided into three 
categories: 1) synthesis of an electrical 
analogue, 2) prediction of the filter be­
havior, and 3) conversion to mechanical 
dimensions. Wherever known techniques 
are used, only brief descriptions and 
reference to original literature are given. 

Synthesis of the Electrical Analog 

There are two stages in the electrical 
design procedure. In the initial stage, 
the low-pass prototype filter is synthe­
sized from the first three in puts listed 
above. The low-pass prototype is then 
transformed to a direct-coupled wave­
guide bandpass filter with the desired 



passband. This procedure was first de­
scribed by Cohn,3 and a complete set of 
equations are available.' 

Low-Poss Prototype Subprogram 

This subprogram consists of the basic 
equations given in Ref. 4 suitably modi­
fied to permit a uniform description of 
all filters in terms of their return-loss 
bandwidth. Although tables of low-pass 
prototype elements for maximally flat 
and Tchebychev filters are available, 
this subprogram was included to reduce 
the input data and to give the designer 
more flexibility in his choice of pass­
band characteristics. 

Electrical Analog Subprogram 

The input data to this subprogram con­
sists of the waveguide size, the' frequen­
cies defining the passband width, and 
the low-pass prototype elements calcu­
lated in the previous subprogram. 

The electrical analog consists of (n 
+ 1) normalized shunt susceptances 
designated b, to bn +" and n line lengths 
in radians, both being evaluated at FR, 
the center frequency of the filter. This 
is defined, and computed, as the fre­
quency at which the guide wavelength 
is the arithmetic mean of the guide 
wavelengths at the passband edges. 

Fig. 2-Normalized susceptance of inductive 
irises in rectangular waveguide at I = 1.44 fe. 
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PREDICTION OF FILTER BEHAVIOR 
Insertion Loss vs Frequency Response 

The historical origin of this program 
was the prediction of insertion loss over 
a very wide frequency range where the 
standard frequency transformationsl

-
3 

give erroneous results. This method, 
which consists of evaluating the total 
transfer matrix of the filter at each indi­
vidual frequency, is possible only be­
cause of the speed and ability of mod­
ern digital computers to handle large 
numbers. The heart of the program 
is a matrix multiplication loop which 
sequentially multiplies individual trans­
fer matrices of shunt-susceptances and 
line lengths in the proper order. 

Starting with the electrical analog, 
where the values of the shunt suscep­
tances and line lengths- are given at FR, 
the center frequency, the program first 
computes their values at the frequency 
of interest. For the line lengths this in­
volves a simple multiplication by the 
ratio of guide wavelength at F to that at 
FR. For the susceptances, however, 
some assumption about their frequency 
variation has to be made. An assumption 
that is frequently, but not excl~sively, 
used in this program is that the suscep­
tances vary linearly with the guide 
wavelength." This assumption involves 
the division of each susceptance by the 
above ratio. 

The program forms the individual 
transfer matrices of the susceptances and 
line lengths and multiplies them to get 
the total transfer matrix of the filter. 
The evaluation of the insertion loss then 
follows.' 

This program is keyed to compute and 
print out the insertion loss between any 
two designated frequencies with a speci­
fied frequency interval. 

Group Delay vs Frequency.Response 

A knowledge of the group delay contri­
bution of microwave filters is often 
mandatory in applications involving 
high-quality satellite or earthbound com­
munication systems. This subprogram 
accepts the low-pass prototype elements 
computed previously and computes the 
phase, absolute group delay, and relative 
group "Jelay of the prototype using the 
equations given in Ref. 5. A suitable 
frequency transformation is employed to 
convert these quantities to those of the 
required bandpass waveguide filter. 

Conversion to Mechanical Dimensions 

The real success of this program has 
been in its ability to convert the elec­
trical analog, which is exact within the 
bounds of its assumptions, to its mechan­
ical equivalent. 

The first step is to convert the elec-
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trical line lengths to cavity lengths in 
inches by the use of the formula 

(1) 

where (j if is the electrical and Iii is the 
mechanical length of the ith cavity be­
tween the centers of the shunt irises. A 
2.5% shortening of the cavity lengths is 
introduced so that the filter tunes slightly 
higher in frequency and can be brought 
down to the required frequency by slight 
insertion of a capacitive tuning screw. 

To convert the shunt susceptances into 
iris dimensions has always been a major 
stumbling block because the susceptance 
is a function of both iris dimension and 
frequency. The frequency parameter is 
eliminated by converting the required 
susceptances to normalized susceptance 
values at a standardized frequency. The 
curve relating the logarithm of the nor­
malized susceptance to the normalized 
iris width can be approximated very 
closely by segments of straight lines. 
(The derivation of this procedure is 
described in subsequent paragraphs.) 
This empirical relationship is stored in 
the computer memory and the computer 
interpolates on the appropriate straight 
lines to give the normalized iris· widths. 

Lastly, to conform with standard draft­
ing procedures, the computer performs 
a simple arithmetic operation to relate 
the dimension of each cavity and the lo­
cation of each iris to the center of the 
filter. This is then printed out in a 
format that can be transferred to a 
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standardized filter sketch, which can be 
sent out for manufacture. 

COMPUTING THE OBSTACLE DIMENSIONS 
Conventional Methods 

It is possible to calculate the obstacle 
dimensions for some configurations of 
inductive iris, but this method is inac­
curate since a number of empirical cor­
rection factors have to be included in the 
theoretical formulae. Accurate formulae 
have been derived by Marcuvitz· for the 
case of the inductive post, but this type 
of obstacle is not suitable for narrow­
band filters since large values of sus­
ceptance cannot be realized. Another 
method of attacking the problem is to 
measure experimentally the susceptance 
of a number of irises at the center fre­
quency of the desired filter design. The 
design curve plotted from the measured 
data can then be used to determine the 
required iris dimensions. Irrespective of 
whether a theoretical or empirical ap· 
proach is adopted, a number of experi­
mental models are usually required 
before an acceptable design is evolved. 

Derivation of an Accurate 
Transformation Technique 

A flat metal slab, centrally located in 

the waveguide (Fig. 2) was chosen as 
the most suitable obstacle configuration. 
It has the merit of simplicity, and filters 
using this type of obstacle are less ex­
pensive to manufacture than most others. 

The first stage in the derivation was 
empirical. Obstacle susceptances were 
measured experimentally in WR137 
waveguide, at 10 different frequencies 
over a band of 500 MHz centered on 
6.175 GHz. 

Wherever possible more than one ex­
perimental technique was used in the 
measurement of each obstacle. The ob­
stacle thickness was kept constant and 
the width varied to ensure a wide spread 
of susceptances (4 to 240). The meas­
ured susceptances of each obstacle were 
plotted as a fun~tion of guide wa:e­
length, and in each case the results Ill­

dicated that the points should lie in a 
straight line. 

Theoretically, it is sufficient to know 
the susceptance at one frequency; the 
susceptance at all other frequencies can 
be found from the relationship 

Au 
B=B,-

Au' 
where Au, = guide wavelength 

quency t, 

(2) 
at fre-

Fig. 3-Computer printout dota for narrow-bond filter. 

Input Data 
Type of filter 
N umber of sections, n 
Return loss in passband, R 
Cutoff freq. of waveguide, Fe 
Edges of passband, F R1 

FR2 
Insertion loss printout from Fl 

to F2 
in steps of 

and from F1 
to F2 

in steps of 

Electrical Analog 

Tchebychev 
5 
-34.00 dB 
2576.86 MHz 
3807.00 MHz 
3843.00 MHz 
3725.00 MHz 
3805.00 MHz 

10.00 MHz 
3845.00 MHz 
3925.00 MHz 

10.00 MHz 

I ntermediate Design Data 
Arithm.etic center of passband, Fo 
Width of passband, del! 
Design center of passband, F R 
Guide wavelength at FR, inches 
Loaded Q of filter, Q 
Guide width, inches 
Obstacle thickness, inches 

3825.00 
36.00 

3824.81 
4.18 

106.27 
2.290 
0.107 

Suscep­
tance 
atFR 

N ann. Electrical 
Mechanical 
Equivalent 

Susceptance Length of Obstacle Cavity Dimensions for Sketch (inches) 

(B) 
at 1.437 FC Cavity at F R 
(B Noml) (Theta Radians) 

Width Length 
(Inches) (Inches) 

Waveguide WR229, Flange CMR2'29 
Cl 1.055 Tl 2.106 WI 1.044 

- 4.431 - 4.718 0.000 
-30.499 -32.474 2.897 
-46.701 -49.725 3.087 
-46.701 -49.725 3.099 
-30.499 -32.474 3.087 
- 4.431 - 4.718 2.897 

Frequency Response vs .. 
Insertion Loss 

Fl'eq uency Insertion Loss 
(MHz) (dB) 
3725.00 66.82 
3735.00 61.87 
3745.00 56.34 
3755.00 50.07 
3765.00 42.79 
3775.00 34.10 
3785.00 23.20 
3795.00 8.80 
3805.00 0.06 
3845.00 0.05 
3855.00 7.94 
3865.00 21.44 
3875.00 31.64 
3885.00 39.68 
3895.00 46.32 
3905.00 51.97 
3915.00 56.89 
3925.00 61.23 

0.301 0.000 
0.930 1.979 

C2 3.157 T2 4.147 W2 0.930 

1.044 2.102 
C3 5.136 T3 0.000 W3 0.301 

1.044 2.110 
T 0.107 A 0.834 L 13.404 

0.930 2.102 
0.301 1.979 

Group Delay vs. Frequency Response 

Frequency 
(MHz) 
3807.00 
3808.80 
3810.60 
3812.40 
3814.20 
3816.00 
3817.80 
3819.60 
3821.40 
3823.20 
3825.00 
3826.80 
3828.60 
3830.40 
3833.20 
3834.00 
3835.80 
3837.60 
3839.40 
3841.20 
3843.00 

Phase 
, . .kDegrees) 

-150.806 
-132.921 
-116.158 
-100.165 
- 84.740 
- 69.757 
- 55.121 
- 40.749 
- 26.566 
- 12.509 

1.475 
15.435 
29.418 
43.477 
57.675 
72.08e 
86.771 

101.832 
117.381 
133.599 
150.803 

Absolute Group 
Delay T 

(N anoseconds) 
28.731 
26.618 
25.208 
24.204 
23.436 
22.832 
22.363 
22.015 
21.775 
21.624 
21.551 
21.548 
21.623 
21.786 
22.052 
22.430 
22.932 
23.583 
24.451 
25.686 
27.541 

Relative Group 
DelayT-TO 

(Nanoseconds) 
7.176 
5.063 
3.653 
2.649 
1.881 
1.277 
0.808 
0.460 
0.220 
0.069 

-0.004 
-0.007 

0.068 
0.231 
0.497 
0.875 
1.377 
2.028 
2.896 
4.131 
5.986 

Ag = guide wavelength at fre­
= quency f 

B, = susceptance at t, 
B = susceptance at t 

The straight lines that best fit each set 
of experimental points may not obey that 
law. To find the straight line that fits 
each set of data, the technique of fitting 
a line of regression by the least-square­
error criterion was adopted. It was 
found that the slope of each straight line 
derived, using the above technique, dif­
fered slightly from that of the ideal re­
lationship of equation (2). The diver­
gence, however, is so small that the error 
introduced by ignoring it is less than 2% 
over a large portion of the usable wave­
guide band. 

It was decided, therefore, to use the 
relationship of equation (2) to trans­
form the required susceptance to 
the normalized susceptance. Normalized 
susceptance is defined as the susceptance 
at 1.437 times the frequency of cutoff. 

The choice of the reference frequency 
for normalized susceptance is governed 
by the fact that all measurements were 
carried in a band of frequencies centered 
on 6175 MHz in WR137. The graph re­
lating the logarithm of the normalized 
susceptance to the ratio of obstacle width 
to waveguide width can be represented 
by a number of straight lines (Fig. 2). 
Perusal of this graph shows that its slope 
changes only at very large and very small 
values of susceptance. The maximum 
error introduced through approximating 
the curve by segments of straight lines 
is less than 1 % for values of susceptance 
between 5 and 200. 

EXAMPLE OF THE FILTERS DESIGNED 
BY THE COMPUTER PROGRAM 

Two specific examples, chosen for their 
diversity in size and electrical specifica­
tions, are provided to demonstrate the 
versatility and accuracy of the program. 
In both cases the computer-derived di­
mensions were transferred directly to a 
standardized sketch, one example of 
which is shown in Fig. 4. It was not 
necessary to adjust the mechanicaldi­
mensions, and in neither case was the 
penetration of coupling or tuning screws 
greater than one-tenth inch. (These 
screws are really necessary to take up 
the tolerances of manufacture.) 

The first example is a narrow-band 
filter required to pass a communications 
carrier in a 4-GHz high-quality micro­
wave relay link. The second filter was 
designed as part of a satellite study and 
was required to split the common carrier 
band at 6 GHz into two halves, calling 
for an extremely wide-band filter with 
steep skirts. In both cases, the initial 
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Fig. 6-Response of WR-137 ten-cavity band­
pass filter. 

requirements were reduced to the fol­
lowing inputs to the computer program. 

40Hz 60Hz 
No. Input Narrow band Wide band 

Type of filter Tchebychev Tchebychev 
equal ripple equal ripple 

Number of sections 5 10 
Reflection coeff. in -34 dB -16.6 dB 
passband (dB) 

4 Cutoff freq. of 2577 MHz 4300.9 MHz 
waveguide (WR229) (WRI37) 
Edges of passband: 

from 3807 MHz 5919.50 MHz 
to 3843 MHz 6160.50 MHz 

The computer printout for the narrow­
band filter is given in Fig. 3. The model­
shop sketch shown in Fig. 4 is the 
standard sketch for odd numbers of sec­
tions. A second sketch is necessary for 
filters with an even number of sections, 
since Tchebychev filters of this type are 
not symmetrical about the center line. 

Figs. 5 and 6 compare the predicted 
and measured characteristics of the two 

Fig. 4-Model-shop 
sketch of filter having 
odd number of sections. 

I FILTER CODE; TCHEB - 5 -34 -36-3825 

CI 1-055 Ti 2·106 WI 1-044 

C2 3'157 T2 4'147 W2 0·930 

C5 5·.36 15 W5 0-30 I 

C4 T4 W4 
C~ H W~ 

C6 W6 

filters and show how closely the filters 
meet their design requirements. Fig. 7 
shows a photograph of the lO-cavity 
wide-band filter that was the engineering 
model, the prototype, and the final de­
sign all in one. 

CONCLUSION 

The drudgery normally associated with 
the calculations of the electrical analog 
has been virtually eliminated. The time­
and money-consuming aspects of filter 
design, however, have always been the 
internal recycling within the develop­
ment cycle, leading to the fabrication 
and testing of a number of experimental 
models. The major achievement of the 
program has been to dispense, in most 
cases, with the need for more than one 
prototype. This is mainly due to the 
subprogram which transforms the elec­
trical analog into exact mechanical di­
mensions. Another area of improve­
ment is the accurate prediction of both 
the insertion-loss-vs-frequency and pass­
band-group-delay responses. These char­
acteristics, included in the printout, 
enable the designer to rej ect, if 
necessary, the proposed filter prior to 
fabrication and testing. 
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Fig. 5-Response of WR-229 five-covity band­
pass filter. 

Separate subprograms were compiled 
for each stage of the design procedure 
wherever possible to ensure that the 
overall program and individual sub­
programs can be adapted and added to 
without difficulty. The program has been 
exhaustively tested in different sizes of 
waveguide. In every case there was close 
agreement between the predicted and 
measured characteristics. 
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The effects of possible failures of individual solar cells on total array 
power output has been studied by the Space Power Group at AED_ 
The predominant failure mode proved to be open cells, although 
the number of actual failures observed was very small (the effect 
of one open cell in one hundred is a power loss of over one percent) . 
Paralleling does little to protect arrays, and the small amount of 
protection gained must be traded off against increases in weight, 
cost, and the potential loss of reliability. 

In the simple network shown in Fig. 1, components are connected 
into several series strings as common output terminals, similar to 
cells in a solar array. Identical resistive components are used in 
Fig. 1 for subsequent illustrative purposes. 

EFFECTS OF PARALLELING 

To mInImIze effects of individual failures, components are inter­
paralleled at intermediate levels so that no two components are di­
rectly in series or in parallel with each other, and the effects of 
either opening or shorting anyone are minimized. Such a network 
offers protection when linear components are used, but not when 
such components are replaced with nonlinear components such as 
solar cells. Paralleling components together using this or any other 
method is primarily a safeguard against failures in the open mode. 

In contrast, when a component shorts out, perturbation intro­
duced by the short is amplified; see the network of Fig. 1 where a 
certain fixed resistance is maintained between terminals O-G, de­
spite individual component failure_ 

1) Network of Fig. 1, with no paralleling at "in-between" levels 
Change in total resistance due to any Al11e resistor "R" 
open _ ....................... _ ............ _ ...... +20'0/0 
Change in total resistance due and anyone resistor "R" 
shorted _ ........................................ -2.3'0/0 

2) Network of Fig_ 1 with paralleling 
Change due to anyone open R ........ _ .. _ ......... +4.20/0 
Change due to anyone shorted R .................. -4_20/0 

Considering both modes of failure equally probable, it does pay 
to interparallel to some extent. Two questions arise: first, what is 
the probability of a solar cell shorting out in the sense of placing a 
short circuit across cell terminals; and second, would solar cells 
behave as resistors? 

A cell in a solar array is considered very unlikely to short out; 
earlier theories concerning micrometeorites causing full or partial 

shorts have been all but abandoned; no cells have failed in the 
short-circuit mode in tests at AED. The infrequent cell failures 
affecting circuit continuity were of the open-cell mode. Thus, one 
concludes that required protection should minimize the effects of 
open, rather than shorted cells; therefore, the more cells paralleled 
together, the better. 

To test Nimbus modules, 33 modules of ten cells in parallel were 
connected in series and illuminated. One of the modules was picked 
at random, and cells were progressively removed from that module; 
the characteristic I-Y curve was plotted before and after removal. 
Although ultimate protection was employed by paralleling at indi­
vidual cell levels, the removal of each cell reduced the current out­
put of the total circuit by roughly 10'0/0, just as though a like num­
ber of cells were removed from each of the remaining modules. The 
disproportionate dropoff in output power is explained in the 
following way. 

The plot of Fig. 2 shows the measured I-Y characteristics, both 
1st and 2nd quadrant, of a single 2- x 2-cm solar cell of the type 
used in Nimbus; a plot for 5 and 8 cells was constructed by adding 
the ordinates of the graph. A plot of the I-Y characteristic of a cir­
cuit of 32 ten-cell modules connected in series is shown in Fig. 3. 

When two cells are removed in the ten-cell module, its I-Y would 
be as the top curve in Fig. 2; if the resultant eight-cell module were 
connected in series with the 32 ten-cell modules, the resultant I-Y is 
obtained by algebraic addition of the two voltages at a fixed current 
over the entire current range. The result, shown in Fig. 3 as the 
upper dotted curve, represents the total I-Y of a circuit of 33 ten­
cell modules where two cells are open in anyone module. The 

1.0 

09 
__ 0.8 .. 
~ 0.7 

R R 

R 

R 

.' R R CONNECTED TO b 

e' 
R CONNECTED TO c 

Fig. l-Network using interpar­
alleled resistive components. 

N PARALLEL 

'" i 0.6 
r-

~ 0.5 ... 
~ 0.4 
a: § 0.3 

() 0.2 

0.1 

o 
-16 

5 CELLS IN PARALLEL 

APPROXIMATE MEASURED 2nd QUADRANT I-V OF ONE CELL 

-14 -12 -10 -8 -6 -4 -2 oj-I 
WORKING-VOLTAGE RANGE--j r­

REVERSE VOLTAGE (VOLTS) 

Fig. 2-First and second quadrant characteristics 
of NIMBUS 2- x 2-cm solar cells. (lse normalized 
to 0.1.) 

1.1 r--o~~~-.----r-~~~-r-~""~-,----, 

1.0 t--------=_ 
0.9 ---_ 

0.8 

~ 0.7 

~ 0.6 ----1£.E:::..~~ 
~ 0.5 soU') 

M ~~ 
0.3 :30~ 
0.2 20 ~ 
01 to ei 
o 0~--'--'--'---:-~..L.~~:':-'--'~~¥Er1 0 .. 

VOLTS 

Fig. 3-Approximate characteristics of lO-cell 
NIMBUS modules at about 40° C. (I" normalized 
to 1.0.) 



lower dotted curve is the total I·V where five cells are removed. The 
percent of current loss is also plotted in Fig. 3 as a function of 
circuit voltage. 

Examination of Fig. 3 reveals that if the 2nd quadrant charac· 
teristics of solar cells tend to remain flat instead of slowly rising as 
reverse voltage across the cells is increased (Fig. 2), the percent 
of current loss reaches a slightly higher peak value, and continues 
at that value rather than decreasing as the working voltage of the 
cell goes lower (Fig. 3). It is possible that in outer space environ· 
ment, where humidity does not exist and surface conductivity is 
low, such flattening would occur. Nevertheless, Fig. 3 can be used 
to indicate what might be gained by interparalleling; thus, the 
curves shown must be compared to a straight current drop at all 
voltages, say 200/0 for two open cells, 50% for five, and so on, just 
as though no paralleling connections were used. If the 33·module 
curve of Fig. 3 represented an array, in actual practice it would 
most likely be operated between 7 and 13 volts to achieve relatively 
effioient operation over the temperature range likely to be 
encountered. 

Inability of paralleling to adequately protect arrays can be ex· 
plained theoretically by considering a solar cell as a highly non· 
linear resistor. Resistance of a lunar orbiter (LO) cell, for example, 
at 25 0 C, is defined approximately by the functions 

dv 0.06 
- 1.12 e-l7V X 10' 

di - 0.122 - i 
At maximum power, or at roughly 0.46 volt, the cell resistance is 
about 5 ohms. Assume this cell as part of a string of other cells 
paralleled in a manner similar to that of the 33·module experiment; 
when one cell is "open," the paralleled cells attempt to absorb the 
difference current. A mere 5% rise in cell current doubles the 5· 
ohm resistance, tending to reduce the cell voltage by one·half. By 
contrast, if cells were linear resistors, the change in voltage drop 
would be essentially negligible. In practice, LO cells are operated 
at about 0.3 volt; at this voltage, the +25 0 C cell has a resistance 
of 70 ohms and would more than double with a current rise of less 
than one·half percent. 

Cells in parallel with an open cell generally pass far less added 
current than the gross amount lost due to one "open," and in so 
doing reduce the current flow of an entire string. Improvement of 
paralleling over that of straight series operation is slight, except 
when a very large number of cells are paralled together; in this 
case, the per·cell share of added current would be very small when 
one cell is open, and only when the cell is operated near maximum 
power. A solar cell is a relatively fixed·current generator and, unlike 
a resistor, will not allow passage of any substantial amount of addi· 
tional current through itself without a disproportionately large 
voltage drop. 

CONCLUSIONS 
The removal of one, two, or niore cells in the 33·module circuit has 
the approximate effect of removing a like number of cells in each 
of the modules placed in the series circuit. This suggests that if 
more than one open cell occurred at random, the effect of a second 
open cell occurring in another module would be negligible, pro· 
vided that paralleling connections were used. The limited test data 
available indicates that the probability of occurrence of more than 
one open cell in a series string is small, even if the string involves 
a significent fraction of all the cells in the array. However, the loss 
due to the first open cell would still not be adequately covered. 

Paralleling all cells together (possible only in oriented arrays) 
would make the added per·cell current small (assuming that the 
array is very large), and would greatly reduce the effect-G£ all sub· 
sequent random "opens." But if any intercell connections or wiring 
shorted to the substrate for any reason, the effect would be disastrous. 

The problem of large voltage drop across an open cell can be 
solved by placing diodes in parallel with each module, either ex· 
ternally or as an integral part of the package. Although this 
approach 'creates other problems, the diodes will hold the voltage 
drop to a reasonable value and will provide continuity. Solar·cell 
circuits constructed of such modules would function much like 
linear ones, and losses due to open cells would be greatly minimized. 
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For many applications of directional microwave antennas, the beam 
pattern in the vertical plane must have a specified shape. Such 
patterns can be achieved by a suitably shaped reflector fed by a 
horn. However, the specification of a surface to give a desired 
pattern is often difficult. Since the problem frequently does not 
lend itself to a straightforward analytical solution, the practice has 

.been to determine the surface configuration on a scaled·down model 
by semiempirical or cut·and.try methods. Such methods are both 
time consuming and expensive. 

Significantly, the Applied Mathematics Group at the David 
Sarnoff Research Center has developed a computer program for the 
RCA 601 by means of which the contours of a complex antenna 
surface can be generated and its radiation pattern calculated. This 
program, developed to assist an M&SR group at Moorestown in the 
design of a radar antenna for the Air Force, consists of two parts. 
The first part is a system for approximating a surface that will come 
close to giving the desired radiation pattern. The second part 
enables the accurate calculation of virtually all operating charac· 
teristics of an antenna having the surface contours generated in 
part one. These characteristics include not only the radiation pat· 
tern, but also such important parameters as the gain of the antenna, 
amplitude of cross· polarized components of radiation, and contours 
of constant current density on the reflector surface. When the last· 
named characteristic is known, it may be possible to reduce the 
reflector size by eliminating regions contributing little to the total 
pattern. 

The beam of the Air Force antenna was to have a cosecant· 
squared pattern in the vertical plane. A series of curves specifying 
the antenna contours in vertical cross section were generated by 
the computer. Calculations showed that this antenna should meet 
all performance requirements of the Air Force. Using the computer· 
generated curves, a scaled·down model of the antenna was con· 
structed at Moorestown (Fig. 1). Experimental measurements of the 
characteristics of the antenna showed excellent agreement with the 
calculated values. For example, the measured gain (30 dB) was 
within about 1;2 dB of the calculated value. 

Significant savings in time and manpower were achieved by this 
cooperative effort. Furthermore, since the area of the final antenna 
will be considerably less than 'that thought necessary to achieve the 
gain specified by the Air Force, the cost and complexity of manu· 
facture will be reduced, and transportation and wind· loading 
problems will be alleviated. The programs developed in designing 
this antenna will be useful in the design of similar antennas. 

Fig. l-Antenna model developed from computer.generated curves. 
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This engineering note describes an oscillator whose frequency and 
phase are determined by a reference signal (Fig. 1). 

When no reference signal is applied to the input of the phase 
discriminator, its output is such as to maintain the npn transistor, 
Q1, nonconductive. With Q1 nonconductive, capacitor C1 charges 
at a rate determined by resistors R1 and R2. The voltage across 
capacitor C1 is applied to the emitter of the double·base diode 
(unijunction transistor), Q2: when the voltage becomes high enough, 
Q2 becomes conductive and rapidly discharges C1. The 'process is 
repetitive and results in a saw·toothed voltage appearIng across 
capacitor C1. This voltage is applied as a reverse bias to voltage 
variable capacitance diodes, CR1 and CR2, which are a part of the 
oscillator tuning circuit, and results in the oscillator frequency 
sweep. 

When a reference signal is app~ied to the input of the phase dis· 
criminator, at a certain value of the sweeping voltage the oscillator 

~--?----.--o + 

Fig. I-Circuil diagram of ascillalor. 

and the reference signals will be in such a phase relationship to each 
other that a positive voltage output will be produced by the phase 
discriminator. This will a) render QI conductive, lowering its col· 
lector voltage below the breakdown point of Q2 and thus effectively 
stopping the sweep, and b) maintain a phase·lock condition via 
CRg, CR4, Rg , R4 , R", Cg and C4 feedback loop. 

In summary, the oscillator is swept in frequency by the. sweep 
voltage produced by the charging and discharging of capacitor CI 
when no reference signal is applied to the discriminator. When a 
reference signal is applied to the phase discriminator, the sweep 
voltage is stopped and the oscillator is locked in at the same fre· 
quency as the reference signal and at a predetermined phase rela· 
tion. The oscillator then tracks the frequency and phase of the 
reference signal within the tuning range of voltage variable capaci· 
tance diodes CR1 and CR2 for a given sweep excursion across 
capacitor CI. 
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The subminiature, multi pin connector is the most frequently used 
type of connector in the spacecraft industry. It has been in use for 
almost two decades, and for almost two decades there has been the 
problem of extracting a connector from its mate without damage to 
the connector, adjacell.t harnessing, or hardware. 

Although functionally excellent (being sound, light in weight, 
and occupying little space), the subminiature, multi pin connector is 
subject to manhandling during insertion and removal; this is es· 
pecially true of the 37· and 50·pin connectors. The standard con­
nector in a typical spacecraft communications system must be 
engaged and disengaged for testing numerous times and must 
remain reliable. One damaged contact pin can result in intermittent 
operation, resulting in hours of testing and repair. 

The disengaging of connectors becomes particularly difficult when 
they are nested among several black boxes and access is difficult. 
This situation tempts the technician to disengage the connector by 
pulling on the connector cable or by prying with a screwdriver, 
inevitably leading to damage of the equipment. Damage to the 
connector is not entirely the fault of the test engineer or technician; 
the difficulty of separating the connector is the problem. The need 
to remedy the problem resulted in a development program that 
supplied the spacecraft industry with long-needed tools. 

Three distinct types of disconnect tools were developed for use 
with rectangular miniature connectors. These tools were mass­
produced and used, with excellent results, at the Astro-Electronics 
Division on several space programs, including TIRos, Ranger, and 
Relay. Although these tools have been used mainly for space equip­
ment, there are many other types of equipment in which multipin 
connectors are used in almost inaccessible locations. Some of the 
advantages of these tools are: 

1) A quick, clean separation of mating connectors 
2) Elimination of the need for a rocking lllotion to extract con· 

nectors (often a cause of bending of connector pins) 
3) A substantial reduction of the force required for extraction of 

the connectors 
4) Elimination of the need to pry connector mating flanges with 

screwdrivers 
5) Elimination of the need to pull on connector harnesses. 

The method of separation is essentially the same for each of the 
three tools discusssed: the tool is applied between the flanges of 
the mating connectors, which are separated quickly and cleanly by 
a suitable motio'n. The three types of tools are: single push·pull 
(Fig. 1), plier (Fig. 2), and push-pull (Fig. 3). All these tools 
perform the same function: the application depends upon the acces­
sibility of the connector and the location of the adjacent parts. 

The single push. pull, the first tool developed, is useful in disen­
gaging relatively inaccessible connectors. These tools are used in 
pairs (Fig. 1) ; the ears of the tools are placed between the flanges 
of the mated connectors and a simple squeezing motion applies a 
linear force to separate the connectors. These tools were extremely 
useful on the Ranger and Relay spacecraft programs, where com­
plex structures made it difficult to reach the connectors. Use of the 
single push-pull tools increased system reliability by avoiding dam­
age due to mishandling during integration and test. 

The plier.type tool permits the removal of a connector with one 
hand tool. Where space permits its use, this tool will remove con­
nectors quicker than the single push·pull tool. Shaped like a pair 
of pliers (Fig. 2), it has a wedge-shaped molded-nylon anvil on each 
jaw. These anvils, retained by a screw and a spring, are self­
aligning. When the anvils are wedged between the flanges of mating 
connectors, a force sufficient to crack a walnut separates the con­
nectors. This technique was discovered when it was noted that a 
metal rod pressed against the mating connector flanges caused the 
connectors to separate: nylon is used for the anvils because it is 
softer than metal and provides a smoother wedging action. A minor 
disadvantage of the plier is that it can produce a slight cocking of 
the connectors during separation; this is not detrimental, although 
it may be objectionable to some users. 

The push-pull tool (Fig. 3) is used to extract a connector in an 
easily accessible location where the hand and tool will readily fit. 
An ideal application for this tool is in a rack where connectors are 
stacked, or in a spacecraft, such as TIRos, where connectors are in 
a horizontal plane. An advantage of this tool is that with one motion 
it can be easily adjusted for the width of the connector. The ears 
of the tool are placed between the flanges of the mated connectors 
(as with the single push· pull tool), and a retaining spring holds the 
ears against the connector. This tool applies an equal extraction 
force on each side of the connector, thus preventing cocking of the 
connector during removal. 

Proper placement of connectors during design will permit the use 
of the appropriate tool for connector removal and replacement, 
resulting in less rework, greater reliability, and cost savings. 

Fig. I-Single push-pull 
1001. 

Fig. 2-Plier.lype 1001. Fig. 3-Push-pull to. 

~ 
I 



PEN and 

COMPREHENSIVE SUBJECT-AUTHOR INDEX 

to 
RECENT RCA TECHNICAL PAPERS 

Both published papers and verbal presentations are indexed. To obtain a published 
paper, borrow the journal in which it appears from your library, or write or call the 
author for a reprint. For information on unpublished verbal presentations, write or call 
the author. (The author's RCA Division appears parenthetically after his name in the 
subject-index entry.) For additional assistance in locating RCA technical literature, 
contact: RCA Staff Technical Publications. Bldg. 2-8. RCA. Camden. N. J. (Ext. 
PC-4018). 

This index is prepared from listings provided bimonthly by RCA Division Technical 
Publications Administrators and Editorial Representatives-who should be contacted 
concerning errors or omissions (see inside back cover). 

Subject index categories are based upon the Thesaurus of Engineering Terms, 
Engineers Joint Council, N. Y., 1st Ed., May 1964. 

SUBJECT INDEX 

Titles of papers are permuted where necessary 
to bring significant keyword (s I to the left for 
easier scanning. Authors' division appears 
parenthetically after his name. 

AMPLIFICATION 

LOW-NOISE Amplifiers-B. S. Perlman 
(CSD, Cam.) Univ. Lecture Series, Pratt 
Inst., May 1965 

ANTENNAS 

ANTENNA DRIVES for Space Missions~W. W. 
Carter (MSR, Mrstn.) AGMA Aerospace 
Gearing Comm. Mtg., Winterpark, Fla., 
Mar. I, 1966 
TELEVISION Antenna Systems Performance and 
Measurement-H. E. Gihring, M. S. Siukola 
(BCD, Gibbsboro) Broadcast Management 
Eng .• Feb. 1966 

CHECKOUT 
(& Maintenance) 

COMPILER SOURCE LANGUAGE lor Test Equip­
ment, Simple User-Oriented-B. H. Scheff 
(ASD, Burl.) ACM Communications, Apr. 
1966 

CIRCUITS, INTEGRATED 

ANALOG Integrated-Circuit Analysis-B. J. 
Tilley (RCA Ltd., Montreal) Canadian 
Aeronautical and Space Institute, Mar. 10, 
1966 
INTEGRATED ELECTRONICS, RCA's Future in 
-c. P. Smith (Labs, Pr.) RCA Advertising 
Managers Mtg., Nassau Inn, Princeton, N.J., 
Apr. 13, 1966 
MOS Integrated Circuits-R. D. Lohman 
(ECD, Som.) Semiconductor Products, Mar. 
1966 

CIRCUITS, PACKAGED 

PRINTED CIRCUIT Design, New Twist in-M. I. 
Arbogast (CSD, Cam.) Assembly Engineer­
ing, Vol. 9, No.4, Apr. 1966 

COMMUNICATION, DIGITAL 
(equipment & techniques) 

DIGITAL COMMUNICATIONS System, Low­
Power Long-Range-J. G. Arnold, D. M. 
Chauvin, J. C. Johnson, J. K. Oliver, Jr. 
(CSD, Tucson) RCA Review, Vol. XXVII, 
No. I, Mar. 1966 
(DIGITAL TV): The Improved Gray Scale and 
the Coarse-Fine PCM Systems: Two New 
Digital-TV Bandwidth-Reduction Techniques­
W. T. Bisignani, G. T. Richards, J. W., 
Whelan (AED, Pr.) IEEE Proc., Mar. 1966 

COMMUNICATIONS COMPONENTS 
(equipment subsystems I 

COMPONENT PROBLEMS in a Microwave 
Deep-Space Communications System-W. T. 
Patton (DEP-MSR, Mrstn.) & A. B. Glenn 
(SEER, Mrstn.) 1966 Winter Convention on 
Aerospace and Electronic Systems, Feb. 2, 
1966; Coni. Proc. 
MODULATOR, An Electronic Delay-E. C. Fox 
(Labs, Pr.) IEEE Trans. on Audio, Vol. 
AU-13, No.4, July-Aug. 1965 
OSCILLATOR (Voltage-Controlled) Using a 
Standard Integrated Circuit-A. Walker 
(RCA Ltd., Montreal) Electronic Engineer· 
ing, Vol. 38, No. 455, Jan. 1966 
PCM TELEMETRY DECOMMUTATOR, Applica­
tion of General-Purpose Computer Techniques 
to the Design of a Programmable-D. J. Her· 
man, J. O. Horsley (MSR, Mrstn.) 3rd 
Space Congress, Cocoa Beach, Fla., Mar. 7, 
1966; Coni. Proc. 
POWER SPLITTER, A Compact Wideband Strip­
Transmission-Line~L. M. Zappulla, D. J. 
Blattner (ECD, Pr.) Electronic Communi­
cator, March-Apr. 1966 

COMMUNICATIONS SYSTEMS 

FACSIMILE Art Advpncements During 1965-
W. H. Bliss (AED, Pr.) IEEE IntI. Conven­
tion, N.Y., N.Y., Mar. 21, 1966; Conv. 
Record 
GLOBAL Long-Haul Communications, Compari­
son of Various Media for-Eo D. Becken 
(RCA Comm., N.Y.) 1966 IEEE Int'l. Conv .• 
New York City, Mar. 25. 1966; Conv. 
Record. 
MICROWAVE ENGINEERING, The Future 01-
B. B. Bossard (CSD, Cam.) Guest of Honor 
Presentation to ETA Kappa N u and Tau 
Beta Phi Societies at Pratt Inst., Brooklyn, 
N.Y., June 1965 

. ./ 
COMMUNICATION, VOICE 

(equipment & techniques) 

NUVISTORS. VHF Applications ol-R. Mendel­
son (ECD. Som.) Schenectady Amateur 
Radio Assoc., N.Y., Mar. 7, 1966 

COMPUTER APPLICATIONS 

COMPOSING ROOM, Automation in the-Dr. 
N. 1. Korman (GSD, Pr.) 1966 EUS Prof. 
Industrial Relations Conf., Printing Indus­
tries of America, Inc., Royal Orleans Hotel, 
New Orleans, La .• Mar. II, 1966 
COMPOSING and Type-seHing, The Coming 
Revolution in-Dr. N. I. Korman (GSD, Pr.) 
23rd Mtg. of Northwest Mech. Con£.. Hotel 
SI. Paul, St. Paul. Minn., Mar. 19, 1966 
COMPUTER TYPESETTING, Experiments and 
P,ospects-Dr. M. P. Barnett (GSD, PrJ 
Book published by MIT Press, Cambridge, 
Mass. and London, England, 1965 

COMPUTERIZED TYPESETTING Systems-Dr. 
L. R. Lavine (GSD, Pr.) Purdue Uillv., Mar. 
22,1966 
ELECTRONIC COMPOSING ROOM-Dr. N. I. 
Korman (GSD, Pr.) Diebold Newspaper 
Res. Seminar. London, England, Jan. 20, 
1966 
INFORMATION SERVICES, The Computer and 
-Dr. M. P. Barnett (GSD, Pr.) Assoc. of 
Special Libraries & Information Bureaus, 
London, England, J an. I, 1966 
PCM TELEMETRY DECOMMUTATOR. Applica­
tion of General Purpose Computer Techniques 
to the Design of a Programmable-D. J. Her­
man, J. O. Horsley (MSR, Mrstn_) 3rd 
Space Congress, Cocoa Beach, Fla., Mar. 7, 
1966; Coni. Proc. 
PUBLISHING Business, Changing Nature of the 
-Dr. N. 1. Korman (GSD, Pr.) American 
Management Assoc. Briefing & Workshop 
Session #6399-05, N.Y_, Feb. 14, 1966 
TYPOGRAPHY DESCRIPTION to the Computer 
-Dr. M. P. Barnett (GSD. Pr.) London 
College of Printing, London, England, Jan. 
10,1966 

COMPUTERS, PROGRAMMING 

COMPILER SOURCE LANGUAGE 10' Test 
Equipment, Simple User-Oriented-B. H. 
Scheff (ASD. Burl.) ACM Communicatiom, 
Apr. 1966 

COMPUTER STORAGE 

CRYOElECTRIC Three-Wire Memory Systems­
L. L. Burns, E. M. Nagle. A. R. Sass (Labs, 
Pr.) INTERMAG, Stuttgart, Germany, Apr. 
20-22, 1966; IEEE Trans. on Mag. 
MEMORI ES IN Present and Future Generations 
01 Computers-J_ A. Rajchman (Labs, Pr.) 
IEEE Spectrum, Nov_ 1966 
MONOLITHIC FERRITE Memo'ies-1. Abeyta, 
M. M. Kaufman (App-Res, Cam.) P. Law­
rence (ECD, Needham) RCA Review, Vol. 
XXVII, No. I, Mar. 1966 

COMPUTER SYSTEMS 

MULTITHREADING DESIGN 01 a Reliable Aero­
space Computer-R. P. Hassett, E. H. Miller 
(ASD, Burl.) 1966 IEEE Reliability Spring 
Seminar, Hanscome Field, Bedford, Mass., 
Apr. 14, 1966 
REVIEW OF: "Evaluation of Performance of 
Large Information Retrieval Systems" (by 
M. L. Emstl-F. H. Fowler, Jr. (CSD. 
Cam.) Computing Reviews, Jan./Feb., Vol. 
7, No. I 

CONTROL SYSTEMS 
{& automation I 

PANORAMIC TV CAMERA, Logic and Control 
System for a-J. A. D'Arcy (AED, Pr.) 
Engrs' Club of Phila., Pa., Mar. 1, 66; 
Third Space Congress, Cocoa Beach, Fla., 
Mar. 9. 1966 

DISPLAYS 

DISPLAY AND STORAGE Tubes for Industrial 
and Military AppJications-M. D. Harsh 
(ECD, Lanc.) Electronic Industries, Mar. 
1966 
ELECTROLUMINESCENT DISPLAYS, Ferroelectric 
Control Circuits for-B. J. Lechner (Labs, 
Pr.) Soc. of Information Display Seminar, 
Santa Monica, Calif., Mar. 31, 1%6 

DOCUMENTATION 
(& information science) 

INFORMATION SERVICES, The Computer and 
-Dr. M. P. Barnett (GSD, Pr.) Assoc. of 
Special Libraries & Infonnation Bureaus, 
London, England, Jan. 7. 1966 
LECTURES IN-PLANT: Helping Engineers­
C. W. Fields (CSD. Cam.) Ltr. to the Editor, 
Electronic Industries, Mar. 1966 

REVIEW OF: "Evaluation of Performance of 
large Information Retrieval Systems" (by 
M. L. Emstl-F. H. Fowler. Jr. (CSD, Cam.) 
Computing Reviews, Jan./Feb., VoL 7. No. 
1,1966 
TECHNICAL WRITING and the Engineer­
W. B. Dennen, T. G. Greene (MSR, Mrstn.) 
1. 01 Col/ege Placement, Feb./Mar. 1966 

ELECTROMAGNETIC WAVES 
(theory & phenomena) 

DISPERSION of Wave in Cyclogron Harmonic 
Resonance Regions in Plasmas-I. P. Shkarof­
sky (RCA Ltd., Montreal) Physics 01 
Fluids, Vol. 9, No.3, Mar_ 1966 

MICROWAVE GENERATION Irom Photocon­
ductive Self-Mixing of Coherent Recombination 
Radiation-M. C. Steele (Labs, Pr.) Ameri­
can Physical Soc. Mtg., Durham, N. 
Carolina, Mar. 28-31, 1966 
MICROWAVE PROPAGATION in a Solid-State 
Plasma Waveguide-R. Hirota., K. Suzuki 
(Labs, Pr.) Ann. Mtg_, of Physical Soc. of 
Japan, Tokyo, Mar. 21-Apr. 5, 1966 
PROPAGATION (NON-RECIPROCALI 01 Mi­
crowave in InSb--K. Suzuki, R. Hirota 
(Labs, Pr.) Joint Convention of the Four 
Electrical Institutes of Japan, Tokyo, Apr. 
1-2,1966 
PROPAGATION In Plasmas Along the Mag­
netic Field: 1} Circular Polarization, 2) Linear 
Pola,i%ation-M. P. Bachynski, B. W. Gibbs 
(RCA Ltd., Montreal) Physics 01 Fluids, 
Vol. 9, No.3, Mar. 1966 

ELECTROMAGNETS 

STEADY EMF Induced by Flux Motion in Super­
conductors, Direct Evidence of-J. Pearl 
(Labs, Pr.) Physical Rev. Ltrs., Vol. 16, No. 
2. Jan. 17, 1966 

ENERGY CONVERSION 
~ & power sources) 

(COOLING): Suction vs. Pressure Forced-Air 
Cooling-Part III-G. Rezek (CSD, Cam.) 
IEEE G-PMP Tram., Mar. 1966 
SOLAR CELLS, Recent Progress of Thin-Film­
D. Perkins (Labs, Pr.) Ann. IEEE Mtg., 
N.Y., Mar. 23, 1966 
THERMOELECTRIC Properties of Bi2Te3-Sb2Tea­
Sb2Sr3 Pseudo-Ternary Alloys in the Tempera­
tUre Range 77_300 oK_W. M. Yim, E. V. 
Fitske, F. D. Rosi (Labs, Pr.) 1. 01 Matis. 
Science, Jan. 1966 
THERMOELECTRICS (Silicon-Germanium) for 
Power Generation-G. S. Lozier (ECD, Hr.) 
IEEE IntI. Convention, N.Y. City, Mar. 21, 
1966; Conv. Record 

ENVIRONMENTAL ENGINEERING 

CLEAN ROOM, Operating Commentary on the 
New VLF-G. M. Graetz. M. N. Slater (ECD. 
Lanc.) American Association for Contami­
nation Control Mtg., Houston, Texas, Mar. 
28-Apr. 1, 1966 
(COOLING): Suction vs. Pressure Forced-Air 
Cooling-Part III-G. Rezek (CSD, Cam.) 
IEEE G-PMP Trans., Mar. 1966 
VIBRATION Testing-G. Heiber (AED, Pr.) 
Ann. Mtg., Institute of Environmental Sci­
ences, San Diego, Calif., Apr. 13, 1966 

GRAPHIC ARTS 

AUTOMATION in the Composing Room-Dr. 
N. I. Korman (GSD, Pr.) 1966 EUS Prof. 
Industrial Relations Conf., Printing Indus­
tries of America, Inc., Royal Orleans Hotel, 
New Orleans, La .• Mar. II, 1966 
COMPOSING and Typesetting, the Coming 
Revolution in-Dr. N. I. Korman (GSD, Pr.) 
23rd Mtg. of Northwest Mech. Con£., Hotel 
St. Paul, SI. Paul, Minn., Mar. 19, 1966 
COMPUTER TYPESETTING, Experiments and 
Prospects-Dr. M. P. Barnett (GSD, Pro) 
Book published by MIT Press, Cambridge, 
Mass. and London, England, 1965 
COMPUTERIZED TYPESETTING Systems-Dr. 
L. R. Lavine (GSD, Pr.) Purdue Univ., Mar. 
22,1966 
ELECTRONIC COMPOSING ROOM-Dr. N. I. 
Korman (GSD, Pr.) Diebold Newspaper 
Res. Seminar, London, England, Jan. 20, 
1966 
NIGHT VISION, Electronic Aids to-R. W. 
Engstrom (ECD, Lanc_) Exchange Club 
Mtg., Lane., Pa., Apr. 6, 1966 

PRINTING COSTS, Studies ol-J. S. Green­
berg (GSD, Pr.) The American Univ., 
Wash., D.C., Jan. 20, 1966 
PUBLISHING Business, Changing Nature of the 
-Dr. N. I. Korman (GSD, Pr.) American 
Management Assoc. Briefing & Workshop 
Session #6399-05, N.Y., Feb_ 14, 1966 
TYPOGRAPHY DESCRIPTION to the Compute, 
-Dr. M. P. Barnett (GSD, Pr.) London 
College of Printing, London, England, Jan. 
I, 1966 

INFORMATION THEORY 

REVIEW OF: "Statistical Science and Informa­
tion Technology" (by D. A. Votaw}-F. H. 
Fowler, Jr. (CSD, Cam.) Computing Re­
views, Jan./Feb. 1966, Vol. 7, No. I 
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INTERFERENCE 
(& noise) 

BEAM-NOISE REDUCTION in High Magnetic 
Field-B. V ural, B. Zotter (Labs, Pr.) Proc. 
of IEEE, Vol. 53, No. 12, Dec. 1965 
SPURIOUS-SIGNAL IMMUNITY of Solid-State 
AM/FM Tuners (A Goall-R. V. Fournier, 
C. H. Lee, J. A. Kuklis (ECD, Som.) IEEE 
IntI. Convention, N.Y., N.Y., Mar. 21, 1966; 
IEEE Trans. on Broadcast & TV Receivers, 
Apr. 1966 

LABORATORY EQUIPMENT 
(& techniques) 

CHEMISTRY, Lasers Applications to~A. 1. 
Carswell (RCA Ltd., Montreal) Chemical 
Inst. of Canada, Montreal, Feb. 7, 1966 

CLEAN ROOM, Operating Commentary on the 
New VLF-G. M. Graetz, M. N. Slater (ECD, 
Lane.) American Assoc. for Contamination 
Control Mtg., Houston, Texas, Mar. 28.Apr. 
1,1%6 

ELECTRON MICROSCOPE, The Control of Con­
tamination in the-Dr. J. W. Coleman (BCD, 
Cam.) Midwest Soc. of Electron Microscop­
ists, Chicago, Ill., Mar. 11, 1966 
INFRARED QUANTUM COUNTER, Band­
Pumped SrCI2:Tm+2-R. C. DWlcan (Labs, 
Pr.) 1966 Intl Quantum Electronics Conf., 
Phoenix, Ariz., Apr. 12·14, 1966 
INFRARED QUANTUM COUNTER, Laser­
Pumped Er+',CaF,..-R. C. Duncan (Labs, Pr.) 
American Physical Soc. Mtg., Wash., D.C., 
Apr. 25·28, 1966 
PHOTORESIST FILM, The Ellect of Whirler Ac­
celeration Upon Properties of the-G. F. 
Damon (ECD, Som.) Eastman Kodak Pho· 
toresist Seminar, Monterey, Calif., Apr. 5, 
1%6 
SPECTROMETERS, Encapsulated Germanium 
Gamma~Ray-P. P. Webb, R. M. Green with 
I. L. Fowler and H. L. Maim of the Atomic 
Energy Commission, Chalk River, Ontario 
(RCA Ltd., Montreal) IEEE 10th Scintilla· 
tion and Semiconductor Symp., Wash., D.C., 
Mar. 2·4, 1966; IEEE Trans. on Nucl. Sci. 
SPECTROPHOTOMETRIC Determination of 
Traces of Gallium and Ind,ium with 1~ 12~ 
Pyridylazo )-2-Naphthol-K. L. Cheng, B. I. 
Gaydish (Labs, Pr.) Analytica Chimica 
Acta, 34, 1966 
VACUUM EVAPORATION OF {l-Ag,Te-R. 
Dalven (ECD, Pr., J. of App. Physics, Apr. 
1%6 

LASERS 

ATMOSPHERIC OBSERVATION (REMOTE) Em­
ploying Laser Backscatter-J. A. Cooney 
(AED, Pr.) 6th Natl. Conf. on App. Meteor­
ology, Los Angeles, Calif., Mar. 30, 1966 
CHEMISTRY, Lasers Applications to-A. 1. 
Carswell (RCA Ltd., Montreal) Chemical 
Inst. of Canada, Montreal, Feb. 7, 1966 
INFRARED QUANTUM COUNTER, Laser­
Pumped Er+3:CaFz-R. C. Duncan (Labs, Pr.) 
American Physical Soc. Mtg., Wash., D.C., 
Apr. 25·28, 1966 
LASER ACTION in Sulfur Using Hydrogen Sul­
fide-R. U. Martinelli, H. J. Gerritsen (Labs, 
Pr.) J. of App. Physics, Vol. 37, No. I, Jan. 
1966 
MODULATED LASER, Solar-Pumped~C. W. 
Reno (CSD, Cam.) RCA Review, Vol. 
XXVII, No.1, Mar. 1966 
OPTICAL MASERS-P. V. Goedertier (Labs, 
Pr.) Georgian Court Callege, Lakewood, 
N.J., Mar. 16,1%6 
SOLID-STATE LASER, A High Efllciency High­
Power-R. J. Pressley, P. V. Goedertier 
(Labs, Pr.) Optical Soc. Mtg., Wash., D.C., 
Mar. 16, 1966 

LOGIC ELEMENTS 
(& circuits) 

REVIEW OF: "Signal~Flow Graphs, Random 
Processes and Synchronization of Digital Pulse 
Trains" (by W. G. Bender)-F. H. Fowler, 
Jr. (CSD, Cam.) Computer Reviews, Vol. 
7, No.1, Jan.-Feb. 1%6 

MANAGEMENT 

(BASELINE MANAGEMENT): DoD's Five~Year 
Force Structure and Financial Program Baseline 
-J. A. Doughty (CSD, Cam.) Cape Ken­
nedy Space Congress, Cape Kennedy, Fla., 
Mar. 19, 1966; Conf. Proc. 
CONFIGURATION MANAGEMENT Procedures, 
Impact of DoD and NASA-J. A. Doughty 
(CSD, Cam.) American Inst. of Industrial 
Engrs., Cape Kennedy, Fla., Mar. 5, 1966; 
Conf. Proc. 

INDUSTRIAL RESEARCH (Successful Adjustment 
to): How Can University and Industry Assist­
I. Gorog (Labs, Pr.) Research Management, 
Vol. IX, No. I, 1966 

SOLID-STATE CW Optically-Pumped Micro­
wave Maser---E. S. Sabisky, C. H. Anderson 
(Labs, Pr.) Quantum Electronics Con!., 
Phoenix, Ariz., Apr. 11, 1966 

MATHEMATICS 

SOLID SPHERICAL HARMONICS, Expansion 
Theorems for-Dr. M. P. Barnett (GSD, Pr.) 
Molecular PhYSics, Aug. 1%5 

MECHANICAL DEVICES 

ANTENNA DRIVES for Space Missions-W. W. 
Carter (MSR, Mrstn.) AGMA Aerospace 
Gearing Comm. Mtg., Winterpark, Fla. 
Mar. 1, 1%6 

MEDICAL ELECTRONICS 

IMPLANTED CARDIAC PROSTHETIC VALVES, 
Ultrasound Analysis of-G. H. Flint (co­
authored with Kingsley, Segal and Asperger, 
Hahnemann Hosp., Phila.) (MSR, Mrstn.) 
IEEE IntI. Convention, N.Y. City, Mar. 21, 
1966; Conv. Proc. 
MEDICAL PROBLEMS, Systematic Engineering 
Approach to-V. K. Zworykin (Labs, Pr.) 
N.Y. Univ., Univ. Heights, Bronx, N.Y.," 
Mar. 15, 1966 

PARTICLE BEAMS 

BEAM NOISE REDUCTION in High Magnetic 
Field-B. Vural, B. Zotter (Labs, Pr.) Proc. 
of IEEE, Vol. 53, No. 12, Dec. 1965 

ELECTRON-BEAM EVAPORATION of Silicon Di­
oxide as a Storage Layer for the Automatic­
Picture~Transmission Vidicon-D. W. Roe 
(ECD, Lanc.) Symp. on Electron and Laser 
Beam Tech., Univ. of Mich., Apr. 6·8, 1966 

PLASMA PHYSICS 

DIELECTRIC TENSOR in Vlasov Plasmas Near 
Cyclotron Harmonics-I. P. Shkarofsky (RCA 
Ltd., Montreal) Physics of Fluids, Vol. 9, 
No.3, Mar. 1966 
DISPERSION ot Waves in Cyclotron Harmonic 
Resonance Regions in Plasmas-I. P. Shkarof· 
sky (RCA Ltd., Montreal) Physics of Fluids, 
Vol. 9, No.3, Mar. 1%6 
MICROWAVE PLASMA INSTABILITY Due to 
Transverse Breakdown, Theory of a-M. Toda 
(Labs, Pr.) J. of App. Physics, VoL 37, No. 
1, Jan. 1966 
PROPAGATION in Plasmas Along the Mag­
netic Field: 1) Circular Polarization, 2) Linear 
Polarizotion-M. P. Bachynski, B. W. Gibbs 
(RCA Ltd., Montreal) Physics 0/ Fluids, 
Vol. 9, No.3, Mar. 1%6 

PROPERTIES, ATOMIC 

ACOUSTOELECTRIC EFFECTS and Energy Losses 
by Hot Electrons-Part I-A. Rose (Labs, 
Pr.) RCA Review, Vol. XXVII, No.1, Mar. 
1966 
ACTIVATION ENERGY in {l-Ag,Te-R. Dalven, 
R. Gill (ECD, Pr.) Physical Rev., Mar. 11, 
1%6 
CESIUM RECOMBINATION Cross Sections, Ion 
Beam Measurements of-J. M. Hammer, B. B. 
Aubrey (Labs, Pr.) Physical Rev., Vol. 141, 
No.1, Jan. 1966 
ELECTRON-HOLE PAIR Creation in Gallium 
Phosphide by Alpha Particles-B. Goldstein 
(Labs, Pr.) J. of App. Physics, Vol. 36, No. 
12, Dec. 1%5 
FERMI LEVEL in a Dege"O"erate Parabolic Band, 
Nomograph of the Temperature Dependence 
of the-J. I. Pankove, E. K. Annavedder 
(Labs, Pr.) J. of App. Physics, Vol. 36, No. 
12, Dec. 1%5 
MAGNETIZATION TRANSFER (Partial! from 
the Ground State to an Optically Excited Met~ 
astable Level in CaF2:Tm2+ -C. H. Anderson, 
E. S. Sabisky (Labs, Pr.) 14th IntI. Quan­
tum Electronics Coni., Phoenix, Ariz. Apr. 
21-25,1966 
(MICROWAVE EMISSION): Saturation of the 
Microwave Impedance and the Occurrence of 
Microwave Emission in InSb-M.. Today 
(Labs, Pr.) Japanese J. of App. Physics, 
Vol. 4, No. 11, Nov. 1%5 
PHONON SCATTERING (Acoustical-Optical) 
in Ge, Si, and III-V Compounds-Eo F. Steig­
meier, l. Kudman (Labs, Pr.) The Physical 
Rev., Vol. 141, No.2, Jan. 1966 
PROPAGATION (NONRECIPROCAL) of Micro­
wave in InSb-K. Suzuki, R Hirota (Labs, 
Pr.) Joint Convention of the Four Electrical 
Institutes of Japan, Tokyo, Apr. 1·2, 1%6 

VIBRATION LEVel of the 2D_E State of Ce3+ in 
CaF-C. W. Struck, F. Herzfeld (Labs, Pr.) 
J. of Chem. Physics, Vol. 44', No.2, Jan. 
15,1966 

PROPERTIES, MOLECULAR 
(& crystalography) 

CAPACITANCE of CdS Single Crystals Under 
Injection of Majority Carriers, Measurements 
of-B. Binggeli, R. Fatuzzo, H. Kiess (Labs, 
Pr.) German Physical Soc. Mtg., Bad 
Pyrmont, Mar. 28, 1966 

DIFFUSION Of Transition Metal Ions into Rutile 
ITiO,I-J. P. Wittke (Labs, Pr.) J. of the 
Electrochm. Soc., VoL 113, No.2, Feb., 1966 

ELECTRON DIFFRACTION Ellects in Polyethy­
lene Single Crystals-J. A. Horner (BCD, 
Cam.) American Physical Soc. Mtg., Dur­
ham, N.C., Mar. 30, 1%6 
FERROELECTRIC EFFECTS (Possible) in Liquid 
Crystals and Related Liquids-R. Williams, 
G. Heilmeier (Labs, Pr.) J. of Chern. 
Physics, VoL 44, No.2, Jan. 15,1966 

PARABOLIC GROWTH in the Thermal Oxida­
tion of Silicons, Deviations from-A. G. 
Revesz, K. H. Zaininger, R. J. Evans (Labs, 
Pr.) App. Physics Ltrs., Vol. 8, No.3, Feb. 
I, 1966 

PARAMAGNETIC RESONANCE of Divalent Hol­
mium in the Cubic Hosts: CaF2, SrF2, BaF2, and 
SrCI,..-E. S. Sabisky (Labs, Pr.) Physical 
Rev., Vol. 141, No.1, Jan. 1966 
SIZE EFFECT in Bismuth-T. Hattori (Labs, 
Pr.) Ann. Mtg. of Physical Soc., of Japan, 
Tokyo, Mar. 21.Apr. 5, 1966 
TRANSIENT BEHAVIOR of Domains in Liquid 
Crystals-G. H. Heilmeier (Labs, Pr.) J. of 
Chem. Physics, Vol. 44, No.2, Jan. 15, 1966 

PROPERTIES, SURFACE 
(& thin Alms) 

(DIODES): Surface Potential Measurements of 
Lithium Drifted Germanium Diodes-D. E. 
Davies, P. P. Webb (RCA Ltd., Montreal) 
IEEE Trans. on Nucl. Sci., Vol. 13, No.1, 
Feb. 1966 
ELECTROPLATING, Metallurgical Principles in 
-A. M. Max (Rec., Indpls.) Indpls. Branch 
American Electroplaters Soc., Mar. 14, 1966 

QUANTIZED VORTICES in Superconducting 
Films, Distinctive Properties of-J. Pear] 
(Labs, Pr.) Low Temperature Physics, Lt. 
9, Part B, Pelnum Press, 1965 
SHIELDING PROPERTIES of the Superconduc­
ting Surface Sheath-G. Fischer, R. Klein, 
J. P. McEvoy (Labs, Pr.) Swiss Physical 
Soc. Mtg., Bern, Apr. 29·30, 1966 

SILICON OXIDE Thickness, Determination of­
N. Goldsmith, L. A. Murray (ECD, Som.) 
Solid·State Electronics, Apr. 1966 

SOLAR CELLS, Recent Progress of Thin~Film­
D. Perkins (Labs, Pr.) Ann. IEEE Mtg., 
N.Y., Mar. 23, 1966 

SURFACE CONCENTRATION by Plasma Reso­
nance (II) P~Type Silicon, Nondestructive 
Measurement of-L. A. Murray, N. Gold~ 
smith, R. Duclos (ECD, Som.) Symp. on 
Manufacturing, Process Control, and Mea­
suring Techniques for Semiconductors, 
Phoenix, Ariz., Mar. 9·11, 1966 

SURFACE SUPERCONDUCTIVITY and Super­
cooling in Weak and Strong Coupling, Type 1 
Superconductors-M. Cardona, B. Rosenblum 
(Labs, Pr.) Low Temperature Physics, Lt. 
9, Part A, Plenum Press, 1965. 

PROPERTIES, CHEMICAL 

SPECTROPHOTOMETRIC Determination of 
Traces of Gallium and Indium with 1- (2-Pyri~ 
dylazol-2-Naphthol-K. L. Cheng, B. I. Goy. 
dish (Labs, Pr.) Analytica Chimica Acta, 
34,1966 

PROPERTIES, ELECTRICAL 

CAPAC IT ANCE of CdS Single Crystals Under 
Injection of Maiority Carriers, Measurements 
of-B. Binggeli, R Fatuzzo, H. Kiess (Labs, 
Pr.) German Physical Soc. Mtg., Bad 
Pyrmont, Mar. 28, 1966 
HALL EFFECT in Hopping-Type Conduction, 
Theory of the-L. Friedman (Labs, Pr.) 
Conf. on Low Mobility Solids, Univ. of Shef­
field, England, Apr. 18-20, 1%6 
THERMOELECTRIC Properties of Bi,T",,-Sb,Te,­
Sb2S1'3 Pseudo-Ternary Alloys in the Tempera­
ture Range 77~300oK-W. M. Yim, E. V. 
Fitske, F. D. Rosi (Labs, Pr.) J. of Matls. 
Science, Jan. 1966 

!TRANSIENT CURRENTS I , On Neglecting Dillu­
sion in Transient Space-Charge-limited Cur­
rents-R. B. Schilling (Labs, Pr.) Elec­
tronic MatIs. Seminar at Polytechnic Inst. 
of Brooklyn, Mar. 25, 1966 

PROPERTIES, MAGNETIC 

ELECTRIC FIELDS and Magnetic Fields-R. B. 
Marsten (AED, Pr.) Science Classes at the 
Cinnaminson Jr. and Sr. High School, Cin­
naminson, N. J., Apr. 15, 1966 

MAGNETIZATION Induced in Solids by the 
Absorption of Light~C. H. Anderson (Labs, 
Pr.) American Physical Soc. Mtg., Duke 
Univ., Durham, N. Carolina, Mar. 29, 1966 

MAGNETIZATION TRANSFER (Partiall from 
the Ground State to an Optically Excited Meta­
stable Level in CaF2:Tm2+ -C. H. Anderson, 
E. S. Sabisky (Labs, Pr.) 14th IntL Quan­
tum Electronics Conf., Phoenix, Ariz., Apr. 
21·25, 1966 

PARAMAGNETIC SPECTRA of the Ti' and E' 
States of CaF2:Dy2+, Effect of Uniaxial Stress 
on the-R. J. Madaras, E. S. Sabisky, C. H. 
Anderson (Labs, Pr.) Wash. Mtg. of Ameri­
can Physical Soc., Apr. 25·28, 1966 

PROXIMITY EFFECT in Ferromagnetism-P. J. 
Wojtowicz, H. L. Pinch (Labs, Pr.) Physics 
Ltrs., Vol. 19, No.5, Nov. 15, 1965 

PROPERTIES, MECHANICAL 

FRICTIONAL STRESSES in Nickel-H. Kressel, 
N. Brown (ECD, Som.) American Physical 
Soc. Mtg., Durham, N.C., Mar. 1966 

PROPERTIES, OPTICAL 

COLORIMETRY of Color-Television Picture-Tube 
Phosphor Screens-A. E. Hardy (ECD, Lanc.) 
Electrochem. Tech., Jan.·Feb. 1%6 
LASER ACTION in Sulfur Using Hydrogen Sul~ 
flde~R. U. Martinelli, H. J. Gerritsen (Labs, 
Pr.) J. 0/ App. Physics, Vol. 37, No.1, Jan. 
1966 

MICROWAVE GENERATION from Photocon­
ductive Self~Mixing of Coherent Recombination 
Radiation~M. C. Steele (Labs, Pr.) Ameri· 
can Physical Soc. Mtg., Durham, N. Caro­
lina, Mar. 28.31, 1966 

PROPERTIES, THERMAL 

THERMAL OXIDATION of Silicon, Deviations 
from Parabolic Growth in the---A. G. Revesz, 
K. H. Zaininger, R. J. Evans (Labs, Pr.) 
App. Physics Ltrs., Vol. 8, No.3, Feb. 1, 
1966 

FERMI LEVEL in a Degenerate Parabolic Band, 
Nomograph of the Temperature Oependence of 
the-J. l. Pankove, E. K. Annavedder (Labs, 
Pr.) J. of App. Physics, VoL 36, No. 12, 
Dec. 1965 

RADAR 

CLOSELY SPACED TARGETS, Radar Separation 
of-A. Golden (MSR, Mrstn.) IEEE Spec· 
trum, Feb. 1966 
PULSE DOPPLER Radar Techniques-B. B. Bos­
sard (CSD, Cam.) Univ. Lecture Series, 
Pratt Inst., May 1%5 

VELOCITY PERIODOGRAM Analysis (Black 
Knightl-S. Stribling, S. Macko, A. Gold 
(MSR, Mrstn.) Dazzle Data Workshop, SRI, 
Mar. 8·9, 1966 (Confidential) 

RADIATION DETECTION 
(& measurement) 

INFRARED QUANTUM COUNTER, Band­
Pumped SrCh:Tm+~R. C. Duncan (Labs, 
Pr.) 1%6 IntI. Quantum Electronics Con!., 
Phoenix, Ariz. Apr. 12-14, 1966 

PHOTODETECTORS, Ultraviolet-A. H. Som­
mer (ECD, Pr.) Radiation Detection Symp., 
Chicago, IlL, Mar. 26, 1%6 

PHOTOMULTIPLIER with a Porous Transmission 
Dynode, Performance of a-H. Smith, L E. 
Ruedy, G. A. Morton (ECD, Pr.) IEEE 
Scintillation and Semiconductor Counter 
Symp., Wash., D.C., Mar. 2-4, 1966; IEEE 
Trans. on Nucl. Sci. 

RADIATION EFFECTS 

(TRANSISTORS, MOS) : Radiation~lnduced In­
stability in Silicon MOS Transistors-G. 
Brucker, W. Dennehy, A. Holmes-Siedle 
(AED, Pr.) 1%6 IEEE Ann. Conf. on Nu­
clear and Space Radiation Effects, Palo 
Alto, Calif., Apr. 1, 1966 

RADIO RECIEVERS 
( mass-media) 

SPURIOUS-SIGNAL IMMUNITY of Solid-State 
AM/FM Tuners IA GoaD -R. V. Fournier, 
C. H. Lee, J. A. Kuklis (ECD, Som.) lEEE 
IntI. Convention, N.Y., N.Y., Mar. 21,1966; 
IEEE Trans. on Broadcast & TV Receivers, 
Apr. 1966 



RECORDING 
(techniques & materials' 

ELECTRON.BEAM EVAPORATION 01 Silicon Di· 
oxide os a Storage Layer for the Automatic~ 
Picture-Transmission Vidicon-D. W. Roe, 
(ECD, Lane.) Symp. on Electron and Laser 
Beam Tech., Univ. of Mich., Apr. 6.8, 1966 
ELECTROPLATING, Metallurgical Principles in 
-A. M. Max (Rec., Indpls.) Indpls. Branch 
American Electroplaters Soc., Mar. 14, 1966 

MAGNETIC TAPE Manufacturing--G. D. Kove­
ner (Rec., Indpls.) Indiana Recor-ding Club, 
Mar. 20, 1966 

TAPE Reco.ding Today-D. L. Andrews (HI, 
Indpls.) IEEE, Indpls., Dec. 9, 1965 

RECORDING, AUDIO 
(equipment) 

STEREOPHONIC TAPE CARTRIDGE System fo. 
Automobile Use-R. C. Moyer (Rec., Indpls.) 
IEEE Intl Conv., N.Y., Mar. 21.25, 1966; 
Conv. Record 

RECORDING, IMAGE 
( equipment) 

METEOROLOGICAL SATELLITE PICTURES at 
Slow Scan Rates, High-QuaJity Kinescope-Film 
Recording of-So M. Ravner (AED, Pr.) 
IEEE IntI., Convention, N.Y., N.Y., Mar. 
21,1966; Conv. Record 

RELIABILITY 
(& quality control) 

MULTITHREADING DESIGN of a Reliable Ae.o· 
space Computer-R. P. Hassett, E. H. Miller 
(ASD·Burl.) 1966 IEEE Reliability Spring 
Seminar, Hanscome Field, Bedford, Mass., 
Apr. 14, 1966 
STORAGE (LONG·TERM) 01 Electronic Com· 
ponents-R. F. Ficchi (CSD, Cam.) Elec· 
tronic Industries, Mar. 1966 

SOLlD·STATE DEVICES 

(DIODES) : Surface Potential Measurements of 
Lithium Drifted Germanium Diodes-D. E. 
Davies, P. P. Webb (RCA Ltd., Montreal) 
IEEE TraM. on Nuclear Sci., Vol. 13, No. 
1, Feb. 1966 

GALLIUM ARSENIDE Devices-W. S. Bosen· 
berg (Labs, Pr.) IEEE Subsection on Elec· 
tronic Devices, Norwalk, Conn., Apr. 18, 
1966 

STORAGE (LONG~TERM) of Electronic Com­
ponents-R. F. Ficchi (CSD, Cam.) Elec· 
tronic Industries, Mar. 1966 

TRANSISTOR 2N4012, A 2.S·Watt 1.Gc/s 
Overlay-H. C. Lee, G. J. Gilbert (ECD, 
Sam.) Electronics, Mar. 21, 1966 

TRANSISTORS (FIELD·EFFECT), Complement 
to the Bipolar-D. M. Griswold (ECD, Sam.) 
Electronic Equipment Eng. Magazine FET 
Applications Clinic, N.Y., Mar. 25, 1966; 
Proc. 01 EEE FET Applications Clinic, Mar. 
1966 

(TRANSISTORS, MOS): Radiation-Induced In­
stability in Silicon MOS Transistors-G. 
Brucker, W. Dennehy, A. Holmes-Siedle 
(AED, Pr.) 1966 IEEE Ann. ConI. on Nu· 
clear and Space Radiation Effects, Palo 
Alto, Calif., Apr. 1, 1966 

AUTHOR INDEX 

Subject listed opposite each author's name in~ 
dicates where complete citation to his paper 
may be found in the subject index. Where on 
author has more than one paper, his name is 
repeated for each. 

ELECTRONIC COMPONENTS 
AND DEVICES 

Blattner, D. J. communications components 
Brown, N. properties, mechanical 
Dalven, R. properties, atomic 
Dalven, R. laboratory equipment 
Damon, G. F. laboratory equipment 
Duclos, R. properties, surface 
Engstrom, R. W. human factors 
Fournier, R. V. interference 
Gilbert, G. J. solid-state devices 

SPACE COMMUNICATION 
(mass-media & scientific) 

COMPONENT PROBLEMS in a Microwave 
Deep-Space Communications System--W. T. 
Patton (DEP-MSR, Mrstn.) & A. B. Glenn 
(SEER, Mrstn.) 1966 Winter Convention 
on Aerospace and Electronic Systems, Feb. 
2, 1966; Coni. Proc. 
GLOBAL (LONG-HAUL' Communications, Com­
parison of Various Media for-E. D. Becken 
(RCA Comm., N.Y.) 1966 IEEE IntI. Conv., 
N.Y. City, Mar. 25, 1966; Conv. Record 
PCM TELEMETRY DECOMMUTATOR, Applica· 
tion of General-Purpose Computer Techniques 
to the Design of a Programmable-D. J. Her­
man, J. O. Horsley (MSR, Mrstn.) 3rd 
Space Congress, Cocoa Beach, Fla., Mar. 7, 
1966; Coni. Proc. 
PICTURES Irom Space-I. M. Krittman, 
(AED, Pr.) Industry·Education Science 
Seminar, N.Y., N.Y., Apr. 2, 1966 
TELEMETRY SYSTEM, Time-Correlated Data-Re­
transmission-E. L. Keohane (MSR, Mrstn.) 
3rd Space Congress, Cocoa Beach, Fla., 
Mar. 7, 1966; Coni. Proc. 
TELEMETRY Systems for Gemini and LEM­
R. G. Erdmann (CSD, Cam.) USNR Res. 
Co., 4·12, Willow Grove NAS, Pa., Apr. 6, 
1966 
TRANSMITTERS fo. Home TV Satellite-J. D. 
Kiesling (AED, Pr.) IEEE IntI. Convention, 
N.Y., N.Y., Mar. 21, 1966; Conv. Record 

SPACE ENVIRONMENT 

(ASTRONOMY) , Whe.e We Stand-A Quick 
Astronomical Survey-A. L. Rosenberg, 
(WCD, Van Nuys) Northridge High School, 
Science Club, Northridge, Calif., Apr. 1, 
1966 
ATMOSPHERIC OBSERVATION (REMOTE) Em· 
ploying Laser Backscatter-I. A. Cooney 
(AED, Pr.) 6th Natl. Can!. on App. Meteo· 
rology, Los Angeles, Calif., Mar. 30, 1966 

SPACE NAVIGATION 
(& tracking) 

ATTITUDE CONTROL in the TiROS Ope",tional 
Satellite-A. F. Martz (AED, Pr.) Control 
and Computing System Symp., Ill. Inst. of 
Tech., Chicago, Ill., Apr. 29, 1966 
CIRCULAR ORBITS, Plane Change Split in-E. 
P. Wallner, J. J. Carniel (ASD, Burl.) AIAA 
Journal, Spacecralt and Rockets, Apr. 1966 
RE-ENTRY CAPSULE Surveillance and Tracking, 
HF Applications to-M. H. Lowe, D. V. Wylde 
(MSR, Mrstn.) IEEE Int!. Conv., Mar. 21, 
1966; Conv. Record 

SPACECRAFT 
(& space missions) 

LUNAR EXPLORATION-E. Walthall (AED, 
Pr.) Princeton Rotary Club, Princeton, N.J., 
Apr. 12, 1966 
TlROS IX Wheel Satellite-A. Schnapf (AED, 
Pr.) RCA Review, Vol. XXVII, No.1, Mar. 
1966 

SPACECRAFT INSTRUMENTATION 

ANTENNA DRIVES for Space Missions-W. W. 
Carter (MSR, Mrstn.) AGMA Aerospace 
Gearing Comm. Mtg., Winterpark, Fla., 
Mar. 1, 1966 

Gill, R. properties, atomic 
Goldsmith, N. properties, surface 
Goldsmith, N. properties, surface 
Graetz, G. M. environmental engineering 
Griswold, D. M. solid-state devices 
Hardy, A. E. properties, optical 
Harsh, M. o. displays 
Johnson, R. E. television equipment 
Kressel, H. properties, mechanical 
Kuklis, J. A. interference 
Lawrence, P. computer storage 
Lee, C. H. interference 
Lee, H. C. solid-state devices 
Lohman, R. D. circuits, integrated 
Lozier, G. S. energy conversion 
Mark, J. T. superconductivity 
Mendelson, R. communication, voice 
Morton, G. A. radiation detection 
Murray, L. A. properties, surface 
Murray, L. A. properties, surface 
Roe, D. W. particle beams 
Ruedy, J. E. radiation detection 

METEOROLOGICAL SATELLITE PICTURES at 
Slow Scan Rates, High-Quality Kinescope-Film 
Reco.ding of-So M. Ravner (AED, Pr.) 
IEEE Intl Convention, N.Y., N.Y., Mar. 21, 
1966; Conv. Record 
PART SELECTION and Control for a Space Sys­
tem-J. Kimmel (AED, Pr.) Baltimore Sec­
tion of PMPG of IEEE, Baltimore, Md., 
Apr. 18, 1966 
STRATOSCOPE II Telescope Images, Camera 
Tubes for Recording-A. D. Cope, E. Lue­
dicke (AED, Pr.) RCA Review, Vol XXVII, 
No.1, Mar. 1966 

TV CAMERA, Ranger-J. Staniszewski (AED, 
Pr.) N.Y. Univ., IEEE Student Chapter, 
N.Y., N.Y., Mar. 31, 1966 

SUPERCONDUCTIVITY 
(& cryolectrics) 

CRYOELECTRIC Three-Wire Memory Systems­
L. l.. Burns, E. M. Nagle, A. R. Sass (Labs, 
Pr.) INTERMAG, Stuttgart, Germany, Apr. 
20·22, 1966; IEEE Trans. on Mag. 
CRYOGENICS, Vacuum and-J. T. Mark 
(ECD, Lane.) American Soc. of Refrigera. 
tion Engrs. Mtg., Lane., Pa., Mar. 1966 

QUANTIZED VORTICES in Superconducting 
Films, Distinctive Properties of-I. Pearl 
(Labs, Pr.) Low Temperature Physics, Lt. 

" Part B, Plenwn Press, 1965 
SHIELDING PROPERTIES 01 the Supereonduct· 
ing Surface Sheath-G. Fischer, R. Klein, 
J. P. McEvoy (Labs, Pr.) Swiss Physical 
Soc. Mtg., Bern, Apr. 29·30, 1966 
STEADY EMF Induced by Flux Motion in Super­
conductors, Direct Evidence of-I. Pearl 
(Labs, Pr.) Physical Rev. Ltrs., Vol. 16, No. 
2, Jan. 17, 1966 
SUPERCONDUCTING ENERGY GAP 01 Lead 
Above He-Y. Goldstein (Labs, Pr.) Low 
Temperature Physics, Lt. 9, Part A. Plenum 
Press, 1965 
SUPERCONDUCTIVITY-E. W. Markard 
(CSD, Cam.) Univ. Lecture Series, Pratt 
Inst., May 1965 

SURFACE SUPERCONDUCTIVITY and Super· 
cooling in Weak and Strong Coupling, Type 1 
Superconductors-M. Cardona, H. Rosenblum 
(Labs, Pr.) Low Temperature Physics, Lt. 
9, Part A, Plenum Press, 1965 

TELEVISION BROADCASTING 
(mass-media) 

ANTENNA SYSTEMS Performance and Mea­
surement, Television-H. E. Gihring, M. S. 
Siukola (BCD, Gibbsboro) Broadcast Man­
agement Eng., Feb. 1966 
COLOR FILMS for Color TV, Live Color Cam­
eras, and Lighting for Color-Dr. H. N. Koza­
nowski (BCD, Cam.) 1966 IEEE Intl Can· 
vention, N.Y. City, Mar. 22, 1966; Conv. 
Record 
TRANSMITTERS for Home TV Satemte-J. D. 
Kiesling (AED, Pr.) IEEE IntI. Conven· 
tion, N.Y., N.Y., Mar. 21, 1966; Conv. 
Record 

TELEVISION EQUIPMENT 
(non-moss-media) 

(DIGITAL TV): The Improved Gray Scale and 
the Coarse-fine PCM Systems: Two New Digi­
tal-TV Bandwidth-Reduction Techniques-W. 
T. Bisignani, G. T. Richards, J. W. Whelan 
(AED, Pr.) IEEE Proc., Mar. 1966 

Saulnier, T. A. tube components 
Saulnier, T. A. tube components 
Slater, M. N. environmental engineering 
Smith, H. radiation detection 
Sommer, A. H. radiation detection 
Zappulla, L. M. communications components 

RCA VICTOR RECORD DIVISION 

Kovener, G. D. recording 
Max, A. M. properties, surface 
Moyer, R. C. recording, audio 

AEROSPACE SYSTEMS DIVISION 

Camiel, J. J. space navigation 
Hassett, R. P. computer systems 
Miller, E. H. computer systems 
Rosenberg, A. L. space environment 
Schell, B. H. checkout 
Wallner, E. P. space navigation 

ELECTRON·BEAM EVAPORATION 01 Silicon 
Dioxide as a Storage Layer for the Automatic­
Picture-Transmission Vidicon-D. W. Roe 
(ECD, Lane.) Symp. on Electron and Laser 
Beam Tech., Univ. of Mich., Apr. 6-8, 1966 

PANORAMIC TV Camera, Logic and Control 
System 10. a-J. A. D'Arcy (AED, Pr.) 
Engrs' Club of Phila., Pa., Mar. 1, 1966; 
Third Space Congress, Cocoa Beach, Ba., 
Mar.9,1966 

SLOW SCAN RATES, Vidicon Performance 
Charact .. istics at-R. E. Johnson (ECD, 
Lane.) RCA Review, Mar. 1966 

STRATOSCOPE II Telescope Images, Camera 
Tubes for Recording-A. D. Cope, E. Lue­
dicke (AED, Pr.) RCA Review, Apr. 1966 

TRANSMISSION LINES 
(& wavegui~s) 

MICROWAVE PROPAGATION in a Solid·State 
Plasma Waveguide-R. Hirota, K. Suzki 
(Labs, Pr.) Ann. Mtg. of Physical Soc. of 
Japan, Tokyo, Mar. 21·Apr. 5, 1966 

POWER SPLITTER, A Compact Wideband Strip. 
Transmission-Line--L. M. Zappulla, D. J. 
Blattner (ECD, Pr.) Electronic Communi· 
cator, March·Apr. 1966 

TUBES, ELECTRON 
(design & performance) 

CAMERA TUBES for Recording Stratoscope II 
Telescope Images-A. D. Cope, E. Luedieke 
(AED, Pr.) RCA Review, Vol. XXVII, No. 
1, Mar. 1966 

DISPLAY AND STORAGE Tubes lor Industrial 
and Military Applications-M. D. Harsh 
(ECD, Lane.) Electronic Industries, Mar. 
1966 

NUVISTORS, VHF Applications ol-R. Mendel· 
son (ECD, Som.) Schenectady Amateur Ra· 
dio Assoc., N.Y., Mar. 7, 1966 

SLOW SCAN RATES, Vid,icon Performance 
Characteristics at-R E. JOMson (ECD, 
Lane.) RCA Review, Mar. 1966 

TUBE COMPONENTS 
(materials & fabrication' 

COLORIMETRY of Color-Television Picture .. 
Tube Phospho. S"eens-A. E. Hardy (ECD, 
Lane.) Electrochem. Tech., Jan.-Feb. 1966 

EMULSION FILMING 10. Color TV S"eens-T. 
A. Saulnier (ECD, Lane.) Electrochem. 
Tech., Jan.·Feb. 1966 

GAS TUBES, Absorption-Type Reservoir for­
K. G. Hernqvist, J. D. Levine (Labs, Pr.) 
RCA Review, Vol. XXVII, No.1, Mar. 1966 

SLURRY PROCESS, Colo. TV S"eening by the 
-T. A. Saulnier (ECD, Lane.) Electro· 
chem. Tech., Jan.-Feb. 1966 

VACUUM 
(techniques) 

CRYOGENICS, Vacuum and-J. T. Mark 
(ECD, Lane:) American Soc. of Refrigera· 
tion Engrs. Mtg., Lanc., Pa., Mar. 9, 1966 

VACUUM EVAPORATION of fi·Ag,Te-R. Dal· 
ven (ECD, Pr.) I. 01 App. Physics, Apr. 
1966 

COMMUNICATIONS SYSTEMS 
DIVISION 

Arbogast, M. I. circuits, packaged 
Arnold, J. G. communication, digital 
Bossard, B. 8. radar 
Bossard, B. B. communications systems 
Chauvin, D. M. communication, digital 
Doughty, J. A. management 
Doughty, J. A. management 
Erdman, R. G. space communication 
Ficchi, R. F. reliability 
Fields, C. W. documentation 
Fowler, F. H. Jr. logic elements 
Fowler, F. H. Jr. computer systems 
Fowler, F. H. Jr. information theory 
Johnson, J. C. communication, digital 
Markard, E. W. superconductivity 
Oliver, Jr., J. K. communication, digital 
Perlman, B. S. amplification 
Rezek, G. energy conversion 
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ASTRO-ELECTRONIC DIVISION 

Bisignani, W. T. communication, digital 
Bliss, W. H. communications systems 
Brucker, G. radiation effects 
Cooney, J. A. lasers 
Cope, A. D. television equipment 
O'Arcy, J. A. control systems 
Dennehy, W. radiation effects 
Hieber, G. environmental engineering 
Holmes-Siedle, A. radiation effects 
Kiesling, J. D. space communication 
Kimmel, J. spacecraft instrumentation 
KriHman, I. M. space communication 
luedicke, E. television equipment 
Marsten, R. B. properties, magnetic 
Martz, A. F. space navigation 
Rovner, S. M. recording, image 
Richards, G. T. communication, digital 
Schnapf, A. spacecraft 
Staniszewski, J. spacecraft instrumentation 
Walthall, E. spacecraft 
Whelan, J. W. communication, digital 

APPLIED RESEARCH 

Abeyta, I. computer storage 
Kaufman, M. M. computer storage 
Reno, C. W. lasers 

SYSTEMS ENGINEERING, EVALUATION 
AND RESEARCH 

Glenn, A. B. communications components 

MISSILE AND SURFACE RADAR 
DIVISION 

Corter, W. W. antennas 
Dennen, W. B. documentation 
Flint, G. B. medical electronics 
Gold, A. radar 
Golden, A. radar 
Greene, T. G. documentation 
Hermon, D. J. communications components 
Horsley, J. O. communications components 
Keohane, E. L. space communication 
Lowe, M. H. space navigation 
Macko, S. radar 
Patton, W. T. communications components 
Stribling, S. radar 
Wylde, D. V. space navigation 

RCA VICTOR COMPANY, LTD. 

Bachynski, M. P. electromagnetic waves 
Carswell, A. I. laboratory equipment 
Davies, D. E. properties, surface 
Gibbs, 8. W. electromagnetic waves 
Green, R. M. laboratory equipment 
Shkarofsky, I. P. electromagnetic waves 
Shkarofsky, I. P. plasma physics 
Tilley, B. J. circuits, integrated 
W(1I"er, A. communications c.omponents 
Webb, P. P. properties, surface 
Webb, P. P. laboratory equipment 

RCA VICTOR HOME INSTRUMENTS 

Andrews, D. L. recording 

RCA COMMUNICATIONS, INC. 

Becken, E. D. communications systems 

BROADCAST AND COMMUNICATIONS 
PRODUCTS DIVISION 

Coleman, Dr. J. W.laboratory equipment 
Gihring, H. E. antennas 
Horner, J. A. properties, molecular 
Kozanowski, Dr. H. N. television broadcasting 
Siukola, M. S. antennas 

@:i>m® 
JDatents (;ranted 

~;::@ 
As REPORTED By RCA DOMESTIC 

PATENTS, PRINCETON 
RCA VICTOR HOME INSTRUMENTS 

UHF Adaptor for VHF Television Receivers­
D. J. Carlson, J. B. Schultz (HI, Indpls) 
U.S. Pat. 3,242,433, March 22, 1966 

Phonograph Pickup with Resiliently Loaded 
Stylus Beam-D. E. Laux (HI, Indpls) U.S. 
Pat. 3,243,524, March 29, 1966 

GRAPHIC SYSTEMS DIVISION 
BameH, Dr. M. P. mathematics 
BameH, Dr. M. P. computer applications 
BameH, Dr. M. P. computer applications 
BameH, Dr. M. P. computer applications 
Greenberg, J. S. graphic arts 
Korman, Dr. N. I. computer applications 
Karman, Dr. N. I. computer applications 
Korman, Dr. N. I. computer applications 
Korman, Dr. N. I. computer applications 
Lavine, Dr. L. R. computer applications 

RCA LABORATORIES 
Anderson, C. H. properties, magnetic 
Anderson, C. H. properties, magnetic 
Anderson, C. H. properties, atomic 
Anderson, C. H. masers 
Annovedder, E. K. properties, atomic 
Aubrey, 8. B. properties, atomic 
Binggeli, B. properties, molecular 
Bosenberg, W. S. solid·state devices 
Burns, L. L. computer storage 
Cardona, M. properties, surface 
Cheng, K. L. laboratory equipment 
Duncan, R. C. laboratory equipment 
Duncan, R. C. laboratory equipment 
Evans, R. J. properties, molecular 
Fatuzzo, R. properties, molecular 
Fischer, G. properties, surface 
Fitske, E. V. energy conversion 
Fox, E. C. communications components 
Friedman, L. properties, electrical 
Gerritsen, H. J. lasers 
Goedertier, P. V. lasers 
Goedertier, P. V. lasers 
Goldstein, 8. properties, atomic 
Goldstein, Y. superconductivity 
Gorog, I. management 
Goydish, 8. I. laboratory equipment 
Hammer, J. M. properties, atomic 
Hattori, T. properties, molecular 
Heilmeier, G. H. properties, molecular 
Heilmeier, G. properties, molecular 
Hernqvist, K. G. tube components 
Herzfeld, F. properties, atomic 
Hirota, R. eletromagnetic waves 
Hirota, R. eletromagnetic waves 
Kiess, H. properties, molecular 
Klein, R. properties, surface 
Kudman, I. properties, atomic 
Lechner, 8. J. displays 
Levine, J. D. tube components 
Madaras, R. J. properties, magnetic 
Martinelli, R. U. lasers 
McEvoy, J. P. properties, surface 
Nagle, E. M. computer storage 
Pankove, J. I. properties, atomic 
Pearl, J. properties, surface 
Pearl, J. electromagnets 
Perkins, D. energy conversion 
Pinch, H. L. properties, magnetic 
Pressley, R. J. lasers 
Raichman, J. A. computer storage 
Revesz, A. G. properties, molecular 
Rose, A. properties, atomic 
Rosenblum, B. properties, surface 
Rosi, F. D. energy conversion 
Sabisky, E. S. properties, atomic 
Sabisky, E. S. masers 
Sabisky, E. S. properties, magnetic 
Sabisky, E. S. properties, molecular 
Sass, A. R. computer storage 
Schilling, R. B. properties, electrical 
Smith, C. P. circuits, integrated 
Steele, M. C. electromagnetic waves 
Steig meier, E. F. properties, atomic 
Struck, C. W. properties, atomic 
Suzuki, K. electromagnetic waves 
Suzuki, K. electromagnetic waves 
T oda, M. plasma physics 
T oda, M. properties, atomic 
Vural, B. interference 
Williams, R. properties, molecular 
Wittke, J. P. properties, molecular 
Wojtowicz, P. J. properties, magnetic 
Yim, W. M. energy conversion 
Zaininger, K. H. properties, molecular 
Zotter, B. interference 
Zworykin, V. K. medical electronics 

,/' 

Electronic Switching Circuit Employing an In~ 
sulated Gate Field·Effed Transistor Having 
RectiSer Means Connected Between Its Gate 
and Source or Drain Electrodes-J. O. Schree· 
der (HI, Indpls) U.S. Pat. 3,246,177, April 
12,1966 

Past-Deflection Color Purity Correcting Magnet 
System for a Color TV Cathode Ray Tube---J. 
K. Kratz (HI, IndpLs) U.S. Pat. 3,247,411, 
April 19, 1966 

DEFENSE ELECTRONIC PRODUCTS 

Command Feed Mechanism-F. W. Pfleger, 
Yow·hun Hu (MS, Mrstn) U.S. Pat. 3,245,· 
682, April 12, 1966 

Coupling of Logic Neurons-T. B. Martin, J. 
E. Saultz (AppRes, Cam) U.S. Pat, 3,246, 
302, April 12, 1966 

SiC/A/piC 
Scientific 
Computer 
Applications 
Program 
Catalog 

Data sheets added to SCAPC are published when received from 
Dr. J. Kurshan, RCA Labs., who coordinates SCAPC. Data sheets 
contain an abstract describing the program and its status. The 
following engineers maintain SCAPC data sheets for reference. 

AEDH 
ASDB 

R. Goerss. AED, Prin .. N.J. EDPS L. Stu.rt. EDP, Cher. Hill. N.J. 
J. L. Richmond, ASD. LABS R. W. Klopfenstein. Prin .. N.J. 
Burl., Mass. 

BCDM 

CSDC 
DEPA 
EDPP 

F. M. Brock. Broadcast 
Microwave Eng., Cam., N.J. 
H. Jacobowitz. CSD. Cam .. N.J. 
R. D. Smith. Appl. Res .. Cam., N.J. 
S. Heiss. EDP. 
W. Palm Beach. Fla. 

SCAPC INDEX: Entries below consist of: the 
key words identifying the application (bold­
face type), program title (quoted italics). 
computer language, name (s) of program 
contributor(s), and SCAPC program number 
(including location symbol from above list). 

ANTENNA DESIGN: Doubly Curved Reflec· 
tor Synthesis and Analysis"-Fortran II; 
C. B. Davis, R. W. Klopfenstein, LABS·0016 

CONVERGENCE ACCELERATION: "Euler 
Trans/ormation 0/ Alternating Series"­
Fortran II; H. E. KuLsrud, LABS·0012 

CURVE FITTING: "POLFlT and POLV AL­
Least Squares Polynomial Fit and Evalua· 
tion"-601 Assembly Language; H. E. KuLs· 
rud, LABS·ooll 

RATIONAL APPROXIMATION 1& Curve Filling, 
& FUnction Evaluation): "Minimax Rational 
Approximation" ----601 Fortran II; R. L. 
Crane, A. Pelios, LABS·0008 

FILTERS (& Denormaliziing, & Scaling): "Low 
Pass to Band Pass Filter Trans/ormation"-
301 Fortran II; F. M. Brock, BCDM·0005 

FUNCTIONS, ERROR: "ERFC(f{) and 
EXERFC(X} Function Subprogram for 
Evaluation of Unsealed and Scaled Comple· 
mentary Error Functions"-Fortran I1j C. 
B. Davis, LABS·0013 

FUNCTIONS, NONLINEAR: "ZLOC-A Sub· 
routine lor Finding Zeroes of Real N on~ 
Linear Functions"-Fortran II; A. Pelios, 
LABS·0020 

GRAPH PLOTTING: "PLOT-FORTRAN 
Subroutines Generating Single-Page Point 
or Bar Graphs and Long Plots"-601 As· 
sembly Language for use with Fortran j 
J. A. Goodman, LABS·oo 10 

HARMONIC ANALYSIS (& Trigonometric 
FOURIER ANALYSIS (& Trigonometric Series) : 
"Fourier Analysis (FOUVAL) Routine"-
601 Assembly Language; J. R. Golden, R. L. 
Crane, LABS·OOO9 

INTEGRALS, TRIGONOMETRIC: "SCINT(X, 
SI, CIN}-Subroutine Subprogram for Eval· 
uation of Sine and Cosine lntegrals"-For· 
tran II; C. B. Davis, LABS·0014 

DME With Fast Search-I. A. Sofen, R P. 
Crow (WCD, Van Nuys) U.s. Pat. 3,246, 
325, April 12, 1966 

Magnetic Structure for a Loudspeaker-D. H. 
Cunningham (CSD, Cam) U.S. Pat. 3,247,· 
331, April 19, 1966 

Triggerable Tunnel Diode-M. Cooperman 
(AppRes, Cam) U.S. Pat. 3,247,398, April 
19,1966 

Optical Fiber Analog-Digital Converter-D. J. 
Coyle (MSR, Mrstn) U.S. Pat. 3,247,505, 
April 19, 1966 

Optical Fiber Analog Digital Converter-E. D. 
Grim, Jr. (CSD, Cam) U.S. Pat. 3,247,506, 
April 19, 1966 

Corner Reftectors-L. E. Matson, Jr. (ASD, 
Burl) U.S. Pat. 2,702,900, Feb. 22, 1955 (as· 
signed to U.S. Gov't.) 

Information Processing Apparatus-E. P. Mc­
Grogan, Jr. (CSD, Cam) U.S. Pat. 3,245,050, 
AprilS, 1966 

M1SR 

VICM 

R. Faust. M&SR Div., 
Mrstn .. N.J. 

G. Payette. RCA Victor Co .. 
Ltd., Montreal, Can. 

WCDV A. E. Cressey. West Coast 
Div., Van Nuys, Calif. 

DIFFERENTIAL EQUATIONS, ORDINARY 1& 
Integration, & Predictor-corrector): "ADAMS 
-A Subroutine for the Numerical Solution 
of Ordinary Differential Equations"-For· 
tran II; R. L. Crane, LABS·OOO6 

DIFFERENTIAL EQUATIONS, ORDINARY 1& 
Integration, & Predictor-correctl: "NODE­
An RCA 601 Numerical Ordinary Diifferen· 
tial Equations Subroutine"-601 Assembly 
Language j L. J. Berton, R. L. Crane, R. W. 
Klopfenstein, LABS·0007 

NETWORK ANALYSIS (& Iterative Analysis, & 
Bashkow Method): "Ladder Network Analy· 
sis"-301 Fortran II; F. M. Brock, BCDM· 
0004 

NETWORK ANALYSIS (& Ladder Networksl: 
"CHARAC-A Subroutine for Evaluation of 
Amplitude, Phase, and Delay Characteristics 
of Ladder Networks"-Fortran II; C. B. 
Davis, LABS·0015 

SORTING (& Parameter Matching): "Transis­
tor Sorting Program"-Fortran II; J. L. 
Richmond, R. McNaughton, A. Burwell, 
ASDB·0004 

POLYNOMIAL ZEROES: "POLZER-A Sub· 
routine for Finding Zeroes of Polynomials 
with Real CoefJicients"-601 Assembly Lan· 
guage; A. Pelios, LABS·0018 

POLYNOMIAL ZEROES: "POLZlM-A Sub· 
routine for Finding Zeroes of Polynomials 
with Complex Coefficients"-Fortran II; A. 
Pelios, LABS·0019 

RESISTIVITY MEASUREMENTS 1& Partial Dif­
ferential Equations): "Program for Calcula­
tion of Correction Factor for Four-Point 
Semiconductor Resistivity Measurement"­
Fortran II; C. B. Davis, LABS·0017 

SIMULTANEOUS EQUATIONS (& Matrix In­
version): "LINEQ-A Subroutine to Solve 
Simultaneous Linear Equations and Matrix 
Inversion"----601 Assembly Language; A. H. 
Simon, LABS·0021 

VARIANCE ANALYSIS: "One· Way Analysis 
of Variance"-Fortran II; H. R. Heidler, 
EDPS·Oool 

DOUBLE PRECISION: "72·Bit Double Preci· 
sion FORTRAN Package"-In 601 Basic 
for 601 Fortran; A. H. Simon, LABS·0022 

BROADCAST AND COMMUNICATIONS 
PRODUCTS DIVISION 

Device for Automatically Stopping a Film-B. 
F. Floden (BCD, Cam) U.S. Pat. 3,246,817, 
April 19, 1966 

Microwave Cavity Having Plural Capacitance 
Probes which Act as a Mode Separator--R. H. 
Fricke, J. F. McSparran (BCD, Cam) US. 
Pat. 3,209,276, Sept. 28, 1965 (assigned to 
U.S. Gov't.) 

Magnetic Recording and Reproducing Appa­
ratus-J. D. Bick, D. C. Pastore (BCD, Cam) 
U.S. Pat. 3,244,818, April 5, 1966 

RCA VICTOR COMPANY, LTD. 

Audio Amplifier InCluding Volume Compression 
Means-W. B. Morrison (Ltd, Montreal) 
U.S. Pat. 3,247,464, April 19, 1966 



Meetings 

JUNE 20-25, 1966; 3rd Congress of the Int'l Federa­
tion of Automatic Control (IFAC), London, Eng­
land. Prog. Info.: Prof. Gerald Weiss, Polytechnic 
Institute of Brooklyn, 333 Jay St., Brooklyn, N.Y. 
11201. 

JUNE 21-23, 1966: Conf. on Precision Electromag­
netic Measurements, IEEE, G-Im NBS, NBS Stan­
dards Lab., Boulder, Colo. Prog. Info.: Dr. Kiyo 
Tomiyasu, Genl. Electric Co., Schenectady, N.Y. 

JULY 4-8, 1966: Rarefied Gas Dynamics Mtg., Amer. 
Phys. Soc., Oxford, England. Prog. Info.: C. l. 
Brundin, Dept. of Eng. Science, Univ. of Oxford, 
Parks Rd., Oxford, England. 

JULY 11-13. 1966: Electromagnetic Compatibility 
Symp., IEEE, G-EMC, San Francisco Hilton Hotel, 
San Francisco, Calif. Prog. Info.: A. Fang, Hewlett 
Packard Co., 1501 Page Mill Rd., Palo Alto. 

JULY 11-15, 1966: 1966 Aerospace Systems Conf., 
IEEE, G-AES, Olympic Hotel, Seattle, Wash. Prog. 
Info.: T. J. Martin, 3811 E. Howell St., Seattle, 
Wash. 98122. 

JULY 12-14, 1966: William Hunt Eisenman Conf. on 
Failure Analysis-Amer. Soc. for Metals at the 
Waldorf-Astoria Hotel, N.Y.C. Prog. Info.: Ronald 
J. Seman, News Bureau Mgr., Amer. Soc. for 
Metals, Metals Park, Ohio. 

JULY 18-22, 1966: Nuclear and Space Radiation Ef­
fects Conf., IEEE, G-NS, Stanford Univ., Stanford, 
Calif. Prog. Info.: Dr. Victor van Lint, Gen'l Atomic 
P.O. Box 608, San Diego, Calif. 

JULY 25-27, 1966: Rochester Conf. on Data Acqui­
sition & Processing in Biology & Medicine, IEEE, 
G-EMB, Univ. of Rochester, Rochester, N.Y. Prog. 
Info.: I EEE Headquarters, Box A, Lenox Hill Sta­
tion, N.Y., N.Y. 

AUGUST 1-5, 1966: 3rd ISA Research Conf. on In­
strumentation Science (Attendance by application 
only). William Smith College, Geneva, N.Y. Prog. 
Info.: K. B. Schnelle, ISA Headquarters, 530 Wil­
liam Penn Place, Pittsburgh, Pa. 15219 

AUGUST 17-19, 1966: 7th Annual Joint Automatic 
Control Conf. (JACC) , ISA, AIAA, Univ. of Wash­
ington, Seattle, Wash. Prog. Info.: A. E. Bryson, 
Jr., Prog. Chairman, AIAA Headquarters, 1290 
Sixth Ave., N.Y., N.Y. 10019. 

AUGUST 23-26, 1966: WESCON (Western Elec­
tronic Show & Convention), IEEE, WEMA, Sports 
Arena, Los Angeles. Prog. Info.: I EEE LA Office, 
3600 Wilshire Blvd., Los Angeles, Calif. 

AUGUST 29-3'1, 1966: 2nd Int'l Congress on Instrum. 
in Aeros. Simulation Facilities, Stanford Univ., 
Stanford, Calif. Prog. Info.: R. K. Hallett, Jr., 
NASA Ames Res. Ctr., Moffet! Field, Calif. 

AUGUST 30-SEPT. I, 1966: 21st Nat'l Conf., Assoc. 
for Computing Machinery, IEEE, ACM, Ambassa­
dor Hotel, Los Angeles, Calif. Prog. Info.: B. R. 
Parker, Tech. Prog. Chairman, 21st Nat'l Conf., 
P.O. Box 4233, Panorama City, Calif. 

SEPT. 5-9, 1966: Int'I. Organization for Pure and 
Applied Biophysics Mtg., Amer. Phys., Soc., Vienna, 
Austria. Prog. Info.: E. Weidenahus, Viennese Medi­
cal Academy, Alserstr 4, Vienna 9, Austria. 

PROFESSIONAL MEETINGS 

DATES and DEADLINES 

Be sure deadlines are met-consult your 
Technical Publications Administrator or 
your Editorial Representative for the lead 
time necessary to obtain RCA approvals 
(and government approvals, if applicable). 
Remember. abstracts and manuscripts must 
be so approved BEFORE sending them to 
the meeting committee. 

SEPT. 22-24, 1966: 16th IEEE Broadcast Symp., IEEE, 
G-B, Mayflower Hotel, Wash., D.C. For Prog. Info.: 
IEEE Headquarters, Box A,. Lenox Hill Station, 
N.Y. 

SEPT. 23-24, 1966: 14th Annual Cedar Rapids Com­
munication Symp., Cedar Rapids, Iowa. Prog. 
Info.: IEEE Headquarters, Box A, Lenox Hill Sta· 
tion, N.Y. 

SEPT. 25.28, 1966: 1st Nat'l. Conf. on Non-Conven­
tional Energy Conversion Applications, ASME, 
AIAA, AIChE, IEEE, International Hotel, Los 
Angeles, Calif. Prog. Info.: R. E. Henderson, The 
Allison Co., Indpls., Ind. 

OCT. 3-5, 1966: Nat'l. Electronics Conf., IEEE, et 
aI., McCormick Place, Chicago, III. Prog. Info.: 
Nat'l Elec. Conf., 228 N. LaSalle St., Chicago I, 
III. 

OCT. 3-5, 1966: Aerospace & Electronic Systems 
Conv., IEEE, G-AES, Sheraton Park Hotel, Wash., 
D.C. Prog. Info.: I EEE Headquarters, Box A, Lenox 
Hill Station, N.Y. 

OCT. 3-5, 1966: 3rd Symp. on Consumer Electronics, 
IEEE, G-CT, Conference Center, Univ. of III., 
Monticello, III. Prog. Info.: IEEE Headquarters, 
Box A, Lenox Hill Station, N.Y. 

OCT. 5-7, 1966: Allerton Conf. on Circuits & System 
Theory, IEEE, G-CT, Univ. of III., ConI. Center 
Univ. of Illinois, Monticello, III. Prog. Info.: Prof. 
W. R. Perkins, Dept. of EE, Univ. of III., Urbana, 
III. 

OCT. 9-11, 1966: IntI. Conf. on Automatic Opera­
tion & Control of Broadcast Equipment, IEEE, et. 
al.; London, England. Prog. Info.: J. L. Regan, 
lEE, Savoy PI., London, W.C. i, England. 

OCT. 12-1!('1966: Ultrasonic Symp., IEEE, G-SU; For 
Info.: IEEE Headquarters, Box A, Lenox Hill Sta­
tion, N.Y., N.Y. 

OCT. 13-14, 1966: 4th Canadian Symp. on Com­
munications, I EEE, Region 7; Queen Elizabeth Ho­
tel, Montreal, Canada. Prog. Info.: Prof. G. W. 
Farnell, McGill Univ., 805 Sherbrooke St., W. Mon­
treal, Canada. 

OCT. 13-14, 1966: Stat. Theory of Signal Detection 
in Communication & Control Systems, I EEE Section 
& Nechr, Techn. Gesellschaft: Darmstadt, F.R. 
Germany. Prog. Info.: H. H. Burghoff, 6 Frankfort 
70, Stresemann Aliee 21 VDE Haus, F.R. Germany. 

OCT. 17-18, 1966: Systems Science & Cybernetics 
Conf., IEEE, G-SSC; IntI. Inn, Wash., D.C. Prog. 
Info.: M. D. Rubin, The Mitre Corp., P.O. Box 
208, Bedford, Mass. 

OCT. 19·21, 1966: 13th Nuclear Science Symp., 
IEEE, G-NS; Statler Hilton, Boston, Mass. Prog. 
Info.: J. E. Coleman, U.S. Natl. Bureau of Stan­
dards, Wash., D.C. 

OCT. 26-28, 1966: Electron Devices Mtg., IEEE, 
G-ED; Sheraton Park Hotel, Wash., D.C. For Info.: 
JEEE Headquarters, Box A, Lenox Hill Station, 
N.Y., N.Y. 

Oct. 26-28, 1966: 7th Symp. on Switching & Auto­
mata Theory, I EEE, Computer Group, Univ. of 
Calif.; Univ. of Calif., Berkeley, Calif. Prog. Info.: 
D. E. Muller, Math Dept., Univ. of III., Urbana, 
III. 

Calls lor Papers 

OCT. 19-21, 1966: 13th Nuclear Science Symp., 
IEEE, G-NS; Statler Hilton, Boston, Mass. For 
Deadline Info.: I EEE Headquarters, Box A, Lenox 
Hill Station, N.Y., N.Y. 

OCT. 20-22, 1966: Electron Devices Mtg., IEEE, 
G-ED. Sheraton Park Hotel, Wash., D.C. Deadline: 
Abstracts, approx. 8/1/66. FOR INFO.: IEEE Head­
quarters, Box A, Lenox Hill Station, N.Y., N.Y. 

OCT. 24-27, 1966: 21st Ann. ISA Conf. & Exhibit; 
Hotel New Yorker & Statler Hilton Hotel, Coli­
seum, N.Y., N.Y. Deadline: Abstracts, approx. 
6/15/66. TO: Conf. Prog. Coordinator, c/o ISA 
Headquarters, 530 William Penn Place, Pittsburgh, 
Pa. 

NOV. 2-4; 1966: N.E. Research & Eng. Mtg. 
(NEREM). IEEE, Region I; Boston, Mass. Deadline: 
Abstracts, approx. 7/1/66. FOR INFO.: IEEE Head­
quarters, Box A, Lenox Hill Station, N.Y., N.Y. 

NOV. 8-10, 1966: Fall Joint Computer Conf., IEEE, 
AFIPS (IEE-ACM); Brooks Hall, Civic Center, San 
Francisco, Calif. For Deadline Info.: AFIPS Head­
quarters, 211 E. 43rd St., N.Y., N.Y. 

NOV. 15-17, 1966: Electric Welding Conf., IEEE, 
G-IGA, Rackham Bldg., Eng. Society of Detroit, 
Detroit, Mich. For Deadline Info.: M. Zucker, 
Myron Zucker Eng. Co., 70B W. Long Lake Rd., 
Bloomfield Hills, Mich. 

NOV. 15-18, 1966: 12th Conf. on Magnet & Mag. 
Matis., IEEE-G-MAG et. al.; Sheraton Park Hotel, 
Wash., D.C. Deadline: Abstracts, approx. 8/19/66. 
FOR INFO.: IEEE Headquarters, Box A, Lenox Hill 
Station, N.Y., N.Y. 

DEC. 1-2, 1966: Vehicular Comm. Conf., IEEE, G­
VC; Montreal, Canada. For Deadline Info.: H. 
Stewart, Dept. of Transport, Hunter Bldg., Ottawa, 
Ontario, Canada. 

DEC. 5-7, 1966: IntI. Antennas & Propagation 
Symp., I EEE-G-AP; Palo Alto, Calif. For Deadline 
Info.: R. L. Leadabrand, Stanford Res. Inst., Menlo 
Park, Calif. 

DEC. 7-9, 1966: Fall URSI-IEEE Mtg., IEEE, URSI­
I EEE; Palo Alto, Calif. For Deadline Info.: Miss 
J. Hannaum, Natl. Academy of Sciences, 2101 
Constitution Ave., Wash., D.C. 

JAN. 10-12, 1967: 13th Symposium on Reliability, 
IEEE, G-R, ASQC et ai, Sheraton Park Hotel, 
Wash., D.C. Prog. Info.: I EEE Headquarters, Box A, 
Lenox Hill Station, N.Y. 

JAN. 29-FEB. 3, 1967: IEEE Winter Power Mtg., 
IEEE, G-P, Statler-Hilton Hotel, N.Y. Prog. Info.: 
I EEE Headquarters, Box A, Lenox Hill Station, 
N.Y. 
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Engineering NEWS and HIGHLIGHTS 

SALES AND EARNINGS FOR FIRST FOUR MONTHS 
OF 1966 ARE THE BEST IN COMPANY'S HISTORY 

RCA achieved new sales and earnings 
records in April to make the first four 
months of the year the best for any com· 
parable period in the company's history, 
Elmer W. Engstrom, Chairman of the Exec· 
utive Committee, told more than 2000 RCA 
shareholders at their Annual Meeting. 

"We are now well into our sixth year of 
sustained growth," Dr. Engstrom said. "If 
the economy maintains its present vigor, 
we confidently believe that new records will 
again be reported at the end of this calen· 
dar year." 

Dr. Engstrom, President Robert W. Sar· 
noff, and key RCA operating executives 
outlined various growth trends in the prin· 
cipal areas of the company's business. 
RCA Chairman David Sarnoff presided at 
the meeting. 

President Sarnoff, in an overall review 
of the company's prospects, reported on the 
rise of color from a $100 million annual 
business little more than 5 years ago to a 
multibillion· dollar enterprise today, and he 
pointed out that "this explosive growth is 
still in its initial stage and will be over' 
shadowed in the years ahead." 

The shareholders were briefed on achieve· 
ments and prospects in their respective 
areas of responsibility by Group Executive 
Vice Presidents W. Walter Watts, Arthur L. 
Malcarney, and Charles M. Odorizzi, and 
Walter D. Scott, Chairman of the Board of 
NBC. These highlights were noted: 

23 ENGINEERS RECEIVE 
ECD ACHIEVEMENT AWARDS 

Electronic Components and Devices has 
presented its annual Engineering Achieve· 
ment Awards to 23 engineers in recognition 
of their work during the past year. Those 
honored include: 

Television Picture Tube Div.-F. G. 
Bushey, Marion, Ind., for unique phosphor 
for color tubes; R. C. Demmy, G. R. Fad­
ner, D. L. Roberts, T. M. Shrader, and M. 
Van Renssen, Lancaster, Pa., for color tube 
mechanical design. 

Industrial Tube and Semiconductor Div. 
-H. R. Meisel, J. H. Sondermeyer, R. L. 
Wilson, and J. E. Wright, Somerville, N. J. 
and H. W. Menzel and W. B. Planey, 
Mountaintop, Pa. for work with hometaxial 
transistors. R. A. Duclos and P. L. Mc­
Geough, Somerville, N. 1., for high.perform· 
ance transistors for community TV systems. 

Commercial Receiving Tube and Semi· 
conductor Div.-W. H. O'Neill and R. W. 
Young, Woodbridge, N. J., for receiving 
tube glass technology. P. Dejager, Cincin· 
nati, Ohio, for color TV receiving tubes. 

Distributor Products-G. G. Carne, Los 
Angeles, Calif., for application of TV camera 
tubes. 

General Sales-M. Bernstein, S. Do­
browlski, and R. J. Walsh, Harrison, N. J., 
for establishing a line of replacement tran· 
sistors. 

-Home instrument sales are off to the 
best start ever, with factory dollar sales duro 
ing the first quarter running 36% ahead 
of the same period in 1965. 

-RCA Victor records has established 
clear leadership in Stereo 8 cartridges, in· 
troduced last year with the opening of a 
new market for recorded music in auto· 
mobiles. 

-Industry acceptance of RCA's new four· 
tube color TV cameras has exceeded all ex· 
pectations; during 1966, RCA expects to 
deliver more than 650 color cameras of all 
types valued at more than $45 million. 

-NBC sales are expected to exceed a 
half billion dollars -for the first time, and 
profits also are expected to reach an all· 
time record. 

-RCA sales volume in space and defense 
electronics increased in 1965 and is ex· 
pected to rise again in 1966. 

-More than 1,100 RCA computer sys· 
terns are now installed or on order, and 
deliveries of the new Spectra 70 family are 
on or ahead of schedule. 

-First quarter sales and profits of the 
RCA Service Co., RCA Communications, 
RCA Victor Records, Broadcast and Com· 
munications Products, and RCA's foreign 
subsidiaries rose over those of the same 
period last year. 

In his review of RCA activities and pros· 
pects, Dr. Engstrom paid tribute to General 
Sarnoff, who is observing this year the 60th 
anniversary of his career in communications 
and electronics. 

Special Electronic Components Div.-J. 
A. Schramm and W. L. Varettoni, Somer· 
ville, N. J., for integrated circuits for con· 
sumer products. 

GRAPHIC SYSTEMS DIVISION 
MOVES TO NEW QUARTERS 

The Graphic Systems Division, initially 
housed in the RCA' Laboratories at the 
David Sarnoff Research Center, Princeton, 
N. J., has moved to a new location on Route 
1, about 3 miles north of the Laboratories. 
The new site, formerly occupied by the 
Princeton Carton Co., has been completely 
refurbished to provide office, lab, and model 
shop facilities. The building is on a tract 
of 27 acres, with ample space for parking 
and further expansion of facilities.-H. N. 
efooks 

HOME INSTRUMENTS ENGINEERS 
TRAINED IN COMPUTER LANGUAGE 

Approximately 50 engineers of the RCA 
Victor Home Instruments Division have 
completed training in the use of the FOR· 
TRAN IV computer language. Facilities 
have been made available through the 
RCA/Purdue TEAM Advanced Develop· 
ment Center and by teletype / telephone line 
connections to several time·share computing 
centers. The FORTRAN training will be 
available to all Home Instruments engi· 
neers.-K. A. Chittick 

DR. G. H. BROWN ADDRESSES 
1966 IEEE CONVENTION 

Dr. George H. Brown, Executive Vice Pres· 
ident, Research and Engineering, was one 
of the principal speakers at the session on 
International Color TV Systems at the 1966 
IEEE International Convention held in New 
York City in March. 

Speaking on "The Case for NTSC Color 
Television," Dr. Brown said that "the color 
TV system used in the U.S. was adopted 
as the result of the deliberations of the 
National Television System Committee 
(NTSC), a group of about 150 experts from 
the television industry, universities, and 
Government agencies, which recommended a 
system to the Federal Communications Com· 
mission after extensive nationwide testing." 

Dr. Brown noted that in the last three 
years the sale of color TV sets reached a 
total of five million and that today's sets 
are almost as trouble· free as monochrome 
sets. He said that the old problems of dif· 
ferential phase and differential gain have 
largely dis a ppeared. 

In summarizing the case for NTSC color 
TV, Dr. Brown said that "it is to be preferred 
over other systems, such as the French 
SECAM and German PAL systems, because 
it has 12 years of continuous broadcasting 
experience, its quality and dependability 
are reflected in the inability of color receiver 
manufacturers to keep up with demand, 
its receivers cost less, and a single world 
standard should not exclude a potential of 
10 million American viewers." 

E. W. HEROLD APPOINTED MANAGER, 
GRAPHIC SYSTEMS A.R. LABORATORY 

The appointment of Dr. Edward W. Herold, 
Staff Engineer, Research and Engineering, 
to the recently established position of Man· 
ager, Graphic Systems Applied Research 
Laboratory was announced in March by Dr. 
George H. Brown, Executive Vice President, 
Research and Engineering. In this addi· 
tional capacity Mr. Herold will report to the 
Vice President, RCA Laboratories. 

Mr. Herold received his BS degree from 
the University of Virginia in 1930 and an 
MS in Physics in 1942 and a D.Sc in 1961 
from Polytechnic Institute of Brooklyn. Mr. 
Herold joined RCA Radiotron Co. in 1930 
as a development engineer. When RCA 
Laboratories was established in 1942, he 
transferred to Princeton. He was named 
Director, Radio Tube Laboratory in 1951, 
and Director, Electronic Research Labora· 
tory in 1954. In 1957 he headed the RCA 
group working on the C·Stellarator project. 
From 1959 to 1965 he was Vice President, 
Research, with Varian Associates, Inc. 

E. I. ANDERSON ELECTED V-P, 
VALUE ASSURANCE, RCA SALES 

The election of Earl I. Anderson to the pu· 
sition of Vice President, Value Assurance. 
RCA Sales Corporation was announced in 
March by Raymond W. Saxon, Vice Chair· 
man. Mr. Anderson was previously Man· 
ager, Operations for the RCA Victor Home 
Instruments Division. He will report to Mr. 
Saxon, who is also Vice President and 
General Manager of the Home Instruments 
Division. 



Mr. Anderson joined RCA in 1937 as an 
engineer. From 1937 to 1958 he was engi· 
neer in charge of the former RCA Industry 
Service Laboratory in New York. He was 
Chief Engineer for the Home Instruments 
Division for four years until his appoint· 
ment as Manager, Operations. 

A Fellow of the IEEE, Mr. Anderson 
holds 30 patents in the radio'Tv field. He 
is a former member of the Editorial Ad­
visory Board of the RCA ENGINEER. 

W. A. ROSE RECEIVES 
SEER TECHNICAL EXCELLENCE AWARD 

Systems Engineering, Evaluation, and Re· 
search (SEER), Moorestown, N. J., has 
presented its first Technical Excellence 
Award to W. A. Rose. Mr. Rose was cited 
for his work on electro-optic systems. 

TECHNICAL EXCELLENCE AWARD 
WINNERS NAMED BY ASD 

Technical Excellence Awards for the first 
quarter of 1966 have been announced by 
the Aerospace Systems Division, Burling­
ton, Mass. They are: R. J. Bosselaers, for 
work in the design, fabrication, and testing 
of a broad· band amplifier for the DIMATE 
Product Improvement Program; A. P. Arnt­
son, for work on an ultralightweight power 
supply; W. B. Locke, for design work on 
automatic production test equipment; Team 
Award-R. Blanchard, D. Wellinger, R. 
Weiner, G. Gessler, and R. Tetrev for reo 
design of the servo assembly for an RCA 
video tape recorder; Team Award-E. 
Wyant, F. Hassett, W. B. Locke, H. Silver­
man, N. Amdur, A. Muzi, and S. Polednak 
for work on automatic picture-tube test 
equipment for the ECD Marion, Ind. plant. 
-D. B. Dobson 

V. J. DUKE RETIRES AT NBC 

Vernon J. Duke, NBC Engineering Devel­
opment Group, retired in March after 37 
years with the National Broadcasting Sys­
tem. He joined NBC at KOA, Denver in 
1929. He had been with the Engineering 
Development Group since 1937. 

Mr. Duke's work involved all forms of 
TV camera tubes and optical systems, and 
he designed and supervised the fabrication 
and installation of an experimental 3V 
color film chain. He did extensive work in 
studio live camera and kinescope film 
equipment. 

Mr. Duke holds 15 U.S. patents on TV 
and film equipment circuitry. He received 
his BSEE from the University of Colorado. 
He is a member of the IEEE and SMPTE. 
His paper, "New Transistorized AGC and 
Gamma Control Amplifiers for TV Broad­
cast," appeared in Vol. n, No.2 of the RCA 
ENGINEER.-W. A. Howard 

RCA LABORATORIES ANNOUNCES 
1966-1967 DOCTORAL STUDY AWARDS 

Eight men of the RCA Laboratories have 
received doctoral study awards for 1966-
1967. They are: 

R. C. Blosser, Systems Research Lab., for 
doctoral studies in electrical engineering 
at Princeton University. 

T. O. Farinre, Systems Research Lab., for 
doctoral studies in electrical engineering. 

E. P. Helpert, Electronic Research Lab., for 
doctoral studies in applied mathematics 
at New York University. 

R. S. Hopkins, Jr., Systems Research Lab., 
for doctoral studies in electrical engineer· 
ing at Rutgers University. 

E. C. Ross, Computer Research Labs., for 
doctoral studies in solid-state electronics 
at Princeton University. 

D. L_ Staebler, Electronic Research Lab., for 
doctoral studies at Princeton University. 

W. P. Stollar, Materials Research Lab., for 
doctoral studies in ceramic engineering 
at Rutgers University. 

R. A. Sunshine, Electronics Research Lab., 
for doctoral studies in electrical engi­
neering at Princeton University.-C. W. 
Sall 

22-INCH RECTANGULAR COLOR TUBE 
TO BE INTRODUCED IN LATE 1966 

A new 22-inch (tube diagonal measure­
ment), 90 0

, rectangular color TV picture 
tube will be introduced by RCA during the 
last quarter of 1966. H. R. Seelen, Division 
Vice President, RCA Television Picture 
Tube Div., said: "Although bulbs for the 
22-inch rectangular color tube are not yet 
available from the glass supplier, RCA has 
co~pleted the ,,Preliminary design work on 
thIS new tube. 

Tentative technical data on the 22-inch 
picture tube has been sent to color TV reo 
ceiver manufacturers to give them maximum 
lead time for their set design work. The 
short, overall length of the new tube 09.2 
inches) will permit new styling innovations 
for compact cabinets. 

The 22·inch tube will be produced in a 
laminated-etched version with a safety win· 
dow treated to reduce reflections (RCA 
22JP22) and a nonlaminated type (RCA 
22KP22). Developmental samples are ex· 
pected to be available in limited quantities 
during June. 

RCA LABORATORIES-E.CD 
ENGINEERING CONFERENCE 

Electronic Components and Devices and 
the RCA Laboratories, Princeton, recently 
held an engineering conference to discuss 
technical programs of mutual interest and 
to promote close liaison between engineer· 

ing and research activities. This conference 
was held in late April. 

The technical presentations embraced 
television and radio, data processing, com­
munications, power and control devices, 
instrumentation and direct energy conver· 
sion.-D. H. Wamsley 

PROFESSIONAL ACTIVITIES 

ASD, Burlington, Mass.: W. Gray served as 
a session moderator at the 1966 IEEE Reli· 
ability Spring Seminar, Hanscom Field, 
Bedford, Mass. on April l4.-D. B. Dobson 

CSD, Camden, N. J.: C. W. Fields, Ad­
ministrator, Tech. Publications, was elected 
to the National Administrative Committee 
of the IEEE Group on Engineering Writing 
and Speech to serve until June 1967. He 
also has been appointed editor of Standards 
Engineering, the journal of the Standards 
Engineers Society, Inc. 

ECD, Somerville, N. J.: H. M. Hyman, 
Sr. Eng., Integrated Circuits Design, was 
awarded a gold watch in recognition of 10 
years of service as an assistant editor of 
the Journal of Applied Spectroscopy. The 
presentation was made by the Society of 
Applied Spectroscopy at the 5th National 
Meeting in Chicago in J une.-I. Kalish 

ECD, Lancaster, Pa.: R. F. Dourte and 
W. K. Peifer attended the Cineradiology 
Symposium in Rochester, N. Y. in March. 
R. M. Matheson, F. A. Helvy, and D. E. 
Persyk participated in the Scintillation and 
Semiconductor Counter Symposium held in 
Washington, D.C. in March.-R. L. Kauff­
man 

RCA Victor Home Instruments, Indian· 
apolis, Ind.: G. C. Hermeling, Mgr., Tuner 
and Remote Control Engineering, is chair· 
man of the Broadcast and TV Professional 
Group of the IEEE, Central Indiana Sec­
tion.-K. A. Chittick 

M&SR, Moorestown, N. J.: A. Gold 
worked with the Paper Selection Committee 
of AMRAC (Anti·Missile Research Ad­
visory Council) , reviewing papers sub­
mitted for presentation at the 1966 Spring 
AMRAC Meeting.-T. G. Greene 

CSO recently honored its authors for 1965 with an authors' reception .and dinner. Some of 
the 42 attending from Camden are shown at the registration desk. Handling the registration 
is Vivian Surplus, secretary to Chief Engineer. left to right are: O. P. Campbell, C. W. Fields 
(CSO Ed. Rep.), C. Alexoff, E. J. Sass, H. E. Hawlk, P. J. Anzalone. CSO published 122 
papers in 1965. 
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STAFF ANNOUNCEMENTS 

Electronic Components and Devices, Harri­
son, N_ J. The organization of the staff of 
Electronic Components and Devices, report­
ing to J. B. Farese, Division Vice President, 
is announced as follows: H. F. Bersche, Div. 
Vice President, Distributor Products; G. C. 
Brewster, Mgr., Operations Planning and 
Support; C. E. Burnett, Div. Vice President 
and General Mgr., Industrial Tube and 
Semiconductor Div.; J. T. Cimorelli, Mgr. 
Technical Aid and License Adm.; D. o. 
Corvey, Purchasing Agent; L. R. Day, Gen­
eral Mgr., Special Electronic Components 
Div.; A. M. Glover, Div. Vice President, 
Technical Programs; L. A. Kameen, Mgr., 
Personnel; J. Koppelman, Controller, Fi­
nance; W. H. Painter, Div. Vice President 
and General Mgr., Commercial Receiving 
Tube and Semiconductor Div.; and H. R. 
Seelen, Div. Vice President and General 
Mgr., TV Picture Tube Div. 

A. M. Glover has announced the follow­
ing organization of Technical Programs; K. 
G. Bucklin, Mgr., Commercial Engineering; 
E. O. Johnson, Mgr., Engineering; R. L. 
Kelly, Adm., Product Assurance; A. M. 
Glover, Acting Mgr., New Business Devel­
opment. 

ECD, Special Electronic Components 
Div., Somerville, N. J. The announced or­
ganization of the Integrated Circuit Opera­
tions Dept., reporting to R. L. Klem, Mgr., 
includes: A. L. Gorman, Mgr., Plant Engi­
neering, Somerville; J. W. Ritcey, Mgr., 
Integrated Circuit Engineering; R. P. Tittel, 
Mgr., Mfg. Standards; E. M. Troy, Mgr., 
Integrated Circuit Products Mfg.; and R. A. 
Wissolik, Administrator, Operations Plan­
ning. 

ECD, Commercial Receiving Tube and 
Semiconductor Div., Lewiston, Me. R. M. 
Cohen, Mgr., Engineering announces the 
appointment of R. V. Fournier as Resident 
Engineer. H. A. DeMooy, General Plant 
Mgr., announces the appointment of G. A. 
Hiatt as Plant Mgr. and F. L. Wildes as 
Mgr., Production Engineering. 

ECD, Commercial Receiving Tube and 
Semiconductor Operations, Cincinnati, O. J. 
P. Sasso, Mgr., Tube Mfg., announces the 
appointment of R. E. Ward as Mgr., Produc­
tion Engineering. Reporting to Mr. Ward 
are J. A. Dierkers, R. J. Hackmeister, and 
J. J. Hanners, Production Engineering Man­
agers of Miniature Tubes. 

ECD, Industrial Semiconductor Opera­
tions Dept., Mountaintop, Pa. The organiza­
tion of Manufacturing and Production En­
gineering-Germanium Devices, Rectifier 
Stack Assembly, and Wafer Manufacturing, 
reporting to L. H. Urdang, Mgr., is an­
nounced as follows: R. J. Miller, Supt., 
Mfg.; D. A. Pahls, Engineering Ldr., Ger­
manium Devices; and A. M. Splinter, Engi­
neering Ldr., Photo Cells. 

RCA Victor Home Instruments Div. The 
announced organization reporting to R. W. 
Saxon, Vice President and General Man­
ager, includes L. R. Kirkwood, Chief Engi­
neer, Engineering Department. 

Announced organization reporting to W. 
E. Albright, Mgr., Mfg. Dept., includes K. 
D. Lawson, General Plant Engineer. The 
organization announced by W. L. Bledsoe, 
Plant Mgr., for the Rockville Plant includes 
W. R. Turner, Mgr., Mfg. Engineering. The 
organization of the Indianapolis Components 

Plant, reporting to E. A. Swihart, Plant 
Mgr., includes J. B. Thomas, Mgr., Mfg. 
Engineering and J. C. Wood, Mgr., Plant 
Engineering. The organization of the Mem­
phis Plant, reporting to T. F. Whitten, Plant 
Mgr., includes J. W. Good, Mgr., Mfg. En­
gineering and H. L. Slusher, Mgr., Plant 
Engineering. 

Broadcast and Communications Products 
Div., Camden, N. J. c. H. Colledge, Div. 
Vice President and General Mgr., has an­
nounced the appointment of A. M. Miller as 
Div. Vice President, Instructional and Sci­
entific Electronics Dept. 

Corporate Staff, New York, N. Y. H. L. 
Letts, Executive Vice President and Con­
troller, has announced the appointment of 
L. M. Isaacs as Staff Vice President, Man­
agement Information Systems. The organ­
ization J;eporting to Mr. Isaacs is announced 
as follows: B. G. Curry, Mgr., Management 
Information Systems Programs; M. S. De­
murjian, Adm., Sys'tems Engineering Proj­
ects; B. W. Wheeler, Jr., Mgr., Manage· 
ment Systems Studies; A. M. Trifiletti, 
Systems Engineer; H. F. Boylan, Systems 
Engineer; and W. P. Alexander, Mgr., Pro· 
cedures and Records, Management· Pro· 
grams. 

Corporate Staff: Camden, N. J. F. Sleeter, 
Vice President, Manufacturing Services, has 
announced the following appointments: R. 
V. Miraldi, Director, Industrial Engineer­
ing; E. H. Panc.zner, Director, Machine De­
velopment Projects; B. V. Dale, Mgr., Au· 
tomatic Test and Measurement Systems. 

Aerospace Systems Div., Burlington, 
Mass. J. S. Furnstahl, Mgr., Engineering 
Controls and Support, Engineering Dept., 
has announced the appointment of J. C. 
Mayer as Administrator, Value Engineering. 

... PROMOTIONS . .. 
to Engineering Leader lit Manager 

As reported by your Persol1l1el Activity during the 
past two months: Locatiun and new supervisor 
appear in parcnthe6cs. 

DEP West Coast Division 

M. J. McDaniel: from Sr. Member, D&D 
Engrg. Staff to Ldr., D&D Engrg. Staff 
(R. Richards, Van- N uys) 

DEP Communications Systems Division 

A. I. Krell: from AA Engineer to Ldr. Des. 
& Dev. Engineers (E. L. Schlain, Camden) 

W. Gesek: from A Engineer to Ldr. Des. & 
Dev. Technical (E. L. Schlain, Camden) 

J. T. Swaim: from A Engineer to Ldr. Des. 
/& Dev. (S. Tucker, Camden) 

L. A. VanLingen: from A Engineer to Ldr. 
Engineering Projects (L. A. Valaranie, 
Camden) 

DEP Aerospace Systems Division 

P. A. Johnston: from Checker to Ldr., De­
sign Drafting (R. C. Middleton, Burl.) 

A. T. Farrell: from Ldr., Design Drafting to 
Mgr., Design Drafting (R. Rodriguez, 
Burl.) 

R. J. Gildea: Sr. Proj. Member, Tech. Staff 
to Ldr., Tech. Staff (R. B. Merrill, Burl.) 

A. J. Lynch: from Sr. Member, Tech. Staff 
to Ldr., Tech. Staff (R. E. Davis, Burl.) 

R. E. Hartwell: from Sr. Proj. Member, 
Tech. Staff to Ldr., Tech. Staff (D. J. 
Cushing, Burl) 

w. H. Pownell: from Engineering Scientist 
to Ldr., Tech. Staff (A. L. Warren, Burl.) 

Electronic Components and Devices 

Harlan T. Hodder: from Production Eng. A 
to Ldr., Tech. Staff (L. B. Smith, Need­
ham) 

Peter D. Lawrence: from Sr. Member, Tech. 
Staff to Ldr., Tech. Staff (G. D. Meimaris, 
Needham) 

A. F. Me Donie: from Eng., Product Dev. to 
Mgr. Production Engrg., Conversion Tube 
(M. Petrisek, Lanc.) 

E. J. Vresilovic: from Mgr., Production 
Engrg. Conversion Tube to Mgr., Product 
Engrg. (M. Petrisek, Lanc.) 

W. H. Rivard: from Eng., Manufacturing to 
Mgr., Cost Reduction (W. O. Watts, Hr.) 

R. K. Schneider: from Eng., Product Dev. 
to Engrg. Ldr., Product Development (c. 
T. Lattimer, Marion) 

Electronic Data Processing 

L. Thompson: Mbr., Engrg. Staff to Ldr., 
Tech. Staff (J. R. Hammond, Florida) 

J. Williamson: from Sr. Mbr., Engrg. Staff 
to Ldr., Tech. Staff (H. N. Morris, Flor­
ida) 

D. Wright: from Sr. Membr., Engrg. Staff 
to Ldr., Tech. Staff (H. N. Morris, Flor­
ida) 

F. Vargo: from Sr. Member., Engrg. Staff 
to Ldr., Tech. Staff (H. N. Morris, Flor­
ida) 

RCA Service Company 

H. D. Masch: from Eng. to Ldr., Engs. (C. 
L. Sharp, Florida) 

J. E. Smith: from Ship Instru. Eng. to Mgr., 
Apollo Navigation & Data Handling (W. 
J. Tubell, Florida) 

A. J. Gagnon: from Eng. to Mgr., Minute­
man Support Project (F. G. Atlee, Cherry 
Hill) 

A. R. Miles: from Systems Service Eng. to 
Mgr., Electronics Systems (E. Sears, 
Florida) 

E. J. Rainwater: Ldr., Engineers to Coord., 
Project Operations (B. E. Keiser, Florida) 

H. F. Ramm: from InstalL & Mod. Engr. to 
Ldr., Systems Service Engs. (C. M. 
Fisher, Alexandria, Va.) 

H. C. Rollandani: from Install. & Mod. Engr. 
to Ldr., Systems Service Engs. (c. M. 
Fisher, Alexandria, Va.) 

R. J. Johnson: from Eng. to Ldr., Engs. 
(B. E. Keiser, Florida) 

LICENSED ENGINEERS 
A. Brostrand, M&SR. Moorestown, PE-

14643, N. J. 
J. Coia, CSD, Camden, PE-1l727E, Penna. 
G. P. Davis, CSD, Camden, PE-10690-E, 

Penna., PE-14297, N. J. 
E. G. Lurcott, M&SR, Moorestown, PE-

14435, N. J. 
P. Ray, M&SR, Moorestown, PE-14403, N. J. 

and M&SR, Fla., PE-4922, Fla. 

J. W. Seymour, BCD, Camden, PE-14609, 
N. J. 
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