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IT was from the need to construct radio receivers that electronics had its origin. Today the radio receiver is numerically the commonest item of electronic equipment throughout the world. In the domestic field alone, 

the first cost of radio and television receivers in use in Europe must approach £1000M. Add to this investment 

in professional, aircraft and marine use, radio navigation, mobile and personal radio, and it is clear the 

scale on which radio receivers are used. It was, however, less these considerations than awareness that receiver 

technology is changing more rapidly now than at any time which prompted the Institution to organize 

(jointly with the I.E.E. and I.E.E.E.) the forthcoming conference under the above title. 

For years the design of radio receivers had been on a plateau. The perfection of the superheterodyne led 

to a long period in which there seemed to be few outstanding problems. Solid-state active devices and 

integrated circuits have completely changed this situation. Because receivers can now be designed orders of 

magnitude more complicated than before, with improved reliability and economic cost, a new approach 

becomes possible. 

The first major change was the use of a synthesizer instead of a free tuning local oscillator. Whole new 

areas of scientific enquiry were opened up, concerned with synthesizer noise and its consequences, and rapid 

development is now occurring. Similarly, it is now possible to consider adaptive receiver and aerial systems, 

which change their characteristics to exploit the particular properties of the signal received. Microelectronics 

also makes practicable new direct conversion receiver configurations, based on low cost complexity and 

excellent matching between circuits on a chip, which bid to break the domination of the superheterodyne. 

Another current pressure on receiver technology arises from spectrum congestion. An aspect of the over-

utilization of the finite resources of our planet is the increasing growth of congestion on radio bands, making 

it difficult even to maintain existing standards of service. Receivers for more efficient spectrum utilization 

will be of increasing importance, as will advances in elimination of spurious receiver responses, and all other 

techniques aimed at improving reception in congested conditions. 

These and many other topics will form the matter of the forthcoming conference. Without radio the 

civilization that we know could not exist, and the electronics industry would not have been born. An 

industry in a difficult economic climate should not forget that radio, in all its forms, is still its largest market. 

WILLIAM GOSLING 
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SUMMARY 

A digital differential analyser is described which 
features the economical use of parallel arithmetic, 
programmable interconnexions and internally-scaled 
integrators. It is suitable for connexion to a general-
purpose digital computer to form a hybrid facility and 
as such would be capable of solving dynamical 
problems and simulating systems. The use of carry-save 
techniques and a 'trapezoidal' integration algorithm 
make real-time simulation possible at an acceptable 
precision. 

" Department of Electronic and Electrical Engineering, 
University of Surrey, Guildford, Surrey. 

List of Symbols 

integral 
Y integrand 

integral residue 

potentiometer fraction 
H(i) value of H at time i 
H(o) initial condition (4) of H 

AY, AZ increment of Y, Z etc. 
EA Y summed increments for Y 

time (iterations) 
A X increment of independent variable 
S(H) sign of H 

e round-off error due to variable discretization 
sine wave generator angular frequency 

(1) arbitrary phase angle 
integrator slew rate 

register 

1. Introduction 

There are many problems, for example, in the real-time 
simulation of continuous physical processes, where the 
solution rate of a general-purpose digital computer 
(g.p.d.c.) is inadequate. This stems, in part, from the fact 
that the g.p.d.c. uses sequential processing methods to 
obtain a solution. Although the solution time may be 
reduced by taking wide steps in conjunction with such 
methods as the Runge-Kutta integration procedure, the 
improvement possible is limited by the solution error/ 
instability which may be tolerated. 

Although the use of special digital integrators was 
suggested in the 1950s, the cost and speed of available 
circuits offered little advantage. 1-4 The situation has 
changed with the availability of modern microcircuit 
elements, and it is now possible to build differential 
analysers (d.d.a.) to considerable advantage. These 
devices can make use of special-purpose logic to effect 
substantial performance gains over g.p.d.c.s.s. 6 The 
use of digital integrators obviates some of the basic dif-
ficulties of analogue methods. It is possible to include 
logic decisions in a program. Such integrators may be 
simply interfaced with a digital computer to make a 
powerful hybrid facility, and are programmable without 
needing special analogue switches or servo-potentiometers. 

This paper outlines the design of a d.d.a. which is able 
to use currently available components. In particular, 
the integrator is described together with suitable, pro-
grammable, interconnexion techniques. 

2. D.D.A. Principles 

2.1. The Digital Integrator 

The basic form of a digital integrator is illustrated in 
Fig. 1. The inputs are increments in the values of the 
variables X and Y. A 'clock' signal is used to control the 
operation. At each clock pulse the inputs are in-
terrogated. The increment of à Y (+ 1, 0, — 1) is added 
to the previous value of Y and stored in a register. 
If the AX increment is positive, the contents of the Y 
register are added into the contents of the R register. If 
the AX increment is negative, Y is subtracted from the 
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contents of the R register; if the AX increment is zero, 
the R register contents are unaltered. The R register thus 
accumulates the integral increments Y. AX. As the 
increment information can take only three states, it is 
known as the ternary transfer system. When the total 
in the R register reaches or exceeds some predetermined 
value +M (= 2"), an output signal is produced and the 
number M is subtracted from the register contents. 
Each output signal then represents an increment 
+ M (=AZ) of Y. A X, that is, AZ = Y. AX. 

,Ayl  H  
Clock   

control 

Y ( Integrond) 

Add + Y, —Y or 

R (Integral residue 

Fig. 1. Basic digital integrator. 

In the simplest form, the R register is incremented 
only according to the current values of Y and AX. By 
the use of additional stores, the integration algorithm may 
be made to take account of the rate of change of Y and to 
introduce a corrective element. In this case, the manner 
in which the R register is incremented is controlled by 
the current and previous values of AY and AX. For 
simple time-dependent equations, the AX input is pro-
vided by a clock. The ability to integrate with respect 
to any variable, however, adds to the power of the d.d.a. 

In an analogue computer, multipliers and sign reversers 
are needed. These are not necessary in a d.d.a. since 

xy = Jx dy + Jy dx 

can be simply programmed, obviating the need for a 
separate multiplier. The complement of a digital number 
is always available, and this also makes special sign 
reversers unnecessary. 

At the expense of more electronic gates, the AZ signals 
may be obtained as binary words representing a range of 
values for the AZ increment. If this is done then, to solve 
a differential equation, subsequent integrators must be 
capable of accepting à Y increments in the form of binary 
words. If a word AZ is used as a AX input, then a binary 
multiplication is needed to form Y. AX. 

The effect of using 'word AZs' is to more closely define 
the value of an output increment. Thus, the difference 
between the true value of the increment and its 
quantized representation, is reduced. For every extra bit 
that is used to form AZ, the average per-step round-off 
error is halved. 

A d.d.a. being an assemblage of digital integrators and 
other special-purpose logic elements (function generators, 
and the like), must have these elements interconnected in 
various ways to solve different problems. This is the basis 
of hardware programming. If simple transfer systems are 
used to interconnect these elements, i.e. ternary, then the 
interconnexion logic will be simple and inexpensive. 
However, use of word transfers increases the cost about 
in proportion to the number of bits transmitted so that 

an engineering compromise is needed between solution 
accuracy and machine cost. 

2.2. Program Patching 

Connexion between analogue integrators needs only a 
single wire which then can convey an 'infinity' of voltage 
levels. Digital transmission, however, requires either one 
wire per bit of information or the data may be serialized 
and transmitted a bit at a time along a single wire. 

If the output of a digital integrator is serialized, con-
siderable time may be used in communicating integral 
outputs. For, say, 16- or 24-bit machines, this could be a 
large proportion of the total machine iteration time. 
However, the system does have the merit of simplicity 
and low cost. 

The alternative, that is, parallel data transmission, is 
much faster, but somewhat more costly. However, the 
higher iteration rates that result allow simple integration 
algorithms to be used without loss of accuracy. The 
savings on algorithm complexity can do much to offset 
the greater cost of interconnexions. Furthermore the 
simpler algorithms tend to have a much more predictable 
performance. 

It seems, therefore, that the best way to achieve a very 
high solution rate (as required for real-time simulation, 
etc.) is by parallel arithmetic techniques together with an 
efficient, interconnexion method.' 

This paper describes a method of obtaining reasonably 
fast interconnexions which is not costly. The method 
outlined is a parallel-bit, serial-word version of a total 
interconnexion topology. By transmitting a certain 
portion of a unit's output (integral), it represents an 
engineering compromise between a high-cost total 
integral system and the low-cost ternary transfer method. 

3. Overall System 

The d.d.a., as built, is a parallel-arithmetic, 12-bit 
analyser capable of interconnecting 16 units (integrators, 
etc.) and has an iteration period of about 3 ps (min). 
Of this period, 1 its is spent in the machine cycle, proper, 
the other 2 ¡is in effecting the inter-unit connexions. 

The integrators implement the trapezoidal correction 
method on an Euler prediction, and have built-in poten-
tiometers for scaling the output of each integrator over a 
wide range. Integration can be with respect to time or the 
output of any one unit. All unit outputs are transmitted 
as 4-bit rounded increments. 

4. Integrator Design 

A digital integrator may be considered as a device for 
integrating (or summing) quantized, sampled input data, 
so producing a quantized output. This is equivalent to 
finding the area under the graph of Fig. 2. 

The actual input as seen by the integrator is the set of 
points only, and it is apparent that some uncertainty exists 
(and errors may be induced) by the amplitude and time 
discretization. However, the integrator has only these 
discrete values to work with, and to what good effect it 
uses these points, either singly or severally, for each 
integration step, will determine the precision of its 
output. 8 
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Time 

Fig. 2. Time and amplitude discretization of a continuous input 
function. 

The integrator implements an Euler prediction 
followed by a retrospective (first-order) trapezoidal 
correction (Fig. 3). Thus on step (i), the current 
ordinate y is Y(j) (= 1)+A Y(0). The integral is 
thus P.Y(1) .At(s) where P is a fractional scaling factor 
(potentiometer fraction). Using incremental notation for 
input and output: 

or 

and 
AZ(,)+R (j) = Ru_1)+P.Y(0 .àt(i) 

= i)+ EA Y(j) (if the integrator is 
to sum several inputs) 

 (1) 

where AZ(j) is an increment of integral 

R(j) is the untransmitted residue of integral of 
lesser significance than AZ(0. 

The post correction (PC) using the new ordinate in-
crement EA Y(1,1) is a triangle of area: 

PC = 1-Eià Y04.1). At(1,1). 

Equations (1) and (2) may be recast as follows: 

Y(j) = - 1) + EA Y(j) (3) 1 AZ(j)+R(0 = R(1 ... 1) +P . At(0{Y“)+1-EàY0)} 

It has been pointed out9 that equation (3) may be recast 
so as to avoid additions of quantities involving long 
registers i.e. Y, R, as follows: 

Y(j) = Yo - 1) + iZA Y(,) — -iEàY(j -1) } 

(2) 

AZ(1)+R(0 = R(i_1)+ P. Y(0 .àt(i). 
(4) 

Area A= pred,ctiori at 

B.= correction to A 
deduced at 1.1,1 

C= prediction at t(,) 

me 

Fig. 3. Euler integration of y =fit) with retrospective trapezoidal 
correction. 

Although one more addition is involved, the two 
additions of EA Y are of very short words. Further-
more, as will be shown in the hardware description, carry-
save techniques can be more effectively implemented. 

5. Integrator Hardware 

The system is completely built around currently 
available 7400 series TTL medium speed integrated 
circuits. Lately, several new circuits have come on to the 
market which could improve packaging and performance. 

logic 

74 3 

Main 
clock 
reset 

1 1 1 

AY 

1 1 1 11 131 1 1 1 P2 

74 

e 

Gezel 

7 bit 
register 

EAY(i) 

74, , 

748'3 

J  

7483 

74 83 

Y register 

Y.P multiplier 

E Arm 

log ' 1' 

AZIR Adder 

OuTPP AZ(i) 

R register 

 J.  

Y11.) 

P(t) 
(4 bits) 
R(i-)) 

R(,) 

Fig. 4. Integrator dependent variable input logic. 

In describing the integrators, it is difficult to be precise 
about the point where interconnexion logic gives way to 
integrator logic, particularly as the integrators, as built, 
can accept up to four inputs. However, the integrator 
will be described from the point of receipt of EA Y(0 
prior to staticization. (Partial sums of EA Y(>) will have 
been stored, as formed, in a register, and the final value 
will be the sum of the penultimate final sum and the last 
entry.) 

5.1. Dependent Variable Logic 

Figure 4 shows the logic for the EA Y(0 accumulator 
and the associated summing logic. The design is arranged 
to make the best use of available microcircuits both 
from the cost and performance viewpoints. Thus despite 
some logic redundancy, the quadruple full adder (7843) 
frequently occurs. The system built uses four bits (2's 
complement notation) to represent machine increments 
(AZ, A Y, AX) giving a range — 8 ‘, AZ, A Y, AX e. + 7. 
An integrator fan-in of four thus causes EA Y to lie in the 
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range — 32 < EA Y +28, i.e. 100000 through 011100, 
i.e. six bits. 

Carry-save techniques are used in the accumulator. 
The carry-out from the least significant (1.s.) quadruple 
adder is stored in a single flip-flop, to be applied to the 
carry-in on the next clock pulse. After the final inter-
connexion clock pulse, the last 'saved' carry is assimilated 
into the intermediate sum of digits of the ms part of 
EA Y(j). The assimilator (Fig. 4) uses a logic array 
implementing: 

and 

x = a(bc)+àbc 
= a e(bc) 

y = bec= be+ bc 
(5) 

Carry-save allows selection of A Ys to take place at about 
8 MHz, despite the adder logic delays. The final 
carry assimilation delay is about 20 ns. This method 
compares with a typical, estimated, selection rate of 4 
to 5 MHz if carry-save is not used. The six bit EA Y(s) 
is added, suitably weighted, to EA Y(I_ ) to form 
B = ÎEA Y() --4-EA Y(_1). The whole expression is 
formed in two stages by two cascaded adders. Two 
possible reduced versions of B are 

B = 2EA Yo) — Yo) — .1-EA _ i) = d+e+f 
or  (6) 
B = EA Yo) + 4-EA Yo) — +EA Yo _1) = g+h+f 

for which a total of six combinations of processing exist, 
i.e. (d+e)+f, (e+f)+d, etc. The method chosen is 
(h+f)+g as it calls for the least logic without impairing 
the machine performance. The machine, with an inte-
grator fan-in of four and four-bit increments, needs only 
seven-bit adders at both the first and second stages. 
Pairs of quadruple full adders are used so that fan-in 
expansion can take place, if desired. 

There is only combinatorial logic between the EA Yo) 
accumulator all the way through to the AZ logic. 
(Fig. 4.) All the register updates, i.e. Y(s), R(), etc., are 
formed as `spin-off' results down the logic chain. This 
is only slightly more expensive than a system which forms 
and staticizes intermediate results at each stage, since 
although adder time sharing cannot take place, the 
expense of adder input selection logic is eliminated. A 
system, such as this, which uses a number of logically 
cascaded adders, gives a better performance than a time-
sharing adder system. The total carry propagation 
through all the adders is only slightly greater than that 
through one. In addition, delays in adder selection logic 
are obviated. 

When the iteration has finished, the EA Yo_ j) register 
is updated with the current value of EA Y(1) ready for 
the next iteration. The same clock signal is used for 
updating Y(j), R(j), and AZ. At each iteration 
@EA yffi — -fEA Y(j_i)) is added to the current contents 
( Y(j_1)) of the Y (ordinate) register. This is done 
with a separate set of three 7483's (Fig. 4) so as to be 
consistent with the combinatorial method mentioned. 

The EA Y(,_ j) register has a reset line which is actuated 
when the rest of the machine is reset. Ideally, at time 
t = 0, the EA Y(_ j) register would be preset to the slope 
of Y. In practice, this initial slope is not known, unless a 

'dummy' iteration has been carried out with guessed 
values of EA Y()) to give a reasonable estimate. (This 
would be somewhat on the lines of the Adams-Moulton 
predictor-corrector scheme.) 

However, for iterative computing and hill-climbing, 
it is desirable, at least, to have repeatable initial con-
tions for all parts of the machine. Resetting the EA Y(g_ i) 
register to zero at t= 0 satisfies the condition of re-
peatability. The error induced is not very great as it only 
directly affects the first iteration. 

The Y register is capable of being overloaded (over-
flow), and suitable logic is appended to detect this. As 
only addition of Y(1_1) and B can take place, the overflow 
(F) is simply described by 

F = 1 if [S(Y(,)) # S(Yo_ ifflA 
[S(Y(j_, )) S(B)1  (7) 

The Y register can be foreshortened from 12 to 8 bits if 
higher speed, lower accuracy computation is required. 
Separate overflow logic is sited at the appropriate points 
on the Y i) adder, to cater for both situations. 

5.2. Scaling Logic 

In order to reduce the number of possible machine 
elements, and hence interconnexion logic, the output of 
each integrator should be scalable by some constant. This 
is equivalent to hardwiring a potentiometer to each in-
tegrator output in an analogue system. Furthermore, it 
was decided that, as machine expansion might demand 
that more than one scaled value should be made avail-
able, the logic design should be capable of such an expan-
sion merely in the form of added logic—not a complete 
redesign. Because scaling involves the multiplication of 
one number (the potentiometer fraction, held in a 
register) by the current contents of the Y register, it 
would appear that a full multiplier is necessary. However, 
despite the fact that the machine contains 12-bit Y and 
8-bit P fields, only a 12-bit product is required, of which 
4 is used for AZ. Thus P can be reduced to 4 bits pro-
vided these 4 bits are chosen (a) to average out to the 
desired 8-bit fraction over a large number of iterations 
and (b) the average P at any time is as nearly rounded to 
the desired fraction as possible. 

The P register is constrained to perform in the manner 
outlined by adding a second register and adder which 
accumulate the amount by which the currently used 4-bit 
version of P differs from the desired fraction. The opera-
tion is not unlike that of the AZIR logic. Thus Pis added, 
once per iteration, into its auxiliary P' register and the 
most significant 4 bits of the sum is used as the multiplier 
for forming Y(1) .P. The less significant residue is 
staticized in P' to be accumulated with P on subsequent 
iterations. (Fig. 5.) 

To form a fraction 23/32 from a 4-bit multiplier (m), 
i.e. m = k/8 where — 8 < k < 8, requires m to assume 
values of: 

î, ¡, fr, ¡, î, j, ... etc. at t = i+ 1, etc. 

The limit at which there is any meaning in the precision 
of P is determined by the rate at which Y(1) can change 
from its initial value at (i) while P is being run through a 
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cycle of values whose mean corresponds to the desired 
fraction (in this case 23/32 in 4 cycles). This will be 
determined by the machine accuracy required, the in-
tegrator fan-in, and the significance at which B is added 
to Y(s _ )• 

N ed 

registe , 

74B3 

(Rounded to 4 bits) 

j 

(N- 4) bit P register 

Fig. 5. Scaling factor generator. 

Before computation starts, P' is preset to + lie so that 
the top 4 bits of P' are suitably rounded to the nearest ¡-
quantum to give the best multiplier for any given step. 
For the example cited, the register contents are: 

P 23 

P' 
1 
*UgU eetc. 25 24 23 — 

P'(ms4) 0 
1 
a 

1 
e 

I 
a f, etc. — 

P '(15) ii * 0 
3 

* etc. — 

t o 1 2 3 4 5 6 

The multiplier is fed with Y(0 on one side (12 bits) and 
P' on the other (4 bits). It was found that an economical 
multiplier could be formed from three 7483's by encoding 
P' such that 2 bits at a time multiplication was carried 
out on either side of the adder, i.e. either + 1 or +-1 
times Y() was set to one side and either + 11 or —1 Y(0 
to the other. Thus the selection table for all P' becomes: 

P'x * —8 —7 —6 —5 —4 —3 —2 —1 0 1 2 3 4 5 6 7 8 

L.H.S. —1-1-1 -1 —i-1-0000f +*-1111 

R.H.S. (xi) 0 1 —2 —1 0 1 —2 —1 0 1 —2 —1 0 1 —2 —1 0 

Adder 
carry- in 

For P' = —î and -- I, a carry-in of significance 2' (not 
2°) is required as both left- and right-hand factors to the 
adder are negative. In fact, occasional bottom bit errors 
thus introduced are of little importance compared with 
those due to per step round off error (relative significance 
to round-off is 2-4' where g is the length of the R register). 

5.3. Output Logic 

The scaled value of Y(0 is applied to the R register in a 
conventional way to form the sum (R(_ 1)+P. Y(0). 
The 4 most significant bits of this sum form AZ(0, the 
least significant are stored as a less significant residue in 
the R register. The updating of this register is under the 
command of the main clock. As with other incremental 

systems, the output (AZ) can be rounded correctly to the 
nearest quantum by setting Ro to +-1. unit quantum before 
computation starts, thus ensuring that the error due to 

discretization (e) of AZ lies in the range — ‘. e < + and not not — ¡ e < 0 as would otherwise occur. The 

improvement is far better than two-fold as the error is 
now symmetrical about zero. 

If required, the P register, multiplier, R register and 
AZ logic may be repeated several times so as to produce 
several scaled versions of the integral. The most econ-
omical approach is probably to have a scaled and an un-
sealed version of the output, thereby making only an 
extra R (AZ) adder/register necessary. The integrator 
may be connected to accept one 4-bit word (e.g. an 
output AZ from an integrator) as a AX input. The 
multiplier is then used to form the product Y. AX 
(instead of Y.P used in scaling). Thus each integrator 
may be used to give either scaled time integration or 
unsealed integration with respect to an arbitrary variable. 

If it should be required to form ( Y. AX, + Y. AX2) 
this can be effected by two integrators receiving the same 
A Y signal and different AX signals. The outputs are then 
summed in the following machine element. 

6. Interconnexions 

The d.d.a. built is capable of interconnecting any 
machine element to any other by logic gating. The result 
is a compact system which not only allows programmed 
interconnexions, using paper tape or computer control, 
but also provides the hardware for entering initial con-
ditions to the machine elements. 

For economy, a simple interconnexion system is used 
making use of the time domain to effect all the possible 
interconnexion paths (Fig. 6). The 4-bit outputs from the 
16 machine elements are concurrently staticized in a 4 
by 16-bit shift register under main clock command. They 
are then serially entered, via the shift register, to a 4-wire 
busbar connecting all the machine elements. Whilst 
this shifting is taking place, a shift register, sited in each 
integrator, is circulated. The pattern in this shift register 
corresponds to those AZ which the machine element 
containing this shift register requires to accept. 

Thus a ' 1' can be used for acceptance of a given 
increment, '0' for rejection. Necessarily, as many shift 
pulses are required to circulate the data as there are 
machine elements. 

Two embellishments can be applied to this method. 

The first, which has been implemented, is to add a 
second circulatory shift register to each integrator. 
This is used to determine whether any given 
accepted increment should be accepted per se, or 
complemented, i.e. a 0 for original form, a 1 for 
complemented form. This makes programming 
much more flexible and economical as inverters 
are rendered unnecessary. Thus, the same output 
from a given integrator may be presented in its 
true form to some integrators and in its com-
plemented (negated) form to others. This tech-
nique also makes it possible to restrict the range 
of P to positive values only without loss of 
programming flexibility. 

(i) 
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(ii) The second possible improvement is to multiple-
rank the AZ and selector shift registers, say, 
either in twos or fours and make each only a half 
or quarter of its original length. No extra logic is 
required to store the AZ or selection/negation 
patterns, only the ability to add more than one 
4-bit increment at a time into the EA Y") 
accumulator. The extra logic is not very great. 
However, there is approximately a two or four fold 
decrease in the interconnexion time. This may be 
worthwhile in a large d.d.a. 

An alternative way of reducing the inter-
connexion time is by a change of the inter-
connexion topology. This is discussed in the 
'Machine Expansion' section below. 

Az3 Az2 Az, 

1111 

from 
integrator 1 etc. 

 Iffe-

4 by 16- bit shifting AZ store g 
(1 per machine) 

Interconnexions   
clock 

Selections shift regis er 

(1 per machine element ) 

A  Y(f 

Fig. 6. Interconnexion logic. 

AZ 
busbar 

7. Input/output 

7.1. Machine Loading 

Since the interconnexion system communicates from a 
central point to every machine element it may be used for 
initial loading. The four AZ registers together with a fifth 
16-bit register are connected during the loading phase as 
one single 80-bit shift register. 

The following initial conditions are serially entered to 
the 80-bit shift register (Fig. 7): 

(i) The scaling fraction P 
(ii) The initial value of Y( Y(o)) 

Seria ized 
data input 

(1 line) 

Parallel data 
entry/hand-keyboard 

(2x8 or 16Iines) 

Display / monitor 
panel 

(16 lines) 

Fig. 7. Data entry/AZ store register matrix. 

(iii) Interconnexion selector contents 
(iv) Interconnexions sign selector contents 
(v) AX selector contents. 

In effect, five 16-bit registers are connected as one long 
shift register to allow data assembly prior to distribution. 
The fifth shift register is arranged to accept data either (a) 
purely serially from a telecommunications line, (b) in 
parallel from a 1/0 busbar, or (c) separately from panel 
push-buttons. It is evident that making the AZ registers 
double as data assembly registers has two consequences: 

(i) The combined lengths of the shift registers used 
must be sufficient to hold all the initial conditions 
for a single integrator. For this machine, the P and 
Y registers are 8 and 12 bits respectively and the 
three selectors each of 16 bits. The shift registers 
must also be individually long enough to hold the 
4-bit outputs from each machine element. The 
machine built, therefore, has a 5 by 16-bit shift 
register matrix. 

(ii) Each machine element must be capable of routing 
accepted data from the busbars either to the initial 
conditions registers during loading or the incre-
ment input registers during computation. This 
was achieved by broadcasting the initial conditions 
serially along the AZ busbars to all machine 
elements and, at the same time, clocking only the 
element that was to input these data. Although 
there are only 4 AZ bits broadcast by the inter-
connexion logic during computation, there are 
5 busbars so that all the initial conditions can be 
transmitted in the same way. Machine loading is 
carried out serially because the frequency of load-
ing compared with that of iterating is so small that 
the extra logic needed for parallel loading is dif-
ficult to justify. Furthermore, the very high gate/ 
pin ratio so far achieved for the machine elements 
would be largely lost if parallel loading was im-
plemented. The possibility, as i.c. technology 
advances, of putting complete elements on a chip, 
is quite evident. However, chip technology is 
allowing gate counts per chip to rise faster than 
lead-outs. To some extent this is to be expected, 
but it does mean that computer sub-systems of 
ever higher gate/pin ratios are going to be 
demanded if full use of 1.s.i. is to be realized. 
(There is also a maintenance/reliability penalty 
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associated with i.c.s of high lead-out counts.) 
The same arguments tends to make serial inter-
connexion methods more desirable than parallel 
ones even if there is a speed penalty. 

7.2. Data Output 

The transmission of data between machine elements 
is incremental (4 bits). Furthermore the use of the single-
step hardware method for implementing the trapezoidal 
algorithm means that a Y register rarely contains the 
actual variable y that might require monitoring. (Y 
corresponds to y only if EA Y(1) = 0 whereupon any 
outstanding Ise Yo _ 1) has already been processed.) 
Thus, if inspection of any given y is required, it is evident 
that the most desirable way is to assemble the AZ in 
counters which can be addressed like any other machine 
element. That is, the AZ may be accumulated to form 
Z (= EAZ), see Fig. 8. Data assembly of this sort might 
be used for outputting information to the general-purpose 
digital computer or parallel logic/decision systems local 
to the d.d.a. These might include comparators and 
limiters and g.p.d.c. interruption generators. Also the 
output may, via digital-to-analogue (d.a.c.) convertors, 
monitor solutions on a c.r.o./strip recorder or X- Y plotter. 

Selector ( 1) 

Selector ( 2) 

Az 
busbar 

Adder ( 1) 

DAC ( 1) 

Output ( 1) 

• 

Z(2) 

Adder ( 2) 

Z(2) 

Comparator 

DAC(2) 

Z(1)=Z(2)etc. 
Output ( 2) 

G.P.D.C.mterruption 

Fig. 8. Addressable d.d.a. monitor logic. 

The machine, as it stands, merely makes use of a pair 
of d.a.c.s to monitor the outputs of two selected integra-
tors. These are wired across at present, for simplicity. 
However, to provide the extra facilities cited is very 
straightforward. In particular, providing the outputs to 
the input/output busbar of a g.p.d.c. allows the latter's 
peripheral devices to be used, if required. Such a pro-
vision, together with a data input facility, can provide 
completely 'closed shop' hybrid computing devoid of the 
necessity for analogue computer style patchboards or 
expensive servo-setting electronics. 

8. Performance 

8.1. General Considerations 

The total iteration time of a parallel d.d.a. is a com-
bination of integration and interconnexion time. The 
former might be termed 'useful' algorithm time, the latter 
an undesirable overhead. It is desirable to make the inter-
connexion/integration time ratio as small as possible. 
This ratio, to a first approximation, is a constant for a 
given system design, regardless of technology used. 
With 7400 series TTL a clock rate of about 8 MHz 

can be achieved for the interconnexion phase. The 
limitation lies in the ability of the EA Y logic to 
assimilate selected à Y from the AZ busbar. The use of 
carry-save in the input logic is thus well justified as it 
represents a strengthening of the weakest link. (The 
shift registers are capable of conventional operation at 
about 20 MHz.) The interconnexion period for this 16 
element, single rank selection machine is thus 

16 x 0.125 kts = 2 ns 

The integration time, which starts from the final 
selection, is dependent purely on combinational logic, 
followed by a single clock pulse to staticize the result in 
the AZ register. The time is that of a cascaded carry-
save network and not substantially greater than a single 
carry-propagate add time. This arises because all the 
adders are 'settling' (starting at the 1.s. end), almost 
concurrently. There is approximately a 1-bit stagger 
between each stage. However, this is not consistent at 
all times due to the 7483 (quad full adder) that is widely 
used having an internal carry predictor. Thus, assuming 
the carry-in is settled (and the 9 inputs), the carry-out is 
true before the sum outputs. Furthermore, the latter are 
not generally produced with a straightforward stagger 
because of production spreads, etc. However, the time 
measured on several integrators indicated a worst case 
AZ/A Y output delay of rather less than 1 jis. (Quite 
evidently, a factor of 8-10 improvement in the figures 
might be expected as a direct consequence of using a 
faster logic family, e.g. ECL.) 

The total iteration time is thus 3 ps for the machine, 
as built. From this, the performance of the elements can 
be derived in a manner directly comparable with both 
g.p.d.c.s and analogue components. 

8.2. Slew Rate 

The trapezoidal algorithm, using 4-bit increments, 
and a 12-bit word gives a slew time from maximum 
negative to positive Y of 

212 x 3 

16 x 106 — 770 its (approx).  (8) 

This is, of course, at the full 12-bit precision of the Y 
register and is not directly comparable with the slew rate 
of analogue comparators and the like. It is comparable 
with g.p.d.c.s. 

8.3. Sinewave Rate 

From this slew time the sinewave speed can be derived. 
Alternatively, it may be obtained by considering that if 
a sine/cosine loop is set up wherein a given integrator 
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(a) Solution of f,±ky = 0, parameter k 

(b) Solution of 5,-)-ky = 0, Aol*O, Ya» = 0, parameter k 

-....e."7",.. ....- - 

-e. e4. '.. 

..y/sfp„ 2t,(:¡(:%,\\?,/ \ \v/1/9W,>;,.:\/•,. 

,e,f4t. lte-ml.s. .5‘, \ \ ri/i ,.  
i; ;. :-..,À,. '•\ \ l'Á/ 4 

///// / / -,,,,,,,\,:„\\, fi,.,./. , . r....,.,/ . ., I :•:,:\ \ ,. .1 i • ;(  , i \ 

ell"f. / / \\WV'. • 1 • Y/M A 

// / .-...\\:::?, g 'Y K, .'N--..,,,Y., , , , „,  ....5,7,- , /  , 
-:-,.:',//,/"." ' . 

-- --........, -.., , ." 
7.... -.....-'' ,‘,/. 

.• .._ ....- - 

(c) Solution of 9+ky = 0, o, ym # 0, parameter k 

Fig. 9. 

output 1// is given by: 

tp = A sin (cot — (1)) 
= Aco cos (cot- 0) 

i.e. Ikto)= Ar-°-
(9) 

(a) Solution of ±afr-l-by = 0; 5, displayed 

(b) Solution of 9-1-10;+ay = 0; j; displayed; j; parameter k 

(c) Solution of third-order differential equation illustrating over-
loading of integrators 

Fig. 10. 

The maximum slew rate () for tlt occurs at 

2irK 
t = — - + 0 where K = 0, 1, 2, ... 

i.e. (max) = 
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Therefore, for this machine, the maximum sinewave 
speed is about 400 Hz. Due to the interaction between 
the truncation and round-off errors in the system, the 
amplitude remains constant for a large number of cycles and 
is certainly accurate to + 1 bit of the Yregister for 100 ci rcles. 

8.4 Parameter Scanning 

The main advantages that have been obtained from the 
construction of this machine, apart from its solution, lie 
in its versatility for use in iterative computing situations. 
These include the ease and speed with which it may be 
loaded, reprogrammed, restarted or made to act on con-
ditions arising during computation. 

Compared with the conventional analogue computer, 
it can be loaded with both initial conditions and patching 
information directly from a paper tape reader, keyboard 
or computer interface. The loading speed is about 60 000 
machine elements per second provided that the data 
source can match this rate. This applies whether the 
machine is being initially loaded or reprogrammed part 
way through a problem. 

Iterative computing usually requires that problems be 
solved for a variety of initial conditions or potentio-
meter coefficients. It may even require changes to the 
equations 'patched'. In a hybrid computer, these 
changes are sometimes carried out by parallel logic 
specially patched in or by a digital computer. The pro-
gram is usually held up for some time so that servo-
set potentiometers, etc., may be actuated. 

The d.d.a. can effect any of these changes very quickly 
just by changing the contents of one or more registers, 
and this is ideally suited for high-speed iterative com-
puting. Consider, for example, the analysis of a network or 
structure which must be described by different equations 
at the boundaries. The d.d.a., without any physical modi-
fication, is capable of analysing the system, node by node, 
and reconfiguring itself as boundaries are approached. 

Some examples of parameter scanning are shown in 
Figs. 9 and 10. These have been achieved through parallel 
logic which can be readily introduced to the system, as 
desired. 

Figure 9(a) shows solutions to a simple first-order 
differential equation where the time-constant (= 1/k) is 
varied as a parameter. As many values of k may be used 
as there are values of potentiometer fraction available. 
In this machine, P may be varied in steps of 1/128 from 
— 1 to + 1. Only five solutions have been shown in 
Fig. 9(a) for clarity. The waveform shown uses only the 
6 most significant bits of the solution so that digitization 
is visible. Furthermore, as it is the content of a Y 
register that is displayed, small 'impulses' in the wave-
form are visible. These pre-empt a final change of value 
of Y, and indicate the action of the integrator logic 
implementing the trapezoidal algorithm. This causes the 
Y register to be offset by half the A Y increment on any 
step. 

Figure 9(b) shows a family of sinewaves being 
generated using various values of P to control the fre-
quency. If non-zero conditions are used for both in-
tegrators, then varying P affects both the amplitude and 
frequency (Fig. 9(c)). 

Figures 10(a) and (b) show solutions to second-order 
equations, once again, with a 6-bit digitization of the 
output. P registers can be used to vary both frequency 
and damping factor through a wide range of values. 

Because 2's complement number notation is used, 
digital integrators do not saturate, but merely recycle 
through their range of values. Thus, if 1 is added to the 
maximum positive value that can be accommodated in 
a register, the maximum negative quantity results. In the 
solution of an equation, an overloading integrator 
will suffer a step change of value equal to its dynamic 
range (212 in this machine). The integrator after it will 
then suffer a step change of slope as shown at the top of 
Fig. 10(c), and the next integrator a step change of slope 
rate. 

8.5. Loading 

The time to load a single integrator (with all 5 words of 
data) is limited in the present machine by the input device 
(a 200 characters per second paper tape reader). Even if 
a very fast parallel computer interface was provided, this 
would still be the case as the 8 MHz shift rate is capable 
of disposing of a byte (character) in 1 tis giving a load 
time inclusive of data assembly in the AZ registers of 
14 is. The 8 MHz rate, as has been stated, is a limitation 
imposed by the integrators' EA Y logic. If a separate 
clock were provided for data assembly/loading, the load 
time could be approximately halved as all active logic 
in this phase is only in the form of conventional shift 
registers. 

8.6. Accuracy of Computation 

The accuracy of the d.d.a. is governed in very much the 
same way as a g.p.d.c. Both data round-off effects and 
independent variable discretization (truncation) gradually 
erode the precision of solutions on a per step basis. The 
only major difference between the g.p.d.c. and the d.d.a. 
is that the former generally incurs round-off errors by 
permanently losing the lower bits of variables after 
multiplication by At or AX. The d.d.a., on a given step, 
suffers the same round-off, but the non-transmitted data 
are preserved in the R (residue) register to be accumulated 
with subsequent low significance integral increments. The 
round-off error therefore tends to manifest itself as a vary-
ing time or phase delay with a non-linear characteristic 
not unlike that exhibited by a g.p.d.c. algorithm. 

The truncation errors are exactly akin to those of a 
g.p.d.c. algorithm, the effects of which may be deter-
mined by solution of the associated difference equations. 
The only point of divergence lies in the fact that both 
hardware and algorithmic approaches to integration 
inevitably allow the round-off and truncation errors to 
interact. Because the effects of the round-off error differ, 
this reflects, to a small extent, on the truncation errors 
that are apparently induced. 

The machine built uses a trapezoidal integration 
algorithm to provide a first-order post-correction for the 
well known Euler method. This, for a wide variety of 
problems, shows good stability with both a predictable 
and moderately easily calculated error growth rate. Also, 
because of the high cost per integrator of implementing 
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the more exotic algorithms, this was, to some extent, an 
engineering compromise. 

The machine built also employed a 4-bit transfer 
method as a compromise between the high round-off 
errors per step associated with, say, binary A(-1, + 1) 
or ternary A( — 1, 0, + 1) transfer methods on the one 
hand, and transmission of the integral, in toto, on the 
other hand. The compromise on the latter part must 
necessarily depend on the expected number of iterations 
per solution for the problems likely to be encountered. 

9. Machine Expansion 

There are several ways in which this basic design can 
be extended both for the purposes of software simplifica-
tion and reduction of the demands on outside hardware, 
particularly in the interface to the g.p.d.c.: 

(a) To include in each integrator a separate 'Y' 
register which is loaded at the same time as the 
operational one. This would store the initial 
condition, i.e. would not be updated during 
computation, but would refresh the operational Y 
register, if necessary. This would allow more ready 
implementation of certain simulation languages, 
in particular, the Simulation Council Inc. version, 
CSSL. 11 In this, the updating of registers for each 
run is done on an exceptions-only basis, which is 
particularly powerful for fast parameter sweeping 
or hill-climbing. From the hardware viewpoint, it 
reduces the data flow through the interface and 
hence loading of the g.p.d.c.s 1/0 busbar. It does 
mean, of course, that selective or addressable 
updating must be built in rather than the hitherto 
simpler approach of a systematic refill scan through 
all the machine elements. 

(b) As mentioned in the description of the inter-
connexions method, other machine topologies can 
be tried with a view to reducing the time taken for 
interconnexions. This is very important for large 
machines. The extension can also include the use 
of the space as well as time domain, i.e. by 
multiple ranking of selectors (channels). In the 
limiting case of use of the space domain only, a 
totally combinatorial system is achieved but is 
bound to be costly, and raises the problem of con-
currently adding several input increments to any 
integrator. 'Treeing' of adders to do this, even 
with carry-save techniques, will accumulate many 
gate delays. A possible solution to this problem is 
the (partial) use of look-up tables. Such tables, at 
present generally manufactured as metal oxide 
silicon devices, are very fast but would need to be 
very capacious for high fan-in machine elements. 
A compromise solution may lay in using them 
just for summing each set of equally weighted 
bits from a group of incoming increments. A 
single device could then be time-shared for each 
significance of such increments. 

As an example, a 256-word by 4-bit (1024 bits) 
m.o.s. read-only memory (r.o.m.) could sum 8 
equally weighted bits to produce a 4-bit word of 

conventionally weighted bits. This, is not, at 
present, a standard chip design, but the introduc-
tion of programmable r.o.m.s (p.r.o.m.) has 
allowed non-standard contents to be electrically 
formed, thereby eliminating the high pattern 
design cost. 

10. Conclusion 

The d.d.a. built has indicated that, with technology 
and systems practices now available, it is justifiable to 
build this special form of hardware for real-time 
simulation. The speed advantage gained from special-
purpose logic structures can more than offset the limited 
repertoire of the systems. 

As little as five years ago it would have been, in most 
circumstances, very difficult to obtain a clear advantage 
from such techniques. Also, the development, in the last 
decade, of sophisticated design tools such as c.a.d., 
automatic circuit design/layout and logic fault detection 
methods, allows new electronic systems to come into 
being more quickly, and with a greater chance of initial 
success, when manufactured. From the system architec-
ture viewpoint, the d.d.a. represents one of the structures 
most amenable to parallel processing techniques and this 
is, no doubt, due to the comparative simplicity of each 
machine element, in particular its interface with the out-
side world. This, together with the very small number of 
lines needed to effect this interface, make it an attractive 
logic base for large-scale integration. 
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SUMMARY 

In its matched condition the scattering matrix 
eigenvalues of the three-port circulator lie equally 
spaced on a unit circle. As the frequency is varied 
these eigenvalues rotate in the complex plane at 
different speeds and the phase relation between 
them no longer corresponds to an ideal circulator. 
This is primarily due to the fact that the reference 
eigenvalue is normally associated with a non-
resonant field pattern and the other two are 
associated with resonant ones. The purpose of this 
paper is to describe one circulation adjustment in 
which all three eigenvalues are associated with 
resonant field patterns. Experimental results obtained 
on a waveguide circulator are given for these two 
different adjustment procedures. 

t Senior Research Fellow, Department of Electrical and Electronic 
Engineering, Heriot-Watt University, Edinburgh EH1 1 HX. 

1. Introduction 

In its matched condition the three eigenvalues of the 
scattering matrix of the 3-port junction circulator lie 
equally spaced on a unit circle in the complex plane. To 
obtain this eigenvalue arrangement it is necessary to 
adjust the phases of two of them with respect to the 
third one, and so at least two independent physical 
variables are required."' These are usually taken as the 
diameter of the ferrite disk and the magnitude of the 
direct magnetic field. In the unmagnetized configuration 
two out of the three eigenvalues are degenerate. In this 
adjustment procedure the non-degenerate eigenvalue is 
associated with a non-resonant field pattern and the pair 
of degenerate eigenvalues are associated with resonant 
ones. The eigenvalues are reflexion coefficients associated 
with possible different ways of exciting the junction. 

It is also possible to construct junction circulators in 
which all three eigenvalues are associated with resonant 
field patterns. This new adjustment procedure has 
recently been described independently? ' 5 If the Q-factors 
of the three field patterns are made equal then the three 
eigenvalues will all have the same frequency variation. 
The bandwidth of the circulator will then be very wide. 

The purpose of this paper is to present the experimental 
adjustment of such a waveguide circulator. This is done 
by introducing one additional independent variable in the 
form of a thin metal pin through the centre of the ferrite 
disk. This additional variable can rotate the reference 
eigenvalue by 180° in the complex plane. It can therefore 
be used to establish an additional resonant field 
pattern within the ferrite post.1.6.7.8 In this way all the 
eigenvalues are associated with resonant field patterns. 
The paper includes experimental results obtained on a 
waveguide circulator for the two different adjustment 
procedures described. 

The possibility of widebanding waveguide junction 
circulators using dielectric sleeves and metal posts 
extending the full height of a waveguide has been 
predicted from a computer-aided design.9.13 In this 
approach the additional field pattern is established 
within the overall junction rather than in the region of the 
ferrite post. This is because a full height post presents an 
inductive reactance at the centre of the junction and a 
partial height post presents a capacitive one. The two 
configurations therefore employ different field distribu-
tions with corresponding sets of scattering coefficients in 
each case. 

2. Circulation Adjustment of Three-resonant-
mode Circulator 
One method of adjusting symmetrical microwave 

junctions consists of adjusting the eigenvalues of the 
scattering matrix by symmetric perturbations of the 
junction until the required eigenvalue arrangement is 
satisfied. Each such perturbation of the junction leads 
to a different scattering matrix whose entries can be 
calculated by taking linear combinations of the eigen-
values. The eigenvalues of the scattering matrix are the 
reflexion coefficients associated with the different ways of 
exciting the junction. For a lossless junction these 
reflexion coefficients have unit amplitude because they 
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(a) n I and n = O field patterns in unmagnetized ferrite disk. 

60° 

3 

(b) n 1 and n 0 field patterns in magnetized ferrite disk. 

Fig. 1. 

(b) I 

are associated with reactive resonant or non-resonant 
networks. The physical perturbation of the junction is 
simplified if the electromagnetic field patterns of the 
required resonant networks are known. This method has 
been described in detail elsewhere." In principle it is 
possible to construct junction circulators in terms of the 
reflexion coefficient only. 

In the conventional adjustment of the 3-port junction 
using only two resonant modes the scattering matrices 
which must be established have the following entries 
for the reflexion coefficients 

IS„I = I • • • (I) 

!Sul = O . . . . (2) 

The first reflexion coefficient is obtained in the usual 
way by adjusting the diameter of the ferrite disk. This 
establishes the n = + 1 modes within the junction. The 
second reflexion coefficient is obtained by magnetizing 
the junction. This independent variable rotates the 
standing wave formed by the n = + 1 modes through 30° 
thereby placing a null of the standing wave at port 3. 
The field patterns for this arrangement have been 
described elsewhere. 14.15 

In the case of the three-resonant-mode circulator 
described in this paper the circulation condition is satis-
fied by obtaining the following three reflexion coefficients. 

• • • • (3) 
. . . . (4) 

• —(5) 
The first reflexion coefficient is again obtained by 

tuning the n = + 1 modes within the junction by varying 
the diameter of the ferrite disk. The second reflexion 
coefficient is obtained by introducing a thin metal post 
through the centre of the junction. This independent 
variable tunes the n = 0 mode within the junction. The 

last reflexion coefficient is obtained by rotating the 
standing wave formed by the n = + 1 modes through 60° 
by magnetizing the junction. The detailed eigenvalue 
diagrams leading to the above reflexion coefficients have 
been described in another paper.5 

Figure 1(a) shows the n = + 1 and n = 0 modes in an 
unmagnetized disk. Figure 1(b) shows the n = + 1 and 
n = 0 modes in a magnetized disk in which the former 
modes are rotated by 60°. If the amplitudes of the electric 
fields of the two modes are the same at the edge of the 
disk they will cancel at port 3 and transmission will take 
place between ports 1 and 2. 

3. Experimental Circulator 

The experimental work was carried out on a waveguide 
junction. The configuration used is shown in Fig. 2. The 
material used was a garnet with saturation magnetization 
of 0-175 Wb m-2. The relative dielectric constant of the 
garnet material was er = 14-5. The waveguide size used 
was WR 187 and the operating frequency was about 
5-5 GHz. The garnet disk was 12-2 mm in diameter with 
a 2-5 mm hole through its centre to take the tuning post. 

The trimming of the tuning post was done with a micro-
meter. Spring fingers were used to make contact to the 
tuning post where the latter entered the waveguide. The 
direct magnetic field was applied using a coil. 

4. Experimental Adjustment of Circulator 
Using Two Resonant Modes 

The conventional adjustment of junction circulators 
has been described in Section 2. In this adjustment the 
two usual variables are the diameter of the ferrite disk 
and the magnitude of the direct magnetic field or the 
magnetization of the ferrite material. 

Using this approach, the first circulation condition is 
obtained by determining the frequency at which the 
reflexion coefficient is a minimum. For an ideal circulator 
equation ( 1) shows that this condition coincides with 
S11 = Figure 3 shows the variation of the return loss 
as a function of frequency. From the illustration, the 
operating frequency is given as 5-47 GHz which coincides 
with the maximum return loss of 9-5 dB. The second 
circulation condition is now obtained simply by adjusting 
the magnitude of the direct magnetic field until S11 = 0. 
Figure 4 shows the variation of the return loss as a 
function of direct magnetic field. An ideal circulator is 
obtained at 1/0 = 6-7 kA m-1. 

The overall bandwidth of the device is shown in Fig. 5. 
The bandwidth obtained here is 2-9 %, which is typical 
for a directly coupled junction of this type. 

METAL PIN 

WAVEGUIDE 

FERRITE POST 

Ho 

(MAGNETIC 
FIELD.) 

Fig. 2. Configuration of experimental waveguide circulator. 
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Fig. 3. Variation of return loss with frequency for 12.2nun 
diameter garnet disk. 

5. Experimental Adjustment of Circulator 
Using Three Resonant Modes 

The experimental adjustment of junction circulators 
using three resonant modes instead of two can be 
described by making use of the arrangement shown in 
Fig. 2. The first adjustment is common to both possible 
circulation adjustments and so Fig. 3 satisfies the first 
perturbation of the junction here also. This adjustment 
establishes the n = + 1 field patterns within the junction. 
The second circulation adjustment is now obtained by 
introducing one additional resonant field pattern within 
the junction. One suitable field pattern is the n = 0 one 
which can be tuned by introducing a thin metal post 
through the centre of the junction. This perturbation of 
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Fig. 5. Variation of return loss with frequency for two-resonant 
mode circulator. 
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Fig. 4. Variation of return loss with direct magnetic field for 
12.2 mm diameter garnet at 5.47 GHz. 

the junction is satisfied when S11 passes through unity. 
The variation of the return loss, as the length of the tuning 
post is varied, shown in Fig. 6, indicates that the return 
loss passes through a minimum when the length of the 
metal post is 5.5 mm. This perturbation of the junction 
therefore establishes the n = 0 field pattern within the 
junction. This post has the same electrical length as the 
one used to establish the n = 0 mode in the construction 
of the single junction 4-port circulator.' The final 
perturbation of the junction is now obtained by applying 
a static magnetic field to the device. Figure 7 shows the 
variations of the return loss as a function of the direct 
magnetic field. An ideal circulator is obtained with 
1/0 = 8.5 kA m-1. This last perturbation of the junction 
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Fig. 6. Variation of return loss with length of metal post for 
12.2 mm diameter garnet disk at 5.47 GHz. 

May 1972 215 



J. HELSZAJN 

30 

25 

R
E
T
U
R
N
 
L
O
S
S
 
(
d
B
)
 

20 

15 

10 

5 

1_ I _I_ LI 

0 20 40 60 80 100 

MAGNETIC FIELD ( kA/ml 

Fig. 7. Variation of return loss with direct magnetic field for 12.2 mm 
diameter garnet post at 5.47 GHz with 5.5 mm long metal post. 

yields the reflexion coefficient of an ideal circulator. 

Figure 8 shows the variation of the return loss as a 
function of the frequency. The bandwidth obtained here 
is about 7%. In obtaining this illustration a slight 
perturbation of the length of the metal post from about 
5.5 mm to 5.3 mm was employed. A similar response 
has been obtained in the case of the lumped element 
circulator.' 4 

6. Conclusion 

This paper has described the experimental adjustment 
of the three-resonant-mode waveguide circulator. This 
adjustment requires three independent physical variables 
instead of the two necessary for the more usual two-
resonant-mode junction. The three physical variables 
used in the case of the waveguide circulator are the 
diameter of the ferrite post, the length of a thin metal 
post through the centre of the ferrite post, and the 
magnitude of the direct magnetic field. 

No attempt has been made so far to adjust the Q-factors 
of the three modes in order to obtain very wideband 
circulation. 

7. Acknowledgments 

The author wishes to thank Mr. William Shearer for 
making the measurements and Microwave and Electronic 
Systems Limited, Lochend Industrial Estate, Newbridge, 
Midlothian, Scotland, for providing the experimental 
facilities. 

8. References 

1. Auld, B. A., 'The synthesis of symmetrical waveguide circu-
lators' .Trans. I.R.E. on Microwave Theory and Techniques, 
MTT-7, pp. 238-46, April 1959. 

2. Milano, U., Saunders, J. H. and Davis, L., Jnr., `A Y-junction 
stripline circulator', I.R.E. Trans., MTT-8, pp. 346-51, May 
1960. 

R
E
T
U
R
N
 
L
O
S
S
 

32 

28-

24 

20 -

16 

12-

8 - 

5-2 5•3 5.4 5.5 56 

FREQUENCY ( G Hz ) 

5-7 

Fig. 8. Variation of return loss with frequency for 3 resonant 
mode circulator. 

3. Konishi, Y., 'A high power u.h.f. circulator', LE.E.E. Trans., 
MTT-15, pp. 700-8, December 1967. 

4. Knerr, R. H., Barnes, C. E. and Bosch, F., 'A compact broad-
band thin-film lumped element L-band circulator', LE.E.E. 
Trans., MTT-18, pp. 1100-8, December 1970. 

5. Helszajn, J., `Wideband circulator adjustment using n = ± 1 
and n = 0 electromagnetic-field patterns', Electronics Letters, 
6, pp. 729-31, 12th November 1970. 

6. Montgomery, C. G., Dicke, R. H. and Purcell, E. M., 'Principles 
of Microwave Circuits' (McGraw-Hill, New York, 1948). 

7. Helszajn, J. and Buffler, C. R., ̀ Adjustment of the 4-port single 
junction circulator', The Radio and Electronic Engineer, 35, 
pp. 357-60, June 1968. 

8. Helszajn, J., 'The adjustment of the m-port single junction 
circulator', LE.E.E. Trans., M'TT-18, pp. 705-11, October 1970. 
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SUMMARY 

This paper describes a radio frequency technique for 
measuring ionospheric electron densities. Extensive 
use is made of linear integrated circuits and their 
application is discussed in some detail. Two alternative 
forms of the instrument are described, one measuring 
electron number densities from 102 to 106 cm -3 in 
four linear ranges, the other covering the same 
variation in two overlapping logarithmic response 
ranges. 

• Department of Space Research, University of Birmingham. 
Birmingham B15 2TT. 

List of Symbols 

C capacitance between plates in the presence of free 
electrons 

Co capacitance between plates in the absence of free 
electrons 

Cs stray capacitance of support tube (Fig. 3) 

e electronic charge 

f probing frequency (hertz) = colbr 

io r.f. current through sensor capacitance, Co (Fig. 3) 

r.f. current through stray capacitance Cs (Fig. 3) 

K Boltzmann's constant 

m electron mass 

N electron density (m-3) 

T absolute temperature degK 

e permittivity in the presence of electrons 

eo permittivity in free space 

1. Introduction 
Measurements of electron densities in the ionosphere 

from rockets and satellites have been made for a number 
of years by the space research group at Birmingham 
University using a radio frequency probe technique.' -4 
During this time the instrumentation has undergone 
considerable changes in order to take advantage of the 
advances in components technology. This present paper 
describes in detail the instrumentation currently being 
used which makes extensive use of linear integrated 
circuits. 

Two versions of the instrumentation are discussed, 
each designed to measure electron densities in the 
range 102-106 electrons cm-3, one using four linear 
output channels, the other two logarithmic outputs to 
cover the range of densities. The logarithmic channels 
retain their calibration accuracy over the full operating 
temperature range of 0-50°C without recourse to 
temperature-controlled logarithmic elements. 

2. Theory of the Method 

The operation of the radio-frequency electron density 
probe is based upon measurements of the permittivity 
of the plasma medium which contains an equal popula-
tion of free electrons and positive ions, the measurement 
being made in terms of the change in capacitance of a 
parallel plate capacitor. 

It has been shown'. 6 that the permittivity of a 
plasma medium is a function both of the free electron 
content and of the probing frequency used. At the 
altitudes at which measurements are made certain 
simplifying assumptions may be applied, since the 
probing frequency is chosen to be high compared with 
both the electron collision frequency and the gyro-
frequency. This gives rise to the following relation 
between permittivity, probing frequency and electron 
number density. 

Using m.k.s. units, 

Ne2 
= ao (1 F/m 

so m(02 
(1) 
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From this relationship it may be seen that if the 
probing frequency is known the changes in permittivity 
observed are directly proportional to the electron 
density. 

2.1. The R.F. Probe: Principle of Operation 

The measurement of permittivity required from 
equation ( 1) may be made by observing the changes in 
r.f. current flowing in a parallel plate capacitor excited 
at a known fixed radio frequency. It is convenient to 
rewrite equation ( 1) in the following form: 

C = Co (1 f2 F 
80.6N 

The frequency of operation of the probe 
here is 39 MHz, hence equation (2) becomes 

1 — — = 5.3 x 10 -14N 
Co 

The capacitor probe takes the form of two grids each 
approximately 25 cm long by 2.5 cm wide and placed 
6.4 cm apart as shown in Fig. 1. This probe is carried 
at the tip of a boom structure deployed from the space 
vehicle. If the probe is biased so that it is at the same 
potential as the plasma the volume between the grids 
will be filled with electrons at the ambient density giving 
a value of C for the capacitance of the sensor. If the 
probe is biased negatively with respect to the plasma 
potential electrons will be excluded from the volume 
between the grids giving a value of Co for the capacitance 
of the sensor. Thus a variation in the d.c. bias voltage 
applied to the sensor structure will cause changes in 
the magnitude of the r.f. current flowing between the 
grids. 

Since the r.f. currents flowing between the grids of 
the sensor may be varied by means of a d.c. bias voltage 
applied to the structure it follows that if the bias changes 
are carried out by a square-wave whose negative level 
is — 4.0 V and whose positive level is plasma potential 

218 

(2) 

described 

(3) 

Fig. 1. The sensor. 

the r.f. currents flowing in the sensing capacitance will 
be amplitude modulated by a square wave. In practice 
the square-wave frequency used for the bias changes 
is 6 kHz. 

However, the exact value of plasma potential is 
dependent on a number of factors and it is necessary 
to use a square wave whose maximum positive amplitude 

+4.0V-

-4.0V 

PLASMA POTENTIAL 

250 ms  ..J 

(a) Chopped ramp to senso r. 

(b) Data signal. 

Fig. 2. 
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gradually decreases with time as shown in Fig. 2(a) on 
which a typical value for plasma potential is marked. 
The behaviour at potentials more positive than plasma 
potential is discussed more fully elsewhere.' 

2.2. Sensor Design 

A detailed diagram of the sensor is shown in Fig. 3 
and its operation is as follows. 

The two sensor grids are carried on short support 
tubes and are connected directly to either end of a 
centre tapped coil which is tuned by the sensor, trimmer 
and stray capacitances (amounting to (C1 C2/Ci + C2) 
+ (Cs/2)+ Co) to the probing frequency of 39 MHz. 
Surrounding each support tube is a ferrite ring. These 
are linked by a single turn loop which feeds a signal 
to the r.f. amplifier. This arrangement ensures that this 
signal is due only to the r.f. currents flowing through Co 
since the currents j, through the stray capacitances of the 
support tube do not link the ferrite and therefore do 
not induce a signal into the pick up loop. 

The centre tap of the coil is connected to the grid 
support tubes and to this point is applied the chopped 
ramp signal shown in Fig. 2(a). Thus the grids and their 
supports are at the same d.c. potential, but the support 
tubes carry no r.f. signal by virtue of the circuit sym-
metry and the capacitance of the cable feeding the 
chopped ramp from the electronics package. 

It has been shown in the previous section that the 
magnitude of the r.f. current flowing between the grids, 
i.e. through Co, is proportional to the ambient electron 
density. Thus, as the d.c. potential on the grids is 
chopped the electrons are alternately removed from and 
introduced into Co and the signal level fed to the r.f. 
amplifier changes at the chopping rate. The r.f. ampli-
fier input is therefore an amplitude modulated r.f. 
signal, the modulation envelope of which is a 6 kHz 
square-wave. The maximum depth of modulation is a 
function of electron density. 

Fig. 3. Functional diagram of sensor. 

Lffld  

FERRITE RING 

Mr" 

3. The Block Diagram 

Referring to Fig. 4, the sensor is driven by the r.f. 
output from a crystal-controlled oscillator at 39 MHz, 
the amplitude of r.f. appearing between the sensor 
grids being controlled at 3.0 V r.m.s. by means of a 
feedback loop. 

The signal from the pick-up loop on the sensor is 
amplified and demodulated to yield a 6 kHz signal 
whose amplitude is a function of the ambient electron 
density. 

The output of this demodulator feeds either the 
linear or the logarithmic output stages depending upon 
which version of the equipment is being used. The linear 
output stages consist of four a.c. amplifiers of differing 
gains each feeding a synchronous detector to give four 
output channels (ED1—ED4) which, between them 
cover the whole measurement range of electron density. 

The logarithmic output stages consist of two linear 
a.c. amplifiers of differing gain feeding synchronous 
detectors followed by the logarithmic output stages and 
are described in detail in Section 4. 

Close attention to component selection has been 
necessary in the design of the synchronous detectors, 
in order to achieve linearity over the three decades of 
input handled by the output stages. Particular problems 
involved are: achieving low saturation resistance in the 
chopping device and low coupling between reference 
input and output terminals, and selection of the inte-
grating amplifiers for low temperature coefficient of 
input bias current. 

Since the changes in sensor capacitance with free 
electron density are small (only 5-3 % change for an 
electron density of 106 electrons per cm') the r.f. 
amplifier and oscillator are fed from a separate, well 
stabilized supply , to avoid spurious modulation. 

The chopped ramp voltage which is applied to the 
sensor and illustrated in Fig. 2(a) is generated by using 

co 
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Fig. 4. The basic block diagram. 
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Fig. 6. 
The logarithmic 
output stage circuit. 
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a ramp generator to control the reference level of a 
chopper operating at 6 kHz. The output of the chopper 
is taken to a low-gain, directly-coupled amplifier whose 
gain, bandwidth and offset are adjusted to give the 
output levels shown in Fig. 2(a). 

From Sections 2.1 and 2.2 it will be seen that modu-
lation of the r.f. and hence the generation of a data 
signal is dependent upon free plasma electrons being 
present. To facilitate ground checkout procedures 
(when of course there are no free electrons) it is useful 
to have some form of signal on the data channels. A 
short burst of 6 kHz modulation is therefore applied 
to the r.f. oscillator to form a test pulse which precedes 
the normal data signal obtained in space, as shown in 
Fig. 2(b). 

The reduction of the data signal to an electron density 
value requires only a measurement of the amplitude 
of the flat portion of the curve and translation to a 
value of C/Co via a calibration factor for the instrument. 

4. Circuit Details 

The majority of the circuit functions are performed 
by linear integrated circuit operational amplifiers and 
the circuits in general require little comment since 
they are relatively conventional. The chopped ramp 
generator and logarithmic amplifiers however are 
rather more specialized and will be dealt with in some 
detail. 

4.1. The Chopped Ramp Generator 

The circuit is shown in Fig. 5. A 250 ms ramp is 
generated by IC2, TRI and IC3 using a 'boot-strap' 
constant current circuit with its output taken from 
IC2 via R23 to the chopper TR3a which is driven from 
the 6 kHz multivibrator formed by IC5. 

The chopper output is fed to amplifier IC6 which is 
directly coupled and of adequate bandwidth and gain 
to give an output waveform as shown in Fig. 2(a). 

The need for a test pulse was discussed earlier in the 

OUTPUT 

 o 
COMMON 

 o ies 

text and the burst of 6 kHz to modulate the r.f. oscillator 
is generated by gating the multivibrator output via 
MR5 with a square wave derived from the ramp generator 
flyback circuit. Transistor TR2b merely provides 180° 
of phase shift in order that the test pulse appearing 
on the data signal shall be of the correct polarity. 

Some ionospheric experiments require that the ramp 
shall be synchronized to other equipment and this is 
achieved by applying a sync signal via transistor TR2a 
to initiate the ramp flyback. 

4.2. The Logarithmic Amplifier 

The circuit of one of the two logarithmic output 
stages is shown in Fig. 6. The logarithmic function is 
generated by utilizing the fact that the collector current 
(4) of a bipolar transistor is proportional to the logarithm 
of the base-emitter voltage ( V„).8 

Thus: 

4 cc exp (—k T 
eVbe) 

from which it follows that 

KT In 4 
VbCcc 

e 
(4) 

This relationship holds true over a much wider range 
of currents than the more commonly used V// charac-
teristic of a semiconductor diode. If two identical 
transistors are used as the logarithmic element in such 
a way that their base-emitter voltages are opposing, the 
relationship between them is 

AVbe= — (5) 
e lc, 

where A Vbe = — Vbe2. 

Referring to Fig. 6, the matched transistor pair is 
TRla and TR1b. TR1 a is connected with its base 
emitter junction across the output of operational 
amplifier ICI, the negative feedback for this amplifier 
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being provided by the collector current of the transistor. 
The second transistor of the matched pair is emitter 
coupled to the first and provided with a constant 
collector current given by 

— V 
= S 2 iz 5 

where — Vs is the negative supply voltage. 

The voltage appearing at the base of TRI b is thus 
proportional to the logarithm of the collector current 
of the first transistor. Since this collector forms the 
feedback path for the virtual earth operational amplifier 
ICI, the current through it must equal the input current 
which can be expressed as 

E.  
i• = — 
I" R in 

Substituting in equation (5) gives: 

KT E.„ R5 
AVb. = in x 

e Rin —Vs 

If A Vb. is then amplified by a further operational 
amplifier IC2 having a gain equal to M2 the overall 
transfer function is 

KT R5 
Vo = M2 — In Ei x 

e " — Vs x R in 

where I/0 is the output voltage of IC2. 
If the forward gain of IC2 is made temperature-

dependent by using a temperature-sensitive element 
in the feedback network, the term M2. KT le in equa-
tion (5) may be made a constant leaving 

Vo = K, In K2 Ein  (7) 

Fig. 8. Complete instrumentation 
with covers removed. 

 (6) 

. 70°C 

+25°C 

  0°C 
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Fig. 7. Output/input voltage 
error for varying temperatures. 

The published forms of this circuit" use a dual 
n—p—n transistor as the logarithmic element since these 
tend to have a good performance over a wide dynamic 
range. However, the present system required that the 
output signal should be positive, should increase posi-
tively with increasing input signal and should have an 
offset adjustment so that the zero crossover could be 
selected as required. These features together meant that 
a p—n—p transistor had to be used since the output 
stage (IC2) had to be non-inverting in order that its 
feedback current did not adversely affect the operation 
of the logarithmic element. Careful choice of the type 
of p—n—p transistor used has resulted in a very good 
matching of the base-emitter characteristics over a 
wide range of temperatures, collector leakage currents 
causing only negligible errors in the lower of the three 
decades used. 

Referring again to Fig. 6, the residual a.c. component 
in the negative going signal from the synchronous 
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detector is removed by the filter consisting of RI,C1. 
ICI was chosen for its low input bias current, the actual 
devices used being selected after temperature cycling 
tests for low temperature coefficient of input bias 
current, as this is an additional source of error. Setting 
of the zero crossover point is achieved by R6 and R9 
whilst the gain of IC2 is given by 

R, o+R7+R, 
M2 = R7+R8 

As discussed earlier this gain is required to change by 
approximately 0.3% per degC in order to cancel out the 
term in the transfer function due to temperature. 
Resistor R 7 is therefore a positive temperature coeffi-
cient resistor which provides good thermal tracking over 
a wide temperature range. Figure 7 shows the error 
in output voltage versus input voltage for various 
temperatures, the error in most cases being less than the 
resolution of the telemetry system used, which is 1% of 
full scale. 

150 

140 
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90-
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1135 

ALL TIMES SHOWN ARE 

IN UNIVERSAL TIME 
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1135 

10,4050ND( 
DATA 1145 

10110SONDE 
DATA 1134 - 1138 

8 10 12 14 16 

ELECTRON DENSITY x 10-4 ( cm-3) 

Fig. 9. Comparison of probe results with those of ionosonde. 

5. Construction 

Figure 8 is a photograph of the complete electronics 
package with covers removed. Four printed boards are 
used, mounted as shown. It will be seen that particular 

attention has been paid to filtering leads to each card 
to remove all unwanted coupling between circuits, 
especially at radio frequencies. 

6. Performance of the Probe 

The r.f. density probe has been used extensively in 
ionospheric investigations from rockets and satellites 
with very satisfactory results. In some cases it has 
been possible to correlate the results with those obtained 
from ground-based ionospheric soundings. Figure 9 
shows such a comparison. The altitude scale shows 
true height as obtained from the rocket trajectory versus 
electron density as measured by the r.f. probe. Also 
shown are the ionosonde profiles, errors in height 
associated with ionogram reduction being approxi-
mately + 3 km for heights up to 110 km increasing to 
+ 10-20 km at greater heights. 

It will be seen that the agreement in absolute electron 
density is good within the limitations discussed above. 
The two peaks in the probe data are real and such peaks 
and troughs in the density give rise to ionosonde errors. 
This problem is discussed fully elsewhere.' 

It may be concluded therefore that for in situ measure-
ments the r.f. probe is capable of resolving detail in the 
ionospheric structure which is 'unseen' by an ionosonde 
based on the ground. 
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SUMMARY 

Using the author's improved theory7 the radiation 
pattern and impedance of a 2 : 1 bandwidth log-
periodic dipole array are investigated over a wide 
range of design parameters. Using these results, a 
general design procedure is formulated for an array 
having a prescribed radiation characteristic and 
minimum input v.s.w.r. over the design band. 

• Department of Electrical Engineering Science, University of 
Essex, Colchester, Essex. 

1. Introduction 

Log-periodic antennas have been the subject of 
considerable research and development since the original 
work of DuHammel and Isbell' showed them to possess 
frequency independent characteristics. Early devices 
were planar," but Isbell' showed that similar per-
formances could be obtained with arrays of conventional 
elements and thus founded the log-periodic dipole array 
(1.p.d.a.). An important consequence of this advance 
was that the hitherto ill-understood log-periodic (1.p.) 
operation could be studied via the analysis of their 
operation in terms of conventional theory. Isbell laid 
the foundation for future designs but it was not until 
Carrel' produced his classical paper on the analysis of 
such structures that designs, albeit empirical, were 
possible. Carrel produced a mathematical analysis 
of the 1.p.d.a. which took into account both the circuit 
and radiation aspects of the array. Although the radia-
tion problem took into account the mutual coupling 
between dipole elements, it relied upon first-order 
sinusoidal theory which introduced inaccuracies into 
the analysis. Subsequently, more theoretical analysee• 
have been performed on the structure which involve a 
complete array vector potential solution to the radiation 
problem, and which have resulted in more accurate 
predictions of experimental performance and a greater 
insight into the detailed operation of the array. It has 
been found that the general properties of the array as 
obtained from Carrel's results are not invalidated by 
the improved theories, over the design bandwidth, 
except at the band edges where the first order theory 
breaks down. Apart from this, there still remains the 
question of how the many array design parameters 
affect its performance. Thus whilst Carrel's results are 
still valid for an engineering approach to the problem, 
a more thorough investigation of the performance of 
the array, using the new theory, as its design parameters 
are varied, was considered a prelude to a more general 
design technique. 

2. The Log-Pèriodic Dipole Array 

As with all 1.p. geometries, all dimensions of the 
dipole array are increased by a constant ratio in moving 
outwards from the origin. Thus lengths, spacings and 
diameters are related by a constant scale factor r where, 
with reference to Fig. 1(a), 

1„ d„ a„ 
= 

In- 1 61.- an-
and the characteristic angle (note that 1.p. antennas were 
derived from the equiangular variety) is represented by 
a space factor a, where the convention used here is 

a = tan a = L1 
di 

The active portion of the array (active region) from which 
most radiation occurs is centred around those elements 
near resonance (for which 4, is somewhat less than 2/4). 
As the frequency is changed, the active region moves 
back and forth along the array. Because practically 
all the input power is absorbed in and radiated by the 
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active region, the larger elements to the right of it are 
not excited and are in an essentially field-free region. 

In order to produce practical 1.p. antennas, the truly 
infinite structure must be replaced by a truncated one, 
affecting as little as possible its frequency independent 
behaviour. This means that at least one basic dimension 
needs to be specified, and this is usually the length of 
one of the extreme dipoles which will determine one of 
the array band edges. The array is usually fed, not at 
its true origin, but at the input to the first cell as shown 
in Fig. 1(a). Extending the geometry it will be seen that 

d 
D, = 

and 

(1—r) 

1j— t) 
a = — 

d 

whence all distances d„ are expressible in terms of 1, r 
and u. The bandwidth of the array is determined 
approximately by the resonant frequency of the extreme 
elements; hence for an N element array will be 

1 
• TN— 1 • 1 

This will be degraded in practice by the active region 
running off the ends of the array before extreme element 
resonances. The difference between the two is called 
the active region bandwidth. 

Apex d d d 
?1 

? le 

at. Feed. T -c2  
O 

00 - 1.1 

(a) Geometry, 

(b) Feeding. 

Fig. 1. Log-periodic dipole array. 

e 
T N-1 

The excitation of the structure has to be such as to 
produce endfire radiation in the direction of the apex, 
called backfire radiation. This is necessary because the 
farthest elements from the feed are resonant first, and 
as such any radiation in the endfire direction away 
from the feed would produce a field which would induce 
currents on the above resonance elements, which would 
in turn contribute to the far field and destroy the 1.p. 
operation. For successful operation, the 1.p.d.a. has 

been found to require feeding with a transposition of 
the transmission line between adjacent dipoles as shown 
in Fig. 1(b). This condition is sufficient but not necessary 
as several successful unswitched arrays have been 
produced' which derive the delay by different means. 
The antenna is thus caused to radiate in the backfire 
direction, a condition which is necessary for successful 
uni-directional frequency independent 1.p. operation. 

Feed point 

Array 
elements 

Fig. 2. Method of feeding dipoles with a transposed feeder. 

As adjacent dipole currents near to the input of the 
array are nearly out of phase and due to the dipoles being 
close together, the radiated fields produced by them 
almost cancel each other. As the spacing d„ expands, a 
point is reached where the phase delay in the trans-
mission line combined with the 180° switch gives a 
total of 360° ( 1 — d„/1). This puts the radiated fields from 
the dipoles in phase in the backward direction. Moving 
further out increases the phase delay and so the in-phase 
direction moves from backward through broadside to 
forward. Therefore a good beam off the apex should 
result if the dipoles are resonant when the total phase 
delay between dipoles is 360° ( I — d„/2). 

The practical configuration of a 1.p.d.a. in which 
transposition is used to create the slow wave condition 
in the feeder is shown in Fig. 2. This incorporates a 
frequency independent balun to convert from the 
coaxial feed to the biaxial transmission line on which 
the dipoles are positioned. In order to avoid interaction 
with radiated fields, the coaxial feeder is run inside 
one of the hollow cylindrical conductors, its outer and 
inner conductors being connected to the two cylindrical 
conductors at the feed point. Providing the separation 
between the biaxial conductors is less than 2/16, satis-
factory transition is obtained between balanced and 
unbalanced conditions. The structure is terminated by 
a short-circuit plate whose dimensions are sufficient to 
short the majority of the biaxial line feed, and which is 
located beyond the longest element. 

The basic design parameters are r, u, N and 1, Zr the 
feeder line characteristic impedance and the dipole lla 
ratio. These affect the basic performance characteristics 
of radiation pattern and input impedance/v.s.w.r.—the 
question, so far unanswered, is in what way. 

3. Performance Characteristics 

A comparison between the results obtained using 
Carrel's theory and the improved theory show that there 
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Fig. 3. Impedance plot of a 10-element I.p.d.a. 
(r = 0.9162, a = 0.6). 

is no significant differences between the general shape 
of the characteristics. However, at the band edges the 
results obtained from the new theory show much better 
agreement with experiment than the old, both for 
radiation pattern and v.s.w.r. responses.' The improve-
ments in pattern are those of detail especially in side-lobe 
level and back-lobe predictions, whereas the impedance 
response shows much better agreement throughout the 
band with experiment and shows up the shortcomings 
of the old theory in predicting impedances. 

The following are the results of an extensive experi-
mental and theoretical investigation into the effects 
of the design parameters on the performance of a 2 : 1 
bandwidth I.p.d.a. 

3.1. General Characteristics 

The input impedance of the array is shown plotted 
on a Smith chart in Fig. 3, from which the 1.p. region 
is clearly defined. It will be noticed that at the low-
frequency end the plot spirals around in a clockwise 
manner with frequency which is characteristic of an 
isolated dipole. This corresponds to the negative 
reactance of the under-resonant longest dipole. As the 
first dipole is approached, the plot spirals in to its 
approximate isolated value. If it were merely a discrete 
dipole, the plot would spiral out with positive reactance 
values. However, the active region of the array quickly 
encompasses the next dipole resonance and the plot 
spirals back again to the second dipole isolated impe-
dance, which should in theory be the same as the first 

as the dipoles are electrically equal. This process con-
tinues as the active region moves along the array and is 
characterized by the I.p. circle shown in Fig. 3. When 
the active region runs off the small end of the array, 
the plot spirals outwards in a manner characteristic of 
the positive reactance of the above resonance smallest 
dipole. A measure of the smoothness of transition 
between the dipoles of the active region can be obtained 
from the size of the 1.p. region, which should ideally be 
as small as possible for matching purposes. 

The electromagnetic field of the array is determined 
by the currents in the elements. The minor-lobe struc-
tures in particular are very sensitive to the phase distri-
bution along each element. The currents in the below 
resonance dipoles are relatively small but the new theory 
shows that their cumulative contribution to the far field 
pattern is comparable to that of parasitic directors in a 
Yagi array. They are certainly shown to contribute to 
the minor lobe structure and to the main beam width. 

Far-field patterns of a 200-400 MHz array are shown 
in Fig. 4. The unilateral back-fire patterns are seen to 
be quite constant over the design range with slightly 
deteriorating shape, exemplified by the sensitive minor 
lobe, towards the high frequency end of the band. This 
is due to the different interactions with varying numbers 
of under resonant elements. The E-plane beamwidth 
is in general narrower than the H-plane and is charac-
terized by a smaller minor lobe. At frequencies below 
200 MHz the field patterns degenerate to those of an 
isolated dipole and at frequencies above 400 MHz the 
minor lobe becomes very large and the unidirectional 
property of the pattern is lost. 

Initial investigations with other bandwidth arrays 
have shown this and other performances to be typical. 
Thus although only the 2: 1 bandwidth results are 
presented herein, data which have already been obtained 
on wider bandwidth arrays would seem to confirm the 
more general applicability of the results. 

100 MHz 

• 

400MHz 

• 

• 

• 

300MHz 350MHz 

'\ 

450MHz 

E- plane 

— H- plane 

Fig. 4. Radiation patterns of a 10-element 1.p.d.a., bandwidth 
200-400 MHz. 
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Fig. 5. Variation of optimum input v.s.w.r. with feeder impedance. 

3.2. Active-region Bandwidth 

It will be noticed from the characteristics presented 
so far that the design bandwidth is degraded at both 
ends (205-385 MHz). This is due to the active region 
running into the truncations. When this happens the 
active region is no longer constant in terms of wave-
lengths, which is one of the basic conditions for 1.p. 
operation, and so the 1.p. operation of the array breaks 
up before the extreme dipole resonances are reached. 
The asymmetrical nature of the break-up is again due 
to the differing contributions to the active region. 

Investigations have shown that the active-region 
bandwidth is dependent upon many parameters including 
r, a, N and lla, in short any parameter that affects 
either the element spacing or the transition of the active 
region between elements. Unfortunately, the dependence 
upon these parameters is very complex and it is not 
possible to develop an analytic expression for the active-
region bandwidth. However, it was found from a study 
of the extensive performance characteristics, that by 
specifying a slightly higher upper-band frequency and 
decreasing t correspondingly, the active region band-
width could be compensated by using the empirical 
formulae: 

Therefore, 

Lpper Fl x f upper design 

(0.0414) 
T —› Tdesign X 10 

N-1 

3.3. Transposed Feeding 

To physically-realize the 180° phase delay between 
elements by a switched feeding method it is necessary 
to have a transverse displacement between the two 
halves of the dipoles as shown in Fig. 2. The charac-
teristics of such a transversely displaced dipole differ 
from those of the coplanar structure, but this was found 
to affect array performance only if the feeder separation 
D was greater than 0.022,„".9 Another effect of utilizing 
separations greater than 0.024;„ and not increasing the 
feeder displacement periodically by r as true 1.p. geo-
metry dictates is a rotation in the radiation pattern 
with frequency. All such effects may be eliminated by 
using a constant feeder-line displacement of less than 

t The input referred to is the true array feed point and does not 
include the length of coaxial feeder line. 
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Fig. 6. Variation of optimum input v.s.w.r. with dipole lla ratio. 

3.4. Input impedancelV.S.WR. Dependence on 
Design Parameters 

The dependence of array bandwidth on the factor 
TN- 1 has already been shown. The independent deter-
mination of 2 and N is very much more arbitrary as far 
as impedance properties are concerned. However, 
general rules which do apply are that r should be kept 
as close to unity as possible in order to minimize varia-
tions in the band and N should be large enough to provide 
adequate overlapping or contiguous active regions. It 
is interesting to note that the active-region correction 
is approximately 1/N of the design bandwidth which 
could indicate that the active regions are more or less 
contiguous, which would be a feature of desirable 
operation. Too many elements and the high frequency 
performance shows an increased oscillatory performance. 

The characteristic impedance of the feeder, Z1, largely 
determines the level of the input impedance and v.s.w.r. 
of the array. The variation of optimum input v.s.w.r. 
with Z1 is shown in Fig. 5, from which it can be seen 
that there is a region between 75 and 150 CI in which 
the v.s.w.r. is at a minimum. It also shows that input 
v.s.w.r.s • of the order of 2: 1 are common with this 
structure.t The individual dipole impedance does 
govern the v.s.w.r. and therefore the ratio would be 
expected to have some control over it. Variation of the 
optimum input v.s.w.r. with Ila ratio is shown in Fig. 6 
to exhibit a minimum value between 100-200. The 
centre of the 1.p. circle on the Smith chart also rotates 
as the Ila ratio or Z1 are increased. The positioning of 
the short circuit termination is relatively unimportant 
to the impedance characteristics. This is due to the 
rapid decay of currents on the array elements past the 
active region. However, at the low-frequency band edge 
the placing can affect the characteristics and it was 
found that a distance of 2„,j,J8 from the longest dipole 
was sufficient for these effects to be negligible. 

Although the bandwidth of the array is fixed by the 
e-1 ratio it was found that the spacing factor a did 
affect it slightly. In general an increase in a produces 
an increase in the v.s.w.r. level by an amount which 
depends upon the number of dipoles. An increase in 
means an increase in the array angle, so that the elements 
are bunched together and have increased mutual inter-
actions. Obviously this effect is more pronounced for 
larger N and so the choice of a and N cannot be 
divorced; in general the larger N, the smaller the choice 
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of a and vice versa. It has been found in practice that 
it is not advisable to use angles outside the range 20-60° 
and that the most favourable range is 25-45° (a = 0.4-
1.0). For example, the 2 : 1 bandwidth array with 
N = 10 has a = 0.6 for best operation, N = 20, 
a = 0.45 and N = 5, a = 0.75. The variation of the 
1.p. centre, i.e. the mean input impedance, with a and 
N is shown in Fig. 7. The resistive as well as reactive 
components decrease with increasing a indicating 
reduced array contributions. Also both components 
decrease with the addition of more elements although 
the reactive portion decreases faster. With a large 
number of elements, the overlapping of the active 
regions is accentuated and the reactances associated with 
transitions are reduced. This leads to a predominantly 
resistive input which is desirable for matching purposes. 
The variation of input impedance with u is quite small, 
the only noticeable effect being a change in the mean 
levels as shown in Fig. 7. 
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Fig. 7. Variation of mean input impedance with spacing factor cr. 
Ro, Xo is the centre of 1.p. circle on the Smith chart. Z, = 100 S2; 

Ila = 120. 

For larger bandwidths it was seen that with too few 
array elements, the 1.p. region degenerated to an ellipse. 
It was further noticed that the lower reactive values 
occurred at frequencies below mid-band and the higher 
above mid-band, whilst the resistive values remained 
essentially constant. This elliptical nature of the impe-
dance plot is characteristic of too few array elements 
or too low a choice of a. When this occurs, the transi-
tions of the active region between resonances become 
discontinuous, giving rise to larger off-resonance reactive 
components which distort the circle in the reactance 
plane. So that if characteristics of this nature are 

encountered N or u, or both need to be increased to 
map the plot into the circle which characterizes good 
1.p. operation. 

It was noticed throughout the investigation that the 
average array input impedance Z0 was less than the 
feeder impedance Z1 • This, together with the fact that 
the active region gave small v.s.w.r. values over the 
band, suggests that the array input impedance may be 
approximated by the feeder line capacitively loaded by 
the small dipole elements as in Carrel,' but that this is 
not an accurate method of determining the average 
input impedance due to the interactions. 

3.5. Radiation Pattern Dependence on Design 
Parameters 

The radiation pattern has already been seen to remain 
tolerably constant over the design bandwidth and is 
subject to the same active region degeneration as the 
impedance characteristics. What remains to be deter-
mined is the variation of the pattern characteristics, 
gain, side-lobe level, front-to-back ratio and beam-
width with the design parameters. 

The separate variation of the pattern characteristics 
with differing values of r and N, but still subject to a 
constant t'' bandwidth are shown in Fig. 8. All 
characteristics behave in a similar way in oscillating 
at low values of N and r but gradually smoothing out 
and levelling off to a pseudo-saturation level, above 
which the addition of extra elements provides little 
variation in the response. For the case of the 2 : 1 
bandwidth array it is obvious that the inclusion of more 
than 13 elements adds insignificantly to the performance. 
It will also be noted that maximum beamwidth and 
gain occurconcurrently with low side-lobes and maximum 
front-to-back ratio. For the array with u = 0.6 and 
having 13 elements, the E-plane beamwidth is 68.5°, 
the H-plane beamwidth 133°, gain 6.6 dB and front-to-
back ratio 17 dB. There will obviously be correspond-
ingly shaped responses for other bandwidths with 
different threshold values of N. 

Parameters N and t may thus be chosen to optimize 
the pattern performance, but if the resulting performance 
still does not meet design requirements, u remains to 
make further adjustments. The spacing factor a controls 
the added array phase differences between elements 
which determines the element phase distribution, and 
the variation of pattern characteristics with it are shown 
in Fig. 9. Whence a has the desirable quality of adjusting 
the basic levels of responses whilst leaving their shape 
unaltered. From Fig. 9 it will be seen that larger beam-
widths are accompanied by increased back-lobes and 
decreased gain, hence whilst the choice of u must be 
balanced against the undesirable side-lobes. Using both 
u and r it is possible to design for a range of differing 
responses. 

4. The Design of L.P.D.A.s 

It is clear from the information obtained in the last 
section that the parameters t, u and N affect the pattern 
characteristics to a much greater extent than the non-
pattern affecting parameters Z1 and 1/a. Bearing in mind 
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Fig. 8. Variation of pattern characteristics with Nand r. 
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that from a design point of view the patterns are of 
greater importance than the impedance level which 
could possibly be compensated, it will be seen that the 
pattern and impedance designs may be conveniently 
separated. It is worth noting that this is an approxi-
mation as there are small interactions between the two, 
especially via a which affects the v.s.w.r. level slightly. 
The philosophy of design then is to choose the para-
meters N, and a for required pattern characteristics 
and with these to design for minimum v.s.w.r. by 
appropriate choice of Zr and 

The design bandwidth immediately fixes e-1 and 
this may be split up together with a choice of a, according 
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Fig. 10. Radiation pattern synthesis chart for 2 : 1 bandwidth 
I.p.d.a. 

to the pattern requirements which have been redrawn 
in Fig. 10. This process will require some juggling with 
parameters until acceptable responses are achieved. It 
is worth remembering that a governs the boom-length 
of the array and thus in order to achieve a compact 
structure, some consideration must be given to selecting 
a high value of u. Once the choice for the values of T, 
and N is made, the active-region correction may be 

applied to give the final pattern forming parameters. 

The design information relevant to the minimization 
of v.s.w.r. is presented in Fig. II, with the exception 
of bounds already discussed. This shows the impe-
dance of the biaxial feeder Z1 as a function of radius and 
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2:1 BANDWIDTH LOG- PERIODIC DIPOLE ARRAYS 
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Fig. II. Impedance/v.s.w.r. synthesis chart for 2 : I bandwidth 
1.p.d.a. 

separation of the conductors. Superimposed on this 
is the range of Zr which has been found to give minimum 
v.s.w.r.s (shaded area) and the limiting ordinates of 
D = 0.022 (dotted lines) for negligible transverse feeder 
effects. A trial D and a are selected from the design 
box, bounded by the limiting impedance lines and the 
relevant D ordinate. The maximum dipole length /N is 
then calculated and a ratio chosen so that it lies 
within the recommended range and so that the maximum 
dipole diameter does not exceed the feeder conductor 
diameter. If such a choice is not possible, another 
value of D and a must be chosen from the design box 
and the process repeated until acceptable values are 
obtained. 

Using the above design procedure together with the 
construction details outlined earlier a 1.p.d.a. may be 
designed and constructed to have prescribed radiation 
characteristics and having a minimum input v.s.w.r. 
Although only the 2 : 1 bandwidth design curves are 
presented here, the computer program is available for 
the computation of curves for any desired bandwidth, 
the design procedure being the same in each case. 

An example of the design procedure follows: 

Specification 

E-plane beamwidth 65° 

H-plane beamwidth 120° 

Gain not less than 6.5 dB 

Front-to-back ratio better than 15 dB down on main 
lobe 

V.s.w.r. tolerable over a 2: 1 bandwidth centred on 
300 MHz is 2 : 1 

Design 

Nominal bandwidth 200-400 MHz 
zN-1 = 0.5 

(a) Pattern characteristics: 

From Fig. 11 E-plane beamwidth 66° 

H-plane beamwidth 120° 

Gain 6.9 dB 

N = 12 

= 0.44 

From Fig. 10 N = 12 1 front-to-back ratio 
= 0.44 f 18.5 dB 

Boom length = 1.2951„,in (a = 0.44) 

= 38.2 in 1-0 m 

= 24°. 

For N = 12, r = 0.9389. 

Active-region correction r = 0.9389 x 10 (0.414) 
11 

r = 0.9308. 

(b) Impedance characteristics: 

With a minimum band frequency of 200 MHz choose 
D = 0-265 in (6.4 mm), a = 0.125 in (3.175 mm) from 
the box. This gives Z1 = 110 n; choose Ila = 120 so 
that by reference to Figs. 5 and 6, v.s.w.r. is 2.0. 

8 

8 

It 
J_ 

2a 

.-
110 0 0  

111 

4  Boomlength 

n> 

-•,:j di 3 

d 13 = 

Element Spacing 
number d (in) 

Half lengths 
(in) 

Diameters 
(in) 

1 1.180 

2 1.268 

3 1.362 

4 1.464 

5 1.572 

6 1.688 

7 1-814 

8 1.948 

9 2-094 

10 2-250 

11 2.418 

12 2.592 

7.375 

7.924 

8.514 

9.146 

9.828 

10.558 

11.344 

12.188 

13.095 

14.070 

15.116 

16.240 

0.062 

0-066 

0.071 

0.076 

0.082 

0-088 

0.095 

0.102 

0.109 

0.117 

0.126 

0-135 

N Zt //a D (in) a (in) 

12 0.9308 0.44 110 120 0.265 25 

Fig. 12. Design specifications for 2: 1 bandwidth I.p.d.a. 
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Gain 
(dB) 

7 

19 

Front - to- Back 
ratio 17 

(deg) 

15 

E- Plane 70 
beamwidth 

(deg) 
60 

130 

H— plane 
bearnwidth 120 

(deg) 

110 

3 

V.S.W.R. 2 

1 

't> 

200 300 400 

Frequency ( MHz) 

Fig. 13. Experimental performance of 12-element 2 : 1 bandwidth 
I.p.d.a. 

To check that these are within the tolerance of working 
limits, extreme dipole diameters are (dn = 2a5), 

/1 = 7.373 in ( 18.725 cm) 

7.373 
= 60 — 0 062 in ( 1.58 mm) 

112 -= 16.24 in (41.275 cm) 

= 0.135 in (0.364 mm) 

Both are physically realizable and du  ‹. 2a so the 
design is acceptable. A full design chart is shown in 
Fig. 12. This design was built and tested to show the 
validity of the procedure. The experimental results are 
shown in Fig. 13. 

5. Conclusions 

Extensive data have been provided on the performance 
variation with design parameters of a 2 : 1 bandwidth 
1.p.d.a. As a result of this a design philosophy has been 
proposed which allows radiation as well as impedance 
characteristics to be included. Although only the 2 : 1 
bandwidth array results are presented this is a fairly 
important and extensively used case and as such the 
results should prove useful to designers in the field. 
Design information on wider bandwidth arrays will be 
the subject of future papers. 
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SUMMARY 

The problem of matching a short monopole antenna 
by incorporating an ideal amplifier in the monopole 
structure is analysed. It is shown that this leads to a 
simple method of predicting which types of transistor 
amplifier configuration are likely to lead to a height 
reduction factor over the A/4 passive case. 
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1. Introduction 

In a recent paper' expressions were derived for the 
properties of loop-monopole antennas containing tran-
sistors. It was shown that for some orientations of the 
transistors the antenna became resonant when con-
siderably shorter than the Á/4 length of the conventional 
passive monopole, and unlike the tuned monopole the 
bandwidth was not reduced. However, the expression 
that was derived for the height reduction factor is 
extremely complicated, and hence it is difficult to isolate 
the features responsible for producing it. 

In this paper the resonant height of a monopole 
containing an idealized amplifier will be found. From 
this result it will be shown that it is possible to predict 
in some measure the types of active loop dipole antennas 
which possess a resonant height reduction property. 

2. Input Reactance of Monopole Antenna 
incorporating Ideal Series- connected 
Amplifier 

Using the trigonometric current distribution approxi-
mations, the currents and potentials on the antenna in 
Fig. 1(a) may be written as 

/1(z) = C cos kz+D sin kz  (1) 

I 2(z) = A sin k(2h — z)  (2) 

Vi(z) = —jZc(C sin kz—D cos kz)  (3) 

V2(z) = —j4 A cos k(2h—z)  (4) 

where A, C and D are constants, and Zc is the average 
characteristic impedance of the monopole. 

(a) (b) 

Fig. I. (a) Active transmitting monopole antenna with amplifier 
at mid-point. 

(b) Active transmitting monopole as in (a) with amplifier 
reversed. 

The boundary conditions imposed by the amplifier are 

/2(h) = GI/i(h)  (5) 
and 

V2(h) = Gv Vi(h)  (6) 

where GI, Gv are the current and voltage gains of the 
ideal amplifier. 

The input impedance of the antenna is given by 

MO) D 
i= Z = j— 
I 2(0) C 

and applying the boundary conditions at the amplifier 
gives for the input reactance 

— . G1 cos2 kh—Gv sin2 kh 
Xi   (G1+ Gv) sin kh cos kh (8) 

The sign of the input reactance changes when 

cos kh = 0  (9) 

sin kh = 0  (10) 

(7) 
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(a) 

( c ) 

( g ) 

(b) 

(d) 

(f) 

h 

Fig. 2. 

and 

tan kh =  (11) 
Gy 

The first two solutions give resonances or antiresonances 
at monopole heights 

2h = (12) 

while it can be seen from the third solution that if 
GI < Gy then the resonant monopole antenna is shorter 
than 2/4. 

The analysis may be repeated for the case in which 
the amplifier is reversed as in Fig. 1(b). The solution 
of eqn. (11) then becomes inverted so that for height 
reduction Gy < GI. 

3. Application to 3-terminal Transistor 
Amplifiers incorporated in Loop Monopole 
Antennas 

It has been shown previously' that the input impedance 
of an active antenna is the same when transmitting as 
when receiving. This follows from the principle of 
superposition. Consequently when calculating input 
impedance it is sufficient to consider the transmitting 
case only. This is simpler since 

(i) to a first approximation, there is a signal 
applied to only one section of the antenna 

and (ii) the amplifier gains are not, as in the receiving 
case, dependent on the antenna terminal load 
impedance. 

(a) Active loop-monopole antenna in fed-emitter, collector-
loop (f.e.c.1.) configuration. 

(b) Active loop-monopole antenna in fed-base, collector-
loop (f.b.c.I.) configuration. 

(c) Active monopole approximation to f.e.c.I. 

(d) Active monopole approximation to f.b.c.I. 

(e) Active loop-monopole antenna in fed-emitter, base-
loop (f.e.b.1.) configuration. 

(f) Active loop-monopole antenna in fed-collector, base-
loop (f.c.b.I.) configuration. 

(g) Active loop-monopole antenna in fed-base, emitter 
loop (f.b.e.1.) configuration. 

(h) Active loop-monopole antenna in fed-collector, emitter 
loop (f.c.e.1.) configuration. 

It must be realized that the calculation of the exact 
antenna impedance is not straightforward as there are 
small but finite self and mutual impedances which can 
be considered as additional impedance loads on the 
amplifier incorporated in the aerial. However, it is not 
the purpose of this paper to carry out involved calcu-
lations of this kind, but rather to present a simplified 
solution of a very complex problem. 

In order to make comparisons between loop monopole 
antennas and the amplifier-loaded monopoles, further 
approximations are necessary: 

(1) The effect of the loop wire is ignored so that the 
loop monopole reduces to the same form as the 
loaded monopole of Section 2. It is to be expected 
that this will result in least inaccuracy when the 
loop is connected to the collector of a transistor 
amplifier, because of the large incremental impe-
dance associated with this electrode, but this 
simplification is also applied to the other con-
figurations in Sections 3.2 and 3.3. 

(2) The transistor equivalent circuit representation 
will include several passive lumped components 
and these will also influence the resonant pro-
perties of the antenna.' 

3.1. The Fed-emitter Collector Loop (f.e.c.l.) and 
Fed-base Collector Loop (f.b.c.1.) Active 
Antennas 

The network configurations for these are shown in 
Figs. 2(a) and (b). Approximation (1) means that these 
circuits will be treated as shown in Figs. 2(c) and (d), 
where both amplifiers are to be considered in terms of 
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common collector operation. In Fig. 2(c) the amplifier 
has an emitter input so that current gain 1/fl, whereas 
in Fig. 2(d) with a base input, current gain /3. On the 
other hand for the common collector, i.e. emitter fol-
lower, configuration, typically voltage gain — 1. Hence 
from eqn. ( 11), 

and 

1 
tan kh 

tan kh ••• 13 

giving a height reduction factor for the f.e.c.I. case, 
since /3 > 1 and therefore not for the f.b.c.l. case. 

Typical numerical values of the height reduction 
factor are shown in Fig. 3 as a function of the transistor fl 
and are compared with those for a typical low-frequency 
transistor. These have been obtained using the input 
impedance expressions from reference 1 and it can be 
seen that the two results are very similar. The third 
curve in this diagram is Meinke's solution' for the same 
antenna, which was found by using a lumped circuit 
representation for the radiating elements. 

' AMPLIFIER-
LOADED 
MONOPOLE 

(i 

f.e.c.I. (LOW-FREQUENCY 
TRANSISTOR ) 

50 75 100 

i3 

Fig. 3. Height reduction factor of f.e.c.I. antenna as function of 
transistor 

(i) Results from amplifier-loaded monopole approach. 

(ii) Results from reference 1. 

(iii) Results from reference 3. 

3.2. The Fed-emitter Base Loop (f.e.b.I.) and 
Fed-collector Base Loop (f.c.b.1) Active 
Antennas 

For the f.e.b.l. and f.c.b.l. networks shown in Figs. 2(e) 
and 2(f) the analysis is considered in terms of the 
common base configuration with emitter and collector 
inputs respectively. Approximation (1) means that in 
this case the lead in the base circuit is ignored as far as 
the input reactance is concerned. The current gains 
are both of the order of unity. The voltage gain is large 

for the emitter input f.e.b.l., and substantially less than 
unity for the collector input f.c.b.l., as would be 
expected for any collector input circuit. Hence there is a 
large height reduction factor for the f.e.b.l. and none for 
the f.c.b.l. Using the loop monopole analysis' with the 
equivalent-T transistor representation gives a height 
factor of typically 50 for the f.e.b.l. 

3.3. The Fed-base Emitter Loop (tb.e.I.) and 
Fed-collector Emitter Loop (f.c.e.1) Active 
Antennas 

The networks showing the f.b.e.l. and f.c.e.l. cases 
are given in Fig. 2(g) and 2(h). Here the current gains 
between base and collector on the one hand and between 
collector and base on the other are taken as /3 and 1/fl 
respectively. The voltage gain of the common emitter 
f.b.e.l. is substantially the same as for the common 
base f.e.b.l. so that for resonance 

tan khf.„...1. ,/-1-3- tan khf. e.b.l. 

i.e. a resonant f.b.e.l. antenna is several times longer 
than the corresponding f.e.b.l. antenna. The loop 
monopole analysis of reference 4 does not in fact give 
a height reduction factor for a characteristic impedance 
of 200 û although more recent work indicates that 
raising Z. does give a height reduction. On the other 
hand, variations in Z. for the f.e.c.I. case have very 
little effect on height reduction, and for the f.e.b.l. 
case likewise. 

The voltage gain of the f.c.e.l. amplifier with the input 
connected to the collector is extremely small as for the 
f.c.b.l. case in Section 3.2, but since the current gain is 
lower by a factor of — /3 there is a greater possibility 
of a height reduction factor for comparable voltage 
gains. For the low-frequency T transistor circuit there 
is no resonant height reduction but reference 1 illustrates 
an example of a practical high frequency f.c.e.l. which 
exhibits this reduction property. 

4. Conclusions 

Using the ideal amplifier approach it appears that 
four of the six types of single transistor loaded loop 
monopoles may exhibit a height reduction property. 
It may now be possible to make useful predictions of the 
effects of multi-transistor loadings on active loop 
monopole antennas. 

5. References 
1. Ramsdale, P. A. and Maclean, T. S. M., 'Active loop-dipole 

aerials', Proc. Instn Elect. Engrs, 118, No. 12, pp. 1698-1710, 
1971. 

2. Ramsdale, P. A. and Maclean, T. S. M, ̀Control of resonant 
frequency of monopole aerial by resistive loading', Intl. J. 
Electronics, 31, pp. 77-81, 1971. 

3. MeinIce, H., `Aktive Antennen', Nachrichtentech. Z. (N.T.Z.) 
19, pp. 697-705, 1966. 

4. Ramsdale, P. A., 'Active Loop-dipole Antennas'. M.Sc. Thesis, 
University of Birmingham, 1970. 

Manuscript first received by the Institution on 21st December 1971 
and in final form on 27th January 1972. 
(Short Contribution No. 154/Corn 54.) 

The Institution of Electronic and Radio Engineers, 1972 

May 1972 235 



Computer-derived Mobile Radio Network Surveys 

The electricity, gas and coal industries together com-
prise the largest user of private mobile radio communica-
tions in the United Kingdom, operating some 700 v.h.f. 
base stations and 25 000 mobile stations, together with 
about 350 point-to-point u.h.f. links, and substantial 
networks of microwave links. The co-ordination of the 
industries' requirements and the administration of these 
radio channels in co-operation with the Ministry of 
Posts and Telecommunications, is the responsibility of 
the Joint Radio Committee of the Nationalized Power 
Industries (JRC). 

With the growing use of mobile radio systems in all 
sectors of industry and commerce, problems associated 
with frequency assignment and interference are a major 
consideration, since it is necessary to assign frequencies 
on as close a radio spectrum and geographical spacing 
as possible to optimize the use of available frequencies. 
Over recent years, public attention has been focused on 
the potential adverse effect of a proliferation of radio 
stations on the countryside, with the result that it has 
now become more difficult to establish a new radio 
station in the best location for the purpose. It is therefore 
more necessary than ever before to determine the radio 
coverage area from each of a number of possible radio 
transmitter sites and to select the best. 

In carrying out a radio site survey, the normal practice 
is to calculate aerial height, the power to be transmitted 
and any aerial directivity properties, in relation to the 
terrain over which coverage is required. Certain limita-
tions as to aerial height may be forced on the user by 
amenity considerations, and licensing regulations may 
restrict the transmitter power and aerial design. A tem-
porary transmitter is then erected on the proposed site, 
and a field survey is conducted over the area, during 
which field strength evaluations are made at selected or 
random points. The survey is essentially concentrated 
on the areas in which marginal signal levels can be 
expected, and is generally confined solely to the required 
operational area. Such a survey may take many months 
to complete, although in the case of a private mobile 
radio system for industrial or commercial operations the 
survey would not usually extend beyond two weeks or 
so. Practical surveys of this nature are costly in equip-
ment, manpower and time, and provide only a very 
limited amount of information. They also suffer from 
many practical disadvantages. 

As a result of work initiated by Central Electricity 
Research Laboratories with the University of Manchester 
Institute of Science and Technology, the Joint Radio 
Committee of the Nationalized Power Industries have 
developed and put into operation a computer program 
which predicts the field strength and service area for a 
given radio site. The CEGB IBM360 computer is pro-
vided with data relating to the transmitter map reference, 
the height above ground and effective radiated power of 
the transmitter aerial, the type of mobile receiver aerial 
and its height above ground, and the area to be surveyed. 
The computer output comprises a print-out of calculated 
field strengths and signal levels at half-kilometre intervals 
for the area surveyed, and in addition if needed, a 

transparency plot suitable for overlay on Ordnance 
Survey 1 in/1 mile (1:63360), 2+ in/1 mile (1:25000) or 
1 in/1 mile (1:253440) maps as required. The plot 
provides a clear and easily understood picture, when 
overlayed on the appropriate OS map, of the compara-
tive levels of signal over the area. The accompanying 
figure shows a 10 km square section of a survey originally 
plotted at a scale of 1 in/1 mile. 
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Sample plot for 10 km square section of a survey 

Since a knowledge of the topography of the area under 
survey is called for in the calculation of radio field 
strengths at any given point, it has been necessary to 
create a data base of ground height. The work of 
extracting this information was carried out by PMA 
Consultants Ltd. of Horley, who assembled a data bank 
of 880 000 points at + km intervals for the whole of 
England, Wales and Scotland excepting the Highlands 
and Islands. The information was taken from the 
Ordnance Survey 1:25 000 (2+ in/1 mile) series, each 
point representing the main topographical feature in 
each 1 km square. The results have an accuracy of 
±12.5 ft (3.81 m) as compared with the maps from 
which the information was extracted. 

This work has pioneered the use of computer techniques 
in problems of radio network planning and frequency 
assignment, and will lead to better utilization of the radio 
spectrum and improved system planning. The JRC is 
producing further programs to predict the best 
arrangements of directional aerials to provide desired 
area coverage, and to produce radio path profiles and 
system design calculations for point-to-point links. 

Further information on this subject can be obtained 
from the Secretary, The Joint Radio Committee of the 
Nationalized Power Industries, c/o 30 Millbank, London, 
SW1P 4RD. 
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SUMMARY 

The two approaches to the optimization of broadband 
mixer loss are compared and contrasted. Using a 
recently-developed model of the diode and local-
oscillator circuit, calculations are made to show the 
difference in the loss in each case, and the mismatch 
required at the input to achieve minimum loss. It is 
concluded that the design procedure in which the 
mixer is matched at the input is practical, and that 
designing for minimum loss invoking mismatch is not 
to be recommended. 

f Postgraduate School of Electrical and Electronic 
Engineering, University of Bradford. Bradford 7, Yorkshire. 

List of Principal Symbols 

AL conversion loss ratio 
optimum value of A L 

circuit conductance when Go = G_2 = G 

Go circuit conductance at signal frequency 
G-1 circuit conductance at intermediate 

G_ 2 

Gin 

Gout 

g(t) 

go 

90, 91, g2 

RD 

RR 

td 

VB 

tip 

Vo 

V_ 

frequency 
circuit conductance at image frequency 

input conductance 
output conductance 
time-varying conductance 
average value of g(t) 
coefficients of ncop, cop, 2cop in Fourier expan-
sion of g(t) 
source current at signal frequency 
substitute source current at intermediate 
frequency 
constant defining g2, see equation (26) 
forward resistance in diode model (Fig. 4) 

reverse resistance in diode model (Fig. 4) 
fraction of cycle g(t) low conductance, 
bilinear model 
diode noise temperature ratio 
bias voltage 
local-oscillator voltage 
diode voltage component at signal frequency 

diode voltage component at intermediate 
frequency 
diode voltage component at image frequency 

G - 11G 
ot for A.„, 
g 1 2/[g o (g o ±g 2 )] 

‘I{(2— k)1(5 — 1} 

constant defining g1, g2, see equation (26) 
constant defining G, see equation (30) 

(y —k +2) 
local-oscillator frequency (angular) 
signal frequency (angular) 
intermediate frequency (angular) 
image frequency (angular) 

1. Introduction 

In the literature' on mixers, two approaches to the 
optimization of the broadband mixer are to be found. 
In one of these' the circuit is designed to be conjugately 
matched to the source and load, following which the 
resultant loss is calculated. The other approach' 
optimizes the circuit for minimum loss, following which 
the source and load impedances or admittances are 
calculated. It is not generally known that these opti-
mization procedures are essentially incompatible for this 
particular circuit, although they lead to the same result 
for narrow-band mixers, i.e. those in which the image-
frequency components are open- or short-circuited. The 
object of the present paper is to compare and contrast 
the two procedures, and to supplement the analytic 
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results with computer calculations using a recently 
developed model for the Schottky barrier diode.' 
Throughout the paper it is assumed that the diode can 
be treated as a time-varying conductance. The calcu-
lations are based on transducer gain formulae, available 
gain calculations leading to the same results except that 
the load impedance is not specified in the optimization 
procedures. 

TUNED TO cO z„, cos wilt g(t) TUNED TO ( c)p-Wq) 

TUNED TO ( 2 cop— W q 

Fig. 1. Broadband series mixer circuit. 

2. Analysis 

Figure 1 shows a general 'broadband' series mixer 
circuit, the main characteristics of which are: a tuned 
i.f. termination; and a tuned signal termination which 
sustains the signal voltage (vo) at a frequency cog, and 
the image frequency voltage (v_2) at a frequency 
(2c), — cog) and is therefore shown as two separate tuned 
circuits. At both these frequencies the terminating 
admittance is assumed to be G, and it is this broadband 
characteristic of the input circuit that gives the mixer 
its name. The mixer diode may be represented as a 
conductance periodically varying at the local-oscillator 
frequency, cop 

g(t) = g 0 + 2 E g. cos nco, t  (I) 
n= I 

if the local-oscillator completely controls the variation 
in the diode conductance, and reactive effects are negli-
gible. Noting that the diode voltage is 

= vo cos coq t+ V_ l cos (cog — cop)t + v_2(coq-2cop)t (2) 

a matrix equation for the circuit may be derived' 

[ 01 [(G+ go) g 1 92 [1)0 

= gl (G- 1+g0) gl v--1 (3) 
g2 9 (G + go) v-2 

if it is assumed that the tuned circuits are ideal, in other 
words, have infinite admittance to all unwanted products. 

Then it can be seen that 

v_ 1 =  gi(G+go — g2)  

(G+go)RG-i+go)(G+go)—gn 
glEG + o 921+ 9 2[9l — (G - 1+ 9o)92] 

(4) 

Since the conversion loss is defined as 

L = 10 log10 = 10 log10 {available input power l 

output power f 

(5) 

where 

AL = 
2v_ i,./GG_ 

l 0 
(6) 

from equation (4) 

(G_I+ go)[G+go+g2] -2e 
AL  (7) 

2g IN/GG_ 

If G_ 1 = ŒG 

Then 

(aG + o)(G + go +  92) — 2e 
AL — 

2g 1G 

dA t. 

--cc = d 

(8) 

when 

g2)-

--icc*RaG+ o)(G + go+ 2)-2gn = O ...(9) 

and 

aG(G + 90+92) = go(G+ go + 92) -29î (10) 

AL   ...(11) 
gî G 

dAZ 

dG = 

when 

(G+go+g2)[go(G+go+g2) -2gn — 

—G[2g0(G+go+g2)-2gn = O ...(12) 

G2 = fg 0(g 0 + g — 29M og +92 

This leads to 

and 

where 

go  
eopt go+g2 

90 

1 
A2 
opt = fl 2 in 2 

2 
fi =   

gago+ 92) 

(13) 

(14) 

(15) 

This is the same result as that quoted by Strum' for 
minimum available conversion loss, and gives a minimum 
3 dB loss when fi --> 0.5. /3 cannot be greater than 0.5 
with a diode the characteristic of which has no region 
of negative resistance. 12 

3. Input and Output Admittances 

Equation (3) will represent either the broad or narrow-
band mixer if the termination at the image frequency 
is given the general value G_2. The input admittance 
can then be calculated, since 

—/0 = Gin+ G  (16) 
vo 
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This gives 

Gin = go 
(G-1+ 90)(G-2+ 90) - 9i 

The output admittance is calculated by substituting a 
generator L I cos (co, — 0.).,)t at the if. port for the 
signal generator, replacing the latter by an open circuit. 

Then 

g(G _ + go)+ gl(G _ 2 + go) — 2g g 2 

= wow + - 
v-

gives 

(17) 

(18) 

gî(G_ 2 + go)+gl(G+go)-2gîg2 
= go (19) 

(G+ 90)(G-2+ 90) - 92 2 
For the case of the 'broadband' mixer, equations (17) 
and ( 19) reduce to 

Gi n = g0 
gl(c(G+go)+gl(G+go)-2e g2 

(2G+ 90)(G+90) - 9i 

Gout = go 
G+go+g2 

Substituting into the latter from equation (13) 

Gout =_ °g2 G = «op( G = G-1  (22) go+ 

so that the circuit is matched at the i.f. port under 
optimum conditions. 

Examination of equation (20) confirms the general 
conclusion reached elsewhere,5 that in a broadband 
mixer there is not a conjugate match at the input port 
when the circuit is optimized for minimum loss for given 
values of go, g1 and g2. However, it is possible that 
for one particular set of values of go, g1 and g2 minimum 
loss and input match may coincide. To obtain a match 
at the input port cc may be controlled from equation (8), 
and Gin can be set equal to G in equation (20). This 
leads to the following cubic equation:6 

g 0 G3 + e(13 -1 — 1)G[G — go + g 2] — 

— —2)(g — g) o  (23) 
The loss under these conditions can be calculated by 
substituting this value of G in equation ( 11). Although 
this will usually be greater than the minimum loss 
there may be conditions as just noted when they become 
equal. It is probably the loss under matched conditions 
that is of most interest to mixer designers, since this is 
a practical and easily recognizable condition. It is 
nevertheless important to realize that this loss may be 
greater than the minimum achievable, and computed 
results will be referred to a little later to estimate the 
magnitude of this extra loss. 

An approximate analysis follows which is suitable for 
good quality diodes which conduct significantly for only 
a small fraction of the local oscillator cycle. 

For a passive time-varying conductance 

go 1911,1921 

and for a near-impulsive conductance waveform 

2gî 

(20) 

go g1 92 

(21) 

(24) 

(25) 

Take 

91 = (1 — (5) go, 92 = 0. — 2 „ (26) 
for 

3 < 1, k < 2-6 

as an approximation to this ideal condition. Examina-
tion of computer calculations for both the bilinear and 
the exponential diode moder confirms that these condi-
tions match the computed results, usually with k between 
1.75 and 1.97. The value of k cannot be equal to or 
greater than (2—(5) since this violates the condition for 
the diode to be a passive resistance.' It is advantageous 
for k to be as close to 2 as possible since then fl is a 
maximum for a given (5, minimizing the loss, the 
expression being 

fi fL•-• 0.5{1 — (2 — k)(5} 

The ratio of i.f. conductance to source conductance 

0.5(1 + k(5) 

Solution of equation (13) for the optimum terminating 
conductance then gives 

G.= 2e5g0  (27) 

where 

2—k 
— 1 

and this leads to a value of the input conductance, from 
equation ( 17), of 

where 

and 

A 
Gin/G„,„ = 

A = (y2+4y+ yk+8k-4k2) 

(28) 

B = (3y+ 4—k) 

The loss of the mixer is a minimum, for a particular 
diode, at a certain value of s, or VB/Vp (see ref. 7), as 
below this value it is found that k decreases, finally 
approaching 0.5, and at the same time ô increases (see 
Appendix 1 for the form of variation). For these con-
ditions y is large and equation (28) reduces in the limit to 

Gin/Gce = 0.33 

Figure 3 shows that this figure is approached for values 
of 1VB/Vp1 approaching unity. For values of s or 1VB/Vpl 
around and below the optimum, however, usually 
y 1 and Gin/Goo is greater than unity. 

The minimum loss, from equation (11) is 

22 ri  
where 

(29) 

= (y — k + 2) 

For the limiting case of an impulsive conductance 
waveform, examination of equation (23) shows that the 
mixer cannot be matched at both input and output. 
However, over a range of values of conductance coeffi-
cients of practical interest, matching is possible, and 
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a 
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4.0 
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30 
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MINIMUM LOSS 

-0 75 -05 

V8/ VP 

-0.25 

Fig. 2. Mixer loss for minimum loss and matched conditions as 
function of ratio of bias to I.o. voltage. 

substitution of equation (26) into equation (23) gives as 
a rough approximation 

G 2840  (30) 

where 

8 
2e = k (1 + -(2 — k)+1) 

Note that if k is close to 2, this further simplifies to 
G •••• 2kbg 0. The loss can be calculated from equa-
tion (29) by substituting e for y in the equation and the 
expression for 2. 

If (5 is small, the conductance waveform is impulsive 
in character, and may require a high-quality diode for 
its implementation. If the conductance variation is 
assumed to be two-state for example, and the 
fraction of the cycle for which it is low conductance is 
denoted by s, â 01 implies s 0.88. Alternatively, 
a more accurate modelling of the diode using an expo-
nential model for the junction' would give a rather lower 
value, say s 0-8. Barber" has estimated the 'cut-off' 
frequency of the diode, effectively in terms of the 
maximum achievable value of s, and in these two cases 
'cut-off' frequencies of 650 GHz and 500 GHz respec-
tively would be necessary. This should be achievable 
with modern Schottky-barrier diodes. 

Figure 2 shows the loss of the mixer under minimum 
loss and matched conditions, as a function of the ratio 
of bias to local-oscillator voltage. Figure 3 shows input 
conductance and the v.s.w.r. at the input for minimum 
loss with various drive conditions. For both these 
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0.5 

04 

0.1 
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V.S.W.R 

Gm / a 
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V6/ Vp 

-0.25 

15 
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-01 

Fig. 3. Input conductance and v.s.w.r. at input of mixer for 
minimum loss as function of drive. 

calculations the diode model, assumed to be in an 
untuned local-oscillator circuit, consisted of an expo-
nential junction in series and parallel with linear 
resistors' (see Fig. 4). The diode parameters used were 
taken from manufacturers' data for typical Schottky-
barrier diodes (Hewlett-Packard type 2800) and were: 

RD = 11 n, (X1 = 40 V-1 and is = 1 x 10-9 A, 

where the exponential relationship between junction 
current and voltage is given by ID = 4{exp (cci Vi)— 

A reverse resistance RR of 1 x 105 û was assumed and 
the local oscillator voltage was taken to be 3 V peak 
supplied by a source of output resistance 50 n. Virtually 
no difference is appreciable at this drive level with output 
resistances of between 5 û and 5 kn. 

Several conclusions can be drawn from Figs. 2 and 3. 
It is clear that the difference in the two loss calculations 
is small, being less than 0.1 dB over a wide range of 
bias conditions around the optimum. More detailed 
examination of the lowest loss achievable with this diode 

(a) (b) 

Fig. 4. (a) Elementary untuned local oscillator circuit. 
(b) Diode model. 
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and local-oscillator circuit reveals that the mixer is not 
conjugately matched under these conditions. However, 
the point at which minimum loss coincides with conju-
gate matching is so close to the point of lowest loss as 
to be indistinguishable on Fig. 2, so that for all practical 
purposes they may be taken to coincide for this mixer. 

Similar calculations were made for the dual broadband 
shunt mixer, in which the same diode and local-oscillator 
circuit were incorporated in a dual structure, the signal 
and i.f. filters now being series rather than parallel 
tuned circuits. Similar results were achieved, with the 
value of lowest loss being 3.18 dB, a slight improvement 
(0-04 dB) over the more easily realizable circuit with 
which the paper is primarily concerned. This improve-
ment is in line with that noted for the narrowband mixer 
elsewhere.' 

The input conductance results in Fig. 3 bear out the 
earlier approximate analysis, and show a remarkable 
transition as the circuit approaches lowest loss. The 
results suggest that the design of the mixer for an input 
mismatch in the hopes of lowering the loss would be quite 
impracticable with this circuit in this region, because of 
the extreme sensitivity of the input conductance to the 
ratio of bias to local oscillator voltage. Furthermore, 
in the region where the input conductance is not sensitive 
to changes in Ilo/Vp, the v.s.w.r. is unacceptably poor. 
It therefore seems that, if the circuit model chosen is 
representative of modern mixers, it is very fortunate 
that the increased loss over the minimum that occurs 
when the mixer is matched at input and output is so 
small. 

If the diode noise temperature ratio, td is approxi-
mately unity,' then, for a mixer loss of over 2 dB and 
an i.f. amplifier noise figure greater than 1 dB, minimum 
conversion loss will coincide with minimum noise 
figure.' Even if it is necessary to take into account 
the diode capacitance in calculating conversion loss it 
has been shown experimentally that minimum noise 
figure for the mixer usually coincides with minimum 
conversion loss calculated using the resistive diode model, 
i.e. neglecting the capacitance effect.' 
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6. Appendix 1 

The Bilinear Approximation for Diode 
Conductance 

It has been shown' that this elementary model, which 
assumes that the diode conductance always takes one 
of two values, gives a reasonable approximation to the 
actual values of diode conductance coefficients over 
most of the range. It is used here to show the form of 
variation that the parameters (5 and k take for varying 
values of s, and computed results using more exact 
diode models show these to be typical. The Fourier 
expansion for g(t) using this approximation is 

g(t) = gb+(1— s)(g f — gb)+ 
2 c° sin mr(1 — s) 

+ (gr — gb) cos n cop 1(31) . r E   ,..1 
where gf is the forward-biased conductance and gb the 
reverse-biased conductance. 

Then, from equations (1) and (31) 

g1 _ sin n(1 — s) • 

go It(1 — s) 
gr — gb 

(if + (-1 ) gb 1 — s 

If gt. = têgb, n denoting the quality of the diode, 

g 1 sin 7c(1 — s)  1 — 1/n2 

go 7r(1 — s) 14.  s  
(1 — s)ti2 

For (1 — s) < 01, and n2 > 103 

g 1 — n2(1 — s)2  1  

go — 3 (1 — s)n2 

Similarly, 

g2 1 — 4n2(1 — s)2  1 

go 3 (I — s)n2 

(32) 

Above the optimum value of (1—s) the second terms on 
the right-hand side are much larger than the third. 
Hence the result quoted in equation (26), with S 
increasing as (1 —s) increases, and k close to 2. Below 
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the optimum value of (1-s) a region is reached where 
the third terms are much larger than the second. Then 
45 increases inversely with (1-s) and k approaches 0.5. 
This leads to the sharp increase of loss with increasing s 
noted below the minimum value, and the change of 
value of GinIG,,„, already noted. If the third term were 
not present the loss would continue to decrease as s 
increases. The relative importance of the third term 
is clearly inversely proportional to tê, explaining the 
well-known result that the better the diode quality the 
larger the value of s for minimum loss. 

7. Appendix 2 

Peterson and Llewellyn's Analysis 

It should be noted that other authors' have implied 
that the broadband mixer is image matched for minimum 
loss, which is clearly not the case, as is shown in Fig. 3 
and the preceding text. The error of reasoning in the 
work of Peterson and Llewellyn follows from their 
method of analysis. They reason that, since vo = v_ 2 
when the mixer is driven by a current at the if. port, 
L i cos (co, - co)t, then the analysis can be simplified 
for this type of operation by replacing v_ 2 by vo in 
equation (3). This leads to the matrix equation for an 
equivalent two-port: 

r 0 [go+g2+G g, r Vol 
L1_,] L 2g 1 g2+ccGi 

...(33) 

the third equation in (3) being discarded as redundant. 
General theory5 shows that this circuit must be conju-
gately matched for minimum loss, and the correct 
values of a, G and AL follow. By reciprocity' the loss 
is the same from co, to (cog - co) as from (coq -cod to cog, 
so that the calculated loss is the required minimum 
loss of the mixer. Moreover, since the port terminations 
are real, the circuit is also image matched at input and 
output. 

The fallacy is that the 'equivalent' circuit is not an 
exact equivalent of the broadband mixer, and in par-
ticular the input admittance of the 'equivalent' circuit is 

= go + g2 - gî 

go+ocG 

which is not the same as that of the broadband mixer, 
given by equation (20). Thus although the 'equivalent' 
circuit is image-matched for minimum loss, it does not 
follow that the broadband mixer is image-matched for 
minimum loss. As pointed out in the main text, there 
is, in the general case, a mismatch at the input. 

(34) 
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STANDARD FREQUENCY TRANSMISSIONS-April 1972 

(Communication from the National Physical Laboratory) 

April 
1972 

Deviation from nominal frequency 
in parts in I0'° 

(24- hour rnean centred on 0300 UT) 

GBR MSF 
16 kHz 60 kHz 

1 0-1 
2 
3 
4 
5 
6 
7 
8 
9 0 

10 
11 
12 
13 
14 
15 
16 

Droitwith 
200 kHz 

o 
o 

o 
o 
o 
o 

-0.1 
0 

+0.1 
o 

+0-1 
+0-1 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

*GDR 
16 kHz 

625 
625 
625 
625 
625 
625 
625 
625 
625 

tMSF 
60 kHz 

648.5 
648.0 
647.7 
649-1 
649 -2 
649.2 
649.5 
649.5 
649.2 
648-3 
647-0 
651-4 
651-4 
650.6 
650.4 
649.3 

April 
1972 

Deviation from nominal frequency 
in parts in 10'. 

(24-hour mean centred on 0300 UT) 

GBR 
16 kHz 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

1111. 

MSF 
60 kHz 

o 
+0. 
+0-
+0. 
+0. 
+0. 
+0. 
+0. 

+0o 
+0. 
--o. 
+o. 

Droitwich 
200 kHz 

40 

4 O. 

o 
0. 
+0. 
+0. 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

*GBR 
16 kHz 

•INSF 
60 kHz 

648.9 
648-4 
647.3 
665-8 
663.8 
663-0 
662.0 
656.9 
655.9 
654-6 
654-6 
650.5 
651.8 
649 -7 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to 1 part in 10". 

* Relative to UTC Scale;(UTCNPL - Station) = + 500 at 1500 UT 31st December 1968. 

t Relative to AT Scale; (ATNpi, - Station) + 468.6 at 1500 UT 31st December 1968. 

The GBR Transmitter at Rugby is off the air for maintenance until the end of July. 
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SUMMARY 

The observation of intense, magnetic-field tunable, 
spin-flip Raman scattering in indium antimonide, 
pumped at two wavelengths, namely, 10.6 gm and 
5.3 gm is reported. The observed tuning range is 
9 gm to 14 gm, and 5.4 gm to 5.7 gm; the physical 
processes and experimental techniques are described, 
and possibilities for extension of the tuning range are 
discussed. Some future applications of such an intense 
infra-red source are mentioned. 

t Physics Department, Heriot-Watt University, Riccarton, Currie, 
Midlothian, U.K. 

1. Introduction 

in this paper we review some aspects of the tunable 
stimulated Raman scattering from the conduction 
electrons in indium antimonide, first observed in 1970. 1- 3 
A brief description of the spin-flip Raman scattering 
process is followed by an explanation of the experimental 
set-up used and by a detailed discussion of the results 
obtained to date. A brief outline of the major aims of 
future experimental programme is presented and finally 
mention is made of the many possible applications of this 
powerful, highly monochromatic, tunable laser source. 

2. Spin- flip Raman Scattering 

Raman scattering is an inelastic scattering process in 
which photons of energy eicoo interact with a scattering 
medium to produce photons of a different frequency col 
given by 

hcoi = hcoo+ E' 

where E' is the energy of the accompanying transition 
of the medium. Scattering to a lower frequency is termed 
Stokes scattering (hcos=hcoo—E'), that to a higher 
frequency, anti-Stokes scattering (hcoas =hcoo+ E'). 
Higher order processes may also take place, among 
which are double-Stokes scattering processes, in which 
photons of energy h(02. = hcoo — 2E' are produced. The 
symbols coas and co2s refer to the frequencies of anti-
Stokes and double-Stokes scattered radiation respectively. 

Energy 

E,- - 

n.2,1 

2,1 

1,1 

1,1 

0,1 

0,t 

FULL VALENCE BANDS 

Fig. 1. Magnetic conduction band of InSb. Left, high carrier 
concentration leading to blocking effects. Right, n=0,1 level 

unoccupied, thus giving maximum scattering efficiency. 

Of particular interest is magneto-Raman scattering 
from conduction electrons in n-type indium antimonide 
(InSb). Figure 1 shows the band structure of InSb in a 
uniform d.c. magnetic field. The scattering process 
reported in this paper is associated with spin-reversal 
transitions of the electrons between the spin-up (0, ) 
and spin-down (0, 4) levels of the conduction band. 
The energy difference between these spin states is given 
by Ig*IfiB, where g* is the conduction band g-factor, 
fi the Bohr magneton, and B the applied magnetic field. 
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Indium antimonide has an exceptionally large g-factor 
( —45), and so is particularly suitable for spin-flip 
scattering, having a large tuning range per unit magnetic 
field. 

Spin-flip Raman scattering was predicted by Yafet4 
in 1966, who considered a simplified model with a single 
conduction electron, and it was first observed as 
`spontaneous' scattering in 1967.5 Raman scattering 
can, however, become stimulated, the presence of Stokes 
photons inducing further scattering, leading to laser 
action at the Stokes frequency. Measurements of the 
spin-flip Raman cross-section led to an estimated stimula-
tion threshold in InSb which was low enough to be 
attainable using available CO2 lasers to pump at 10.6 gm. 

Stimulation was not, however, achieved until 19701-3 
after Wherrett and Harper' had extended the theory to 
finite electron concentrations, incorporating the effect of 
Fermi statistics, which leads to strong magnetic field and 
concentration dependence of the scattering efficiency. 
Figure 1 shows the energy-wavevector (in the z-direction, 
kz) for the conduction electrons of InSb in the presence 
of an applied magnetic field. Since the momentum 
transfer from an incident photon to the electron is small, 
the spin-flip transition, from the n= 0, 1. to the n= 0, 4, 
state, is nearly vertical in this E vs. kz diagram. Any 
population of the upper level (n = 0, ) as shown by 
Fig. 1, thus has a blocking effect, due to the Pauli ex-
clusion principle, and so reduces the overall scattering 
efficiency. Maximum scattering efficiency is thus only 
obtained when the upper spin level is completely empty. 
This occurs only when the magnetic field is greater than a 
certain minimum value (the 'quantum limit'). This value 
increases with carrier concentration, and sets an upper 
limit to the carrier concentration for which stimulation 
can be achieved, the optimum concentration being about 
1016 cm-3. 

For a specimen of length / the threshold condition for 
Raman laser oscillation to occur in the collinear direction 
(parallel to the pump beam) is R exp (g — a) I > 1, 
where R is the sample reflectivity, a the absorption 
coefficient and g the Raman gain given by 

16n2c3S1  
g — 

hcolnz21 

Here S is the overall scattering efficiency (cross-section 
per electron x concentration of 'unblocked' electrons), 
/ the incident pump radiation intensity, co, the Stokes 
frequency (rad s-1 ), f' the spontaneous Stokes linewidth 
and ; is the refractive index at the Stokes frequency. 

The Raman efficiency S is frequency-dependent and 
shows strong enhancement when the pump photon energy 
(hcoo) is close to the (magnetic field-dependent) InSb band 
gap. The resonance in S actually occurs when the pump 
photon energy is equal to the energy difference between 
the valence band and the higher of the two spin levels 
(Eg ig*II3B). Comparison of the gain and loss factors 
at 4.0 T for 10.6 gm and 5.3 gm pump wavelengths, 
indicates that the threshold for the latter should be lower 
by a factor of approximately 10, primarily due to this 
resonant enhancement. Experimentally the ratio of 

the thresholds (3 x 105 Wcm-2 and 104 Wcm-2 ), is 
in reasonable agreement with this figure. 

3. Experimental Details 

In these experiments, plane polarized radiation at 
10.6 gm was obtained from a Q-switched CO2 laser. 
The laser consisted of a flowing gas discharge tube, 
length about 2 m, the cavity being formed by a semi-
transmitting flat germanium output mirror and a 10 m 
focal length, concave, gold plated reflector. Q-switching 
was by means of a rotating plane mirror inside the cavity. 
Also within the cavity was a diffraction grating with 
angular adjustment for laser line selection, and an 
aperture to ensure single lowest order transverse mode 
operation. The laser delivered pulses of plane polarized 
radiation having peak intensity of nearly 3 kW, of 
approximate duration of 300 ns and with a repetition 
rate of 100 Hz. 

The radiation was focused, by means of a 200 mm focal 
length mirror, into a specimen of indium antimonide 
mounted on a cold finger in the bore of a superconducting 
solenoid. Specimens used were typically of dimensions 
7 x 2 x 2 mm with their end faces polished flat and 
parallel to form the Raman laser cavity. The radiation 
travelled perpendicular to the magnetic field, with its 
electric vector parallel to the field. The output radiation 
in the collinear scattering direction was collected and 
focused on to the slit of a fl5 grating monochromator, 
used for wavelength analysis and partial rejection of the 
intense transmitted pump beam. The radiation emerging 
from the monochromator was monitored using a liquid 
helium-cooled Ge: Cu detector, after further 10.6 gm 
rejection by dielectric interference filters. The filters 
used were specifically designed for the purpose, having 
a transmission as low as 1 % at 10.6 gm and as high as 
70% at l09 gm. Signals were either displayed directly 
on to an oscilloscope or via a box-car integrator on to a 
chart recorder. 

Intense magnetic field tunable scattered radiation is 
observed from InSb at frequencies co consistent with the 
relations (.0 = Wo+ (Ost., (.00 — COgr and coo — 2%.7 Here 
COO is the pump angular frequency as before and cod is 
the 'spin-flip frequency', (11h)Ig*IfiB. For a peak pump 
power in the specimen of 1 kW focused to an area of 
about 10-3 cm2, the peak scattered powers were 
observed to be: Stokes (coo —cod) 10 W; anti-Stokes 
(coo +cod) 0-1 W; double-Stokes (coo — 2cod) 0.02 W. The 
wave-number shifts of the experimentally observed radia-
tion are plotted against applied magnetic field in Fig. 2. 
It is seen that, while intense Stokes and anti-Stokes 
radiations are both emitted from 3.0 T to 10.0 T, 
double-Stokes emission occurs only between 3.4 T 
and 6.5 T. For the stimulated Stokes radiation the 
lower magnetic field limit is due to the decrease in the 
spontaneous Stokes scattering efficiency at fields below 
the quantum limit.' The upper magnetic field limit is 
probably due to the increasing free carrier absorption 
coefficient, leading to the condition R exp (g — a) I < 1, 
for the maximum input intensity obtainable. 

The production processes for the intense emissions at 
the anti-Stokes and double-Stokes frequencies have not 
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Fig. 2. Graphs showing wave-number shifts of experimentally 
observed radiations against applied magnetic field. 

yet been identified with certainty. It is believed' that 
strong coupling of the Stokes and anti-Stokes waves 
leads to a 'mixing', so that the stimulated Stokes wave is 
'followed' by a somewhat weaker anti-Stokes wave. 
This theory is supported by the observation that Stokes 
and anti-Stokes radiation have the same polarization 
(perpendicular to the pump polarization), the same 
magnetic field tuning range, and that the time develop-
ment of the pulses is similar. 

The mechanism of double-Stokes generation is still 
something of a mystery. Its polarization, plane, at nearly 
30 deg to the 10.6 gm pump, seems to preclude the 
straightforward rescattering of Stokes radiation, but 
this would however explain the more restricted tuning 
range of 3.4 T to 6.5 T, as being a threshold effect. 

For the 10.6 gm pump, the present tuning range has 
been shown to extend from 9 gm to 14 gm. The 
linewidth of the Stokes scattered radiation is known to 
be not greater than 0.03 cm -1. The combination of high 
intensity and narrow linewidth lends itself to a con-
venient tunable, high power, coherent infra-red source. 

Our group has recently extended the tuning range' 
to include the range 5 gm to 6 gm The CO2 laser 
radiation was focused on to a crystal of tellurium, 
oriented for phase-matched second harmonic generation, 
producing nearly 20 W peak power of 5.3 gm radiation. 
Transmitted 10.6 gm radiation was reduced by a MgO 
filter, and the 5-3 gm radiation was re-collimated and 
focused on to the InSb specimen as before. Elimination 
of 10-6 gm radiation is desirable so as to prevent two 
photon absorption processes in the InSb specimen. The 
scattered radiation was analysed as before, again em-
ploying suitable interference filters and the same Ge:Cu 
detector. 

The observed tuning range extended from 2.0 T to 
6.4 T (corresponding to 5.4 gm and 5-7 gm). The 

peak intensity of the scattered radiation was very nearly 
300 mW at 3.85 T, corresponding to a conversion 
efficiency of 1.5% in the specimen. It is the resonant 
enhancement of the scattering efficiency, discussed 
previously, that allows stimulation to occur for such low 
pump intensities. 

Superimposed on the observed magnetic field 
dependence of this stimulated Stokes output (Fig. 3(b)) 
were sharp intensity minima at frequencies which corres-
pond accurately to atmospheric water vapour absorption 
lines. Figure 3 shows a comparison between the observed 
output power as a function of magnetic field, i.e. wave-
number, and the saturated water vapour spectrum ob-
tained by using a conventional infra-red grating 
spectrometer. In this crude illustration of this spectro-
scopic application of the spin-flip Raman laser, it can be 
seen that a resolving power at least equal to that of the 
conventional spectrometer (0.1 cm 1) is obtained. 

4. Future Work 

One of the most exciting problems raised by this work 
is to develop a powerful tunable monochromatic source 
in the far infra-red region, i.e. beyond 25 gm. This 
may be best achieved by the difference frequency genera-
tion in a non-linear medium from two intense radiations 
of slightly different frequency. If one of these frequencies 
were tunable, then the generated radiation of lower 
energy would also be tunable. Mixing the pump radia-
tion ( 10.6 gm) and the Stokes radiation (11 gm to 
13 gm), would give an output tunable from 55 gm to 
300 gm. Stimulated Stokes intensities as high as 1 kW 
have been reported," and the use of phase matched 
difference frequency generation" should result in the 
production of at least 1 µW of monochromatic long 
wavelength radiation. Such powers would be large 
compared with conventional sources in this region of 
the spectrum. 

The extension of the tuning range of the magneto-
Raman laser below 55 gm wavelength is also of consider-
able interest. There are several approaches to this prob-
lem. The most straightforward solution is to have at 
hand a number of well-spaced pump laser frequencies so 
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Fig. 3. Comparison between the observed output power as a func-
tion of magnetic field and the saturated water vapour spectrum 
obtained by using a conventional infra-red grating spectrometer. 
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chosen that the spin-flip tuning ranges overlap, giving 
complete coverage of the desired spectral region. 

Another method is to use mixing techniques again, 
for example, producing the second-harmonic frequency 
of the Raman scattered radiation. Such techniques used 
at present would enable the production of radiation in 
the 4.5 gm to 7 gm wavelength range. 

Lastly, there remains the need to investigate the scat-
tering properties of other materials, in particular those 
having even larger g-factors than InSb. CdHg1_ je, 
for example, may be particularly useful in this respect. 

5. Applications 

The spin-flip laser combines the tunability of conven-
tional infra-red sources with the advantages of the laser, 
namely, high power, strong collimation and narrow 
linewidth. It thus improves many of the parameters of 
infra-red spectroscopy by several orders of magnitude, in 
particular a factor of over a million in power per unit 
frequency range. 

The tunable laser will also be useful as a selective 
pump; in solid state physics it will, for example, be useful 
in the study of hot electron phenomena, while in 
chemistry it will find application as a selective catalyst. 
The tunable laser will also contribute to non-linear optics, 
enabling, for the first time, the study of the dispersion 
and resonance structure of non-linear susceptibilities. 

In conclusion, this tunable infra-red laser, which has 
been developed, is a revolutionary new tool and should 
contribute widely to the advancement of science and 
technology. 
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Conference on 
Semiconductor Injection 
Lasers and their Applications 

University of Cardiff 

20th to 21st March 1972 

The background to the conference was introduced by the 
first session chairman, C. H. Gooch (S.E.R.L., Baldock), who 
recalled the historical progress of the injection laser over the 
decade since its announcement in 1962. Room-temperature 
threshold current densities have been reduced by a factor of 
over 100 to a present-day best of less than 1000A/cm2, the 
most significant improvements occurring with the introduction 
of the AlzGai_zAs-GaAs heterostructure lasers in 1969. A 
review of current state-of-the-art devices was given by P. R. 
Selway (S.T.L., Harlow) who included details of the new 
mesa-structure and 1.o.c. (large optical cavity) lasers. The 
improved theoretical understanding of the injection laser 
achieved in recent years has led to developments of this kind, 
which attempt to confine both the recombining carriers and the 
laser radiation field to well-defined regions of the device. 
Hence the use of a mesa-structure, for example, confines the 
active lasing region to a width of 10-20 gm and a thickness of 
0.2-0.5 1.1.m resulting in threshold currents as low as 100 mA. 

A subject which received much attention at the meeting 
was that of laser degradation—both catastrophic and gradual. 
The former phenomenon occurs in the form of damage to the 
laser facets due to high optical flux densities; 'burn-off' power 
densities of the order of 100 Wmm -1 were the best values for 
single heterostructure lasers of 1.6 inn active region thickness 
mentioned by Mr. Selway. It is hoped that the new I.o.c. and 
1.g.r. (localization of gain to certain regions of the resonator) 
lasers, which attempt to reduce these flux densities, will lead to 
improvements in this field. A contribution by R. Keller et al. 
(Institute of Applied Physics, Berne) dealt with mirror distor-
tions as a result of the elongation of the laser during a current 
pulse. This investigation made use of an ingenious inter-
ferometric measurement technique (involving a He-Ne laser) 
which recorded elongations of between 4 and 20 nm with 
good accuracy. These measured values corresponded to a 
heating of 1 deg-6 deg, reasonably agreeing with theory. 
The topic of non-catastrophic degradation was dealt with 

in a contributed paper by D. H. Newman and S. Ritchie 
(P.O.R.D., Martlesham). Typical double heterostructure 
laser lifetimes are at present of the order of 100 hours 'on'-
time, and this forms the main obstacle to the use of the device 
in long-range optical communications systems. The basic 
mechanisms responsible for degradation are as yet not under-
stood, and several of the proposed explanations of this effect 
were reviewed. Dr. Newman's results indicated that degrada-
tion is associated with the accumulation of defects, at or near 
the active region of the laser, which form non-radiative 
recombination centres. The discussion of this paper drew 
attention to the comparable situation in GaP light-emitting 
diodes which has been overcome to some extent by surface 
passivation techniques. 

The life problem was also mentioned by E. W. Williams 
(R.R.E., Malvern) when he suggested that InP may be a 
better material than GaAs as regards formation of defects 
which may influence degradation. However, it seems unlikely 
that an alloy system for use in possible heterostructure InP 
lasers is available with similar advantages to those of the 
Al.Gai _ zAs system for the present GaAs lasers. 

The meeting was arranged jointly by 
the Department of Applied 
Mathematics and Mathematical 
Physics, University College, Cardiff, 
and the Department of Applied 
Physics, U.VV.I.S.T., in association 
with the Institute of Physics, the 
Institution of Electrical Engineers, 
and the Institution of Electronic and 
Radio Engineers. The attendance at 
the meeting was over 60 and 
included representatives from France, 
Germany, and Switzerland. (Abstracts 
only of papers are available from the 
organizers, price 50p per set). 

Several contributions to the conference dealt with the 
phenomena of filamentary action in semiconductor lasers at 
and just above threshold. The detailed experimental investiga-
tions of filaments reported by M. Mathews et al. (P.O.R.D., 
Dollis Hill) were analysed theoretically in contributions by 
G. H. B. Thompson (S.T.L., Harlow) and M. Cross (University 
College, Cardiff). The general concensus of opinion was that 
the filaments are a fundamental result of the shortened life-
time in the lasing region and not merely the result of inhomo-
geneities in the laser material. Although filamentary emission 
represents a problem for some applications, it may be turned 
to advantage for use in coupling to single-mode optical fibres 
in telecommunications systems. This was proposed by R. B. 
Dyott (P.O.R.D., Dollis Hill) who suggested apply-
ing an anti-reflective coating to the laser facet and simply 
placing the end of the fibre up against the facet. The refractive 
index of the fibre 'core' should be chosen to produce a suitable 
reflectivity at the laser mirror and hence encourage the forma-
tion of a lasing filament collinear with the 2 pm-diameter core. 
This would achieve an extremely efficient coupling (60% and 
more) of the laser output into the fibre, as compared with 
other techniques which are likely to only give a few per cent 
coupling efficiency. Other 'launching' possibilities dealt with 
by Dr. Dyott included distortion of the end of the fibre core 
to an elliptical shape roughly approximating to the rectangular 
facet of the laser whilst preserving the cross-sectional area. 

The session on 'Applications' commenced with a review by 
M. Moncaster (S.R.D.E., Christchurch) on applications of 
GaAs lasers for defence purposes. This paper dealt mainly 
with multi-mode communications systems and was followed 
by two contributed papers on the same topic. Other contribu-
tions to this session included descriptions of high-power 
applications in range-finding and lidar systems. 

The conference ended with a glimpse of the possible future 
of injection lasers in an invited paper on 'Future Prospects' by 
G. H. B. Thompson (S.T.L., Harlow). Dr. Thompson dealt 
with mode control in injection lasers: of transverse modes by 
the use of novel stripe-geometry and mesa lasers, and of 
longitudinal modes by means of external cavities. Mode-
locking, by the use of external resonators and double-diode 
configurations, was also described, which can give trains of 
pulses with a present-day maximum repetition note correspond-
ing to 500 ps between pulses. Dr. Thompson ended with 
proposals for an integrated optical system based on the 
AlzGai_zAs-GaAs epitaxial technology. The components 
envisaged included photodiodes, attenuators, superregenera-
tive pulse amplifiers, modulators, and all-optical communica-
tions repeaters, all of which seem feasible as worthy additions 
to the family of the semiconductor injection laser. 

M. J. ADAMS and B. THOMAS 
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