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The United States' Offer 

AMIDST present-day problems and argument on the economic benefits or disadvantages of international 
operations, it is refreshing to learn of the offer recently made by the President of the United States of 

America. In short, Mr. Nixon has invited discussions on the whole of the American Space Programme and its 
various `spin-off' benefits. The main agency for U.S. space activity has been the National Aeronautics and 
Space Administration who over the past decade have demonstrated such outward-looking attitudes to inter-
national collaboration as to promise well for this latest offer. 

One area has been scientific research in space in which satellites have usually been designed to carry several 
different experiments, some measuring extra-terrestrial and galactic phenomena, others perhaps monitoring 
emissions from the Earth or the properties of its diverse layers. It is not unrealistic to assume that the project 
management for any particular U.S. satellite could easily have obtained a full complement of experimental 
apparatus from university or governmental laboratories within the U.S.A.; it may also be assumed that 
integration of these experiments into the spacecraft would have been less fraught with complications if 
there were such common origins, even if only of screw-threads, not to speak of more intricate areas calling 
for standardization such as interfaces! Nevertheless many U.S. research satellites in the past few years have 
included experiments designed and engineered by British or other European universities or research esta-
blishments. It is pleasant to record that the guest experiments have generally proved successful: indeed, quite 
recently the British Meteorological Office's experiments to measure infra-red emission from the Earth, 
carried in the Nimbus IV meteorological satellite, were of such potential value that instead of having to apply 
to take part in the next project, a firm invitation has already been made by NASA for a similar experiment 
on a future Nimbus. While the provision of launch vehicles for the satellites of Britain, Canada and other 
countries has called for some payment in cash, it has usually been nominal in amount: thus the very effective 
Ariel series, the Canadian Alouette satellites and various E.S.R.O. satellites can well be regarded as having 
been that much better because of the advantages of U.S. experience in launching into orbit. There has also 
been close contact with the Americans in the design of the spacecraft themselves. 

Mention must also be made of the enormous U.S. contributions made in the design, launching and 
exploitation of the communications satellites which have certainly revolutionized international television and 
have led to such a great expansion of telephone and data communications. The present operations of 
communications satellites are in the hands of an international commercial company but the initial impetus 
came from an invitation to all countries to participate in using facilities which had been set up. This is indeed 
the current state of affairs in two other projects of almost equally far-reaching importance—weather and 
navigational satellites. 

The President's suggestion for co-operation and collaboration of other countries in NASA's post-Apollo 
programme has been taken up by The Financial Times who are planning a visit of European businessmen to 
NASA centres early in 1972. Those taking part will be able to learn at first-hand of NASA's technological 
achievements and their potential applications in other fields of activity. These include specialist subjects as 
diverse as: bio-medicine; measurement and control; communications; computing technology; management 
practices; propulsion and power generation; reliability and non-destructive testing; avionics; materials and 
structures; earth resources survey programme. The outcome of collaboration of this kind could well represent 
immense savings of research and development to any commercial firm able to seize the opportunity. It does 
on the other hand represent a contribution to the universal pool of knowledge by the United States which 
should be applauded. 
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CHAMP: The Cranfield Hybrid Automatic 
Maintenance Program 

By 

C. J. KELLEY ; 

A preventive maintenance program for a hybrid computer complex is described 
which makes operational and static accuracy checks. Interfaces, logic elements 
and analogue elements are tested by sets of individual routines. Considerable 
time saving is achieved by automatic testing depending on the complexity of the 
test. An improvement in m.t.b.f. has been observed. 

1. Introduction 

A large proportion of the work published on hybrid 
computing has dealt with problem orientated techniques 
which require the participation of both analogue and 
digital computers. In the author's opinion, there is also 
great potential in the ability of digital computer, to 
simply control the operation of the analogue computer. 
Following the development of the Cranfield hybrid 
system, the initial impact was felt in areas such as the 
automatic set-up and check-out of analogue programs, 
and the recording of results and parameter settings. 
An immediate benefit of this was the ability to use the 
analogue computer for short periods, without the useful 
computation time being swamped by such time con-
suming operations as the manual setting of potentio-
meters. The resultant saving in computer time, occurring 
as it did at a period of heavy pressure on the machine, 
led to the survey of other areas which might yield 
benefits in time saving. One of the most obvious of these 
was the area of routine maintenance, which required, on 
average, at least one day per week to perform. The paper 
will describe how this particular problem was dealt with. 

2. Background 

The present computing centre at Cranfield Institute 
of Technology came into being in 1968. At this time 

Fig. 1. 
Block diagram of the 
Cranfield hybrid system. 
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GENERATOR 

was decided to design the interface to allow the machines 
to be used together as a hybrid, or separately. When the 
present ICL 1905 computer is fully linked into the 
hybrid system it will be used mainly on a time-sharing 
basis due to the heavy loading on the digital section. 

In order to minimize disruption of the digital side 
during development it was decided to provide a small, 
relatively cheap, digital computer with which to develop 
the system, the machine chosen being a Digico Micro 16. 
During the initial stages it became apparent that the 
M.16 would be adequate on its own for the less complex 
hybrid problems, setting-up procedures and problem 
checkout. On completion of the interfacing of the small 
computer and during the addition of the extra inter-
facing for the larger machine, the advantage of pro-
viding diagnostic routines was recognized, and the 
development of these commenced using the M.I6 
computer. A block diagram of the complete hybrid 
system is shown in Fig. 1. As the programming effort 
proceeded, the possibility of implementing the total 
diagnostic program on the small computer began to 
emerge, a fact which would reduce the overall loading 
on the 1905 computer. Thus the small digital computer 
can now justify its inclusion in the system solely by its 
impact on preventive maintenance, without regard to its 
other uses in the set-up and check-out field. 
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an existing Ferranti Pegasus computer was replaced by 
an ICL 1905, which was installed in a new building 
together with an existing Applied Dynamics AD 256 
computer, transferred from an older computing labora-
tory. At this time, a proposal was made to link the two 

computers to form a hybrid complex. As the 1905 would 
provide the Institute's total digital computing service, it 
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3. Philosophy 

The preventive maintenance program has been 
developed around a set of basic requirements and now 
has the following form. 

The software consists of three main programs, and 
sets of individual test routines, for each type of compo-
nent. The subroutines may be called sequentially or 
individually under control of the computer control 
panel switch-bank. The facility to call an individual test 
is useful to the maintenance engineer when carrying 
out repair work, as components may be tested rapidly 
before and after repairs. It has also proved useful to 
users who suspect that a component has developed a 
fault during a run. Owing to the limited size of the store 
in the small computer, the series of tests has had to be 
broken down into two groups. However, as a further 
development, these are being allocated a block of disk 
storage in the large computer and it will be possible to 
call either group into store almost instantaneously as 
far as the operator is concerned. In the initial stages the 
programs will be held on magnetic tape as this facility 
will be available on the M.I6 computer, before access 
is possible to the ICL 1905 disk storage. 

As far as possible in these programs, all the tests are 
carried out on individual components. If a fault is 
indicated, this eliminates the need for the engineer to 
carry out further tests in order to separate a faulty 
component from a group. If more than one component 
is involved in a test, then a process of elimination is 
used. An example of this is shown in the hard limiter 
test. In this case the limiters are patched around ampli-
fiers, and therefore the amplifiers are checked separately 
as well as being involved in the limiter test. 

The previous example of combined components has 
some bearing on the order in which the tests are carried 
out. In the example given, the limiters are checked first 
at zero and then at + 100 V settings in order to assure 
that they are set to the maximum value when the sum-
mers are tested. The prime example of this is the testing 
of all interface lines and logic elements prior to the 
testing of the analogue components. In order to do this, 
two logic patch boards are required, one for pure logic 
tests and one for the control of the analogue tests. 

This brings us to the question of the number of 
patchboards involved. Obviously the number must be 
kept to a minimum for ease of operation and for econo-
mic reasons. In our case we currently use two logic 
boards, one trunk board and one analogue board. This 
set of boards is sufficient to check the interface, and 
logic elements, and to give operational and static 
accuracy tests on the analogue components. 

At this time the dynamic checks, i.e. frequency 
response, phase shift, etc., are not included in the test 
program. It is intended to write further software to 
cover this and the extra patchboard involvement will be 
limited to the one interchangeable quadrant of an 
analogue patchboard, which is currently used for the 
dynamic multiplier tests. 

The tests carried out with the existing software are 
limited to operational checks and static accuracy checks. 
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Fig. 2. Partial flowchart of the overall test program. 

However, these are sufficient to cover all cases of com-
plete component failure and many cases of component 
variation. For example, operational checks are carried 
out on trunks, potentiometers, track hold units, etc., 
and accuracy checks are carried out on integration 
capacitors, hard limiters, comparators and other 
components. 

One of the most important aspects of any automatic 
system such as this, is the minimizing of operator effort. 
In this respect, the degree of operator intervention has 
been limited to the selection of the required test and 
whether a full print-out is required or just a print-out 
of faulty or out-of-tolerance components. There are also 
a few essential operations on components which can 
only be operated manually. In order to assist the opera-
tor with these operations the program prints out the 
necessary instructions whenever some action is required. 

The overall test program is broken down into sections 
as shown in the following listing (see also Fig. 2). 

1. Interface test 

2. Logic element test 

3. Analogue element test 

4. Interface Test 

The hybrid interface is essentially a device for matching 
the digital computer input/output to the control and 
data lines of the analogue computer. The interface 
test is designed to ensure that the digital computer 
output and input signals are correctly routed to and 
from the analogue computer, and that they are trans-
mitted without error. 

One method frequently used to check an interface is 
to provide direct feedback between its output and input 
lines, in order that it may monitor its own output signals. 
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This method is unsuitable for the hybrid interface, as 
the analogue computer requires certain control functions 
from the interface output, which have no equivalent 
interface input lines (i.e. analogue address lines, mode 
control lines, etc.). Owing to the difference between the 
number and type of interface input/output lines any 
feedback system would require changes of voltage levels 
and would present distribution problems 

To overcome these difficulties it was decided that, 
rather than involve additional sources of failure, in the 
form of extra electronic equipment, a simple line test 
would be more suitable. For the test, the interface 
output lines were terminated with indicator lamps and 
the interface input lines were fed from the correct logic 
levels via switches. The lamps and switches are housed 
in a box and are arranged in rows which correspond 
to the various control function groups as follows: 

(a) Hybrid on/off 
(b) Analogue address selector 
(c) Over-riding mode control 

(d) Potentiometer setting d.a.c. 

(e) Potentiometer setting command 

(f) Logic input lines 

(h) Interrupt 

(j) Potentiometer 'set' flag 

(k) Potentiometer 'not set' 

(m) Logic output flags 

Lamp 
Lamps 

Lamps 

Lamps 

Lamp 

Lamps 

Switch 

Switch 

Switch 

Switches 

The test consists of a main program and a series of 
subroutines corresponding to the above lists, which are 
selected by the switchbank on the digital computer 
control panel. Tests (a) to (f) produce patterns of output 
signals on the lines so that the operator may observe 
the indicator lamps as they are illuminated. Tests (h) to 
(k) request the operation of the switches and indicate 
the correct or incorrect result by messages on the 
teletypewriter. Test (m) will read the settings of the 
switches and display them on a bank of indicators 
located on the digital computer control panel. 

At present two multi-way connectors, which link the 
interface to the analogue computer, must be reconnected 
to the test box. As the analogue computer is switched 
between hybrid and non-hybrid operation via a bank 
of relays, it is proposed to modify the relay bank, so that 
in the non-hybrid position, the interface test box is 
automatically connected to the interface. 

5. Logic Element Test 

The AD 256 analogue computer is equipped with a 
large complement of individual parallel logic elements, 
which must be tested prior to the analogue element test, 
in which they are used to distribute the control functions. 
A circuit diagram of the overall logic test is shown in 
Fig. 3. Each of the lower eight computer input lines is 
fed from a network similar to that shown on the lowest 
line, except for slight variations when the number of 
units to be tested is less than eight (i.e. variable pulsers). 
The upper four computer input lines together with 
sixteen a.d.c. lines are used to monitor the outputs from 
the NOR gate test. As far as possible, all types of elements 

are tested independently, but owing to the limited number 
of computer input/output lines it was necessary to use 
some of the NOR gates in each of the other tests. It can 
be seen from Fig. 3, that any of the elements shown in 
the network could give rise to a permanent fault condi-
tion on that line if it was in a 'permanent logic 1' con-
dition. In order to help overcome this condition the 
program is provided with a slow speed alternative 
selected on the computer control panel switchbank, 
which enables the operator to observe the indicator 
lamps associated with each element, and thus follow the 
sequence of events. The test consists of a main control 
program and a set of subroutines, which correspond to 
the types of logic elements as in the following list. 

(1) Flip-flops 

(2) Four-bit shift registers 
(3) Fixed pulsers and interrupt 
(4) Variable pulsers 
(5) NOR gates 
(6) Preset down counters and master clock 
(7) Push buttons and free indicators 

5.1 Flip-flops 
Eight flip-flops or bistable elements are available in 

the analogue computer, each having three inputs termed 
'set', 'clear', and 'trigger', two outputs and two comple-
mented outputs. It is considered sufficient to monitor 
one of the two outputs, as any fault, except a break in the 
other output connexions, will eventually be indicated 
at this output. This philosophy is applied whenever 
possible during the logic tests in order to minimize the 
number of computer input lines required. 

The test commences with the clearing of all flip-flops 
and shift registers, which is necessary in order to avoid 
the presentation of spurious signals to the input lines. 
The flip-flops are then cycled through an operation 
sequence consisting of set, set, clear, trigger, trigger, 
clear, clear while the outputs are monitored. Any 
incorrect output or sequence of outputs produced by the 
set of inputs will cause the following message to be 
printed out 

F.F. X.X. Y U/S 

where x.x. specifies the particular flip-flop, y shows the 
first operation to fail, i.e. s (set), c (clear) or T (trigger), 
and u/s means unserviceable. 

Throughout the test, a record is kept in store of all 
the output states for each flip-flop. In the event of the 
apparent failure of all flip-flops, a comparison of the 
output states is made at the end of the test, whereupon 
it is possible to locate a common fault, caused by a 
failure of one of the three drivers feeding all flip-flops. 
On leaving the subroutine, a record of failures, in the 
form of input line numbers, is stored in the main control 
program area. At the end of the complete logic test these 
numbers serve to indicate any line which has a continuous 
fault and could, therefore, indicate a faulty NOR gate 
or line driver at the computer input lines. 

5.2 Shift Registers 
There are four four-bit shift registers available in the 

analogue computer, one in each quadrant of the logic 
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complement. Each register requires an input and its 
complement and can provide the output and comple-
mented output from each stage. The controlling inputs 
are shift (sH) and clear (c) where the shift requires a 
logic 0 to 1 transition and the clear requires a logic 1 in 
order to operate. Owing to the limited number of 
input lines to the digital computer, it is only possible 
to check the second and fourth stages of each register. 
However, this will localize any fault to two stages in any 
register and the isolation of the faulty stage is a fairly 
simple operation using the slow speed option. 

The test commences, as before, with the clearing of 
all lines to remove any signals remaining after the pre-
vious test. Each shift register is then primed with a 
logic 1 at the input and given one shift instruction in 
order to set the first stage to a logic 1. The input is then 
replaced with a logic 0 and each register is given four 
successive shift instructions so that the initial input is 
cycled right through the register and finally lost at the 
end stage. The input is next set to a logic 1 and each 
register is again given four successive shifts so that all 
stages are set to logic 1. Finally all registers are cleared 
using the 'clear' input. The second and fourth stages 
of all registers are monitored throughout the test and an 
incorrect output will give rise to a printed output in the 
following form SH.R. X.Y. U/S 

where x is the number of the shift register and Y (L or u) 

N 
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A 

E 

N 

U 

N 
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S 

Fig. 3. 
The circuit diagram of the logic element 
test, showing the connexion of one of 
each variable pulser, flip-flop and shift 
register. 

indicates the lower or upper half. 

The output produced by each shift instruction through-
out the test is stored in the digital computer and, 
should all shift registers appear to be faulty, the stored 
results are used to locate the most likely common fault. 

5.3 Fixed Pu/sers and Interrupt 

The present complement of fixed pulsers (monostable 
elements) on the analogue computer consists of four 
10 its units and four 100 1.1s second units. This is a 
modified version of the original system which contained 
eight 10 ps units, the alterations being made at the 
request of major users. 

Owing to the relative magnitudes of the pulser time 
and computer cycle time (i.e. 10 its and 6 ps) it is not 
possible to attempt the accurate timing of the fixed 
pulsers during this test. However, the operation of all 
pulsers, and the timing within broad limits, are checked 
to indicate any radical malfunction. As the 10 kts 
pulsers are generally used to provide the interrupts to 
the digital computer it was decided that they should be 
tested under these conditions. The implementation 
of the test was then determined by the fact that only one 
interrupt can be serviced at any time. In order to comply 
with this requirement the pulsers were connected in 
cascade, commencing with a 100 gs unit and followed by 
alternate 10 and 100 its units (Fig. 3). 
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The fixed pulser test commences with the clearing of 
all lines followed by the application of a logic 0 to 1 
transition at the input to the first pulser. The output 
of the first pulser is monitored until the first interrupt is 
received from a 10 ¡is pulser, whereupon this fact will be 
registered and monitoring of the second 100 its pulser 
commences. If any pulser falls short of, or exceeds, its 
allotted time by approximately 10 Lis, this fact will be 
recorded and indicated in the error print-out which 
has the following format: 

P X.X Y 

where xx indicates the particular pulser and y can be s 
(short), L (long) or u/s (unserviceable). 

A future project on the M.I6 computer is that of 
interfacing all test equipment such as counter/timer, 
waveform generator, programmable voltage standard, 
and digital voltmeters in order to enable their imple-
mentation in standard programs and with automatic 
test rigs. It is proposed to use the counter/timer in this 
mode in order to provide accurate timing of the short 
duration pulsers. 

5.4 Variable Pulsers 

The six variable pulsers have a continuously variable 
scale from x 1 to x 10 on three basic ranges, which are 
10 ms, 100 ms and 1 s. The 10 and 100 ms ranges are 
selected by application of a logic 1 to holes which are 
labelled 10 and 100 respectively. When both lines are 
at logic 0 the basic pulse duration is 1 s. There are two 
possible methods of checking the timing of pulsers, one 
being the parallel method used by Hall and Peterson' 
and the other being the independent testing of each unit. 

As the parallel method can only give relative timing 
between units and the independent method is somewhat 
time consuming, it was decided to combine the two 
methods in order to obtain the best features of each. 

The method finally arrived at requires that all pulsers 
be activated at the same time in parallel, and the outputs 
are monitored either together or separately depending 
on whether the interval between the resetting of indivi-
dual pulsers is sufficiently great to permit differentiation 
between them if all outputs are monitored at the same 
time. This means that for the maximum pulser width 
of 10 s, there is sufficient time to monitor all outputs 
together, and still note each pulser resetting individually, 
by using a subroutine to record the fact. We can, there-
fore, test all pulsers at 10 s with only one pass. On the 
other hand, for the minimum pulse width of 10 ms, the 
time interval between the resetting of any two is too 
short to be certain of monitoring the second one as soon 
as it occurs. In this case, although all pulsers are tripped 
at the same time, only one pulser output is monitored 
and timed, and thus the test requires six passes to check 
six pulsers. The change-over point in fact occurred in 
the region of 100 ms, so that we now monitor pulses 
up to 100 ms individually, and pulses in excess of 100 ms 
in parallel. 

Operation of the attention interrupt button, which is located 
on the teletypewriter console, will pull down the common 'interrupt Fig. 4. Test circuit for the remaining thirty NOR gates, showing how 
request' line and produce a computer interrupt, varying numbers of inputs are dealt with. 

The test commences with the clearing of all lines 
followed by the print out of the following command 

SET VAR PULSERS TO MIN & PRESS AI TO CONTINUE 

On receipt of the attention interruptt signal, the pro-
gram will commence checking all pulsers at their mini-
mum setting on each range, i.e. for pulse widths of 
10 ms, 100 ms and 1 s. Any pulser which fails to operate 
or has a timing error of greater than + 10% produces 
the following print-out 

V.P XX Y 

where xx indicates the particular pulser and y iS S (short), 
L (long) or u/s. 

On completion of this part of the test the following 
print-out is produced 

SET VAR PULSERS TO MAX & PRESS AI TO CONTINUE 

On receipt of this 'attention interrupt' signal, the pro-
gram will commence checking all pulsers at their maxi-
mum setting on each range. 

An alternative output format may be selected by the 
M./6 control panel switch bank. This alternative will 
give a complete listing of the maximum and minimum 
pulse widths for all units on all ranges, as required for 
machine performance records. 
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5.5 NOR Gates 

Of the total complement of forty-eight NOR gates, 
there are thirty which are unused in other tests. These 
gates are tested separately in this test. During the develop-
ment of the test, an attempt was made to utilize only the 
remaining five computer output lines and four computer 
input lines. The method was based on the D-calculus as 
used by J. P. Roth.9. 1° This approach was later found 
to be inadequate due to the complicated visual indication 
required during the slow speed option, and the difficulty 
in locating multiple faults. 

By the utilization of sixteen a.d.c. lines it became 
possible to check twenty gates directly and the remaining 
ten by simple programming. The final test circuit is 
shown in Fig. 4. There are two input gates fed from 
each computer output line in order to overcome the 
loading difficulties which would be encountered using 
one gate. It can be seen that a single fault on one of the 
gates G1, to G30 will give rise to one easily discernible 
error. A fault on one of the gates G, to G10 will give 
rise to more than one error condition, but the pattern 
of the errors will indicate the particular faulty gate. 

It is possible to determine the locations of several 
faulty gates by comparing the error patterns produced 
from the thirty-two combinations of input signals. 
However, in order to minimize the software, it was 
decided not to decode individual gates from multiple 
failures. This is a valid economy based on the fact 
that gate failures generally occur singly. If a multiple 
failure should occur the program will list all gates which 
could be faulty. It is then relatively simple for the opera-
tor to determine the faulty gates by observation of the 
indicators during the slow speed run. 

5.6 Master Clock and Preset Down Counters 

The crystal-controlled master clock and the preset 
down counters are part of a unit called the repetitive 
control unit. This unit, in addition to providing the 
above facilities, can be used to control the integrator 
initial condition, hold and operate modes. The master 
clock basic frequency of 100 kp/s is counted down to 
provide clock signals of 10 kp/s, 1 kp/s, 100 p/s and 10 p/s 
which are available on the logic patchboard and may 
also be selected as repetitive operation clock pulses by 
means of push buttons. For each of these basic fre-
quencies the period may be varied over a range of 000 
to 999 by thumbwheel switches. The inputs and outputs 
of the three counters are made available on the logic 
patchboard by means of three groups of three holes 
labelled IN, OUT and CLEAR. 

As the repetitive operation periods are determined 
by the basic clock signals and preset counters, it is 
sufficient to check the operation of these two functions. 

The test commences with the output of the message 

SET COUNTERS TO 999, SELECT C & PRESS AI TO CONTINUE. 

On receipt of the attention interrupt, the digital com-
puter will clear all counters and input a series of pulses to 
them, while monitoring the outputs until all counters 
have indicated a completed count. During this period, 

the digital computer will count the input pulses and 
compare the final values with 999. Should any counter 
terminate prematurely, the following message will be 
printed 

COUNTER X YYY 

where x is the number of the counter and YYY is the 
value of its final count. If the input count exceeds 999 
the following output will be printed 

COUNTER X HIGH. 

The master clock test consists of timing the output 
pulses from the connexions on the logic patchboard. 
To obtain sufficient accuracy of timing only the 10 kp/s, 
1 kp/s, 100 p/s and 10 p/s outputs are timed, but any 
fault occurring in the primary stage will also be indicated 
by the test. As the clock pulses- are always present, it is 
necessary to disable the connexions to the computer 
input lines except during this test. The gating of the 
clock pulses is accomplished by means of NOR gates 
which will only allow the pulses to pass through when 
a particular computer output line is set to logic 1 (see 
Fig. 3). If the timing of any stage is faulty the following 
message will be printed 

XXXXX PPS CLOCK U/S 

where xxxxx indicates the frequency of the first faulty 
stage. 

5.7 Push Button Switches and Free Indicators 

There are eight independent push button logic switches 
and twenty free standing indicator lamps installed in 
the analogue computer. The logic switches which can 
provide both the true and complemented outputs, may 
be connected as momentary contact or latched switches, 
and the pushbuttons may be illuminated from any 
logic 1. 

In order to implement the testing of the push button 
switches they are connected in the latching mode, with 
the push button lamps supplied from the true output of 
the switch. A free indicator is also connected to both 
the true and complemented outputs of each switch. The 
remaining four free indicators are connected directly to 
logic 1 positions on the logic patchboard. 

The test consists of operating all switches and observ-
ing the following events. 

(a) The correct (true) free indicator should light; 

(b) The push button lamp should light; 

(c) The switch should latch. 

The switches are then operated for the second time 
when the following events should occur: 

(d) The correct (complemented) indicator should light; 

(e) The push button lamp should be extinguished; 

(f) The switch should unlatch. 

As this test is obviously purely manual the computer 
is not involved except for the function of prompting the 
operator to carry out the test. This is achieved by simply 
printing out the following message 

TEST LOGIC PUSH BUTTONS. 
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6. Analogue Element Test 

This program controls the following subroutines: 

1. Analogue-digital converter 

2. Unloading amplifier (read-out buffer) 

3. Digital voltmeter 

4. Potentiometer setting d.a.c. 

5. Servo-setting potentiometers 

6. Reference and function switches 

7. Hard limiters 

8. Summers 

9. Integrators 

10. Comparators 

11. Track transfer amplifiers 

12. Analogue trunks 

13. Diode networks 

14. Multipliers 

15. Sine-cosine generators 

16. General purpose d.a.m.s. 

17. Hand-set potentiometers 

At present, the power supplies are not addressable 
and cannot be automatically checked, however, addi-
tional hardware is to be added to permit this. 

6.1 Analogue to Digital Converter 

Each of the sixteen channels is checked at zero and 
plus and minus reference. At this stage an error print-out 
is given for any channel requiring recalibration. The 

ERETURN TO PROGRAM  
CONTROL 

GENERATE 
POTENTIOMETER 

ADDRESS 
YES 

SET FIRST 
VOLTAGE 

JUMP TO 
SUBROUTINE 

SET SECOND 
VOLTAGE 

JUMP TO 
SUBROUTINE 

SET THIRD 
VOLTAGE 

JUMP TO 
SUBROUTINE 

ARE ALL 
OTENTIOMETER 

TESTED? 

YES 

HAS 
POTENTIOMETE 

SET? 

RESET 
VOLTAGE 
TO ZERO 

HAS 
POTENTIOMETER 

SET? 

NO 

RESET VOLTAGE 
TO PREVIOUS 

VALUE 

Fig. 5. The simplified flowchart of the servo-setting potentiometer 
test, including the sETOT subroutine. 

a.d.c. is then checked at frequent intervals throughout 
the range for linearity. 

6.2 Unloading Amplifier 

This amplifier is a buffer unit with an extremely high 
input impedance and low output impedance, followed by 
an inverting amplifier. When a component is addressed, 
the unloading amplifier is introduced in the output in 
order to minimize the effects of loading. The test consists 
of reading the input, positive output and inverted output 
on the a.d.c. for a range of values, comparing the three, 
and producing a printed output if the error specification 
is exceeded. Should it be desired, a hard copy of all 
readings may be obtained for the machine performance 
records. 

6.3 Digital Voltmeter 

The digital voltmeter test consists simply of comparing 
its output with the output of the a.d.c. for a range of 
positive and negative inputs. The operator may select 
a simple error print-out or a full print-out of the test 
results. 

6.4 Potentiometer Setting D.A.C. Test 

This unit which is different from the other digital to 
analogue converters in the system, is used as the reference 
against which the servo setting potentiometers are set. 
It is also possible to use the device as a slow speed 
digital to analogue converter by virtue of the fact that 
the output is available on the patchboard. This fact is 
utilized in the test, which consists of setting the unit 
through a range of values and comparing the recon-
verted output with the input for each setting. Once 
again the computer will indicate any setting which 
exceeds the specified error or will print out a complete 
range of settings for the performance records. 

6.5 Servo-setting Potentiometers 

In order to set a servo-setting potentiometer without 
the hybrid facility it is necessary to address the relevant 
potentiometers by push button switches, set up the 
appropriate reference voltage, again by push button 
switches, and finally to initiate the setting operation. 

When testing the servo setting potentiometers this 
procedure must be carried out for at least three settings, 
i.e. upper end, lower end, and centre. Manually this is 
a very time-consuming process as there are 120 of these 
units on our machine. 

The automatic servo setting potentiometer routine 
carries out the same sequence of events but eliminates 
all the manual operations, thus giving a time saving in 
the region of 80 %. 

In this test the computer print-out is always limited to 
giving the addresses of those potentiometers which are 
not setting correctly. The broad outlines of the routine 
are shown in the flowchart of Fig. 5. This is an example 
of the way in which the software is organized and serves 
to illustrate the general approach. Obviously, in this 
example there is a great deal left out, for instance, the 
error print-out is not indicated. However, it does show 
the use of a subroutine which will attempt to set a servo 
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setting potentiometer. This subroutine, which we call 
sETPOT has been written in such a fashion that it may 
be used in general hybrid software whenever a potentio-
meter needs to be set. In order to avoid a fault being 
indicated in the case of a temporary failure such as 
dust on the track, the first attempt will be followed by 
an attempt to set to zero and then again to the desired 
value. Complete failure to set will give an error print-out, 
i.e. POT 3.A.04. NOT SET. It will be noted that the sub-
routine has two exits, one for the correctly set case and 
one for failure to set. The philosophy of implementing 
operations by general purpose subroutines has added 
considerably to the software library for hybrid use. 

6.6 Reference and Function Switches 

The reference switches, which can be operated logically 
or manually will provide either plus or minus reference 
voltages (i.e. + 100 V). These switches are used to 
provide switching for the remaining tests in the program 
and must therefore be checked at an early stage. Each 
switch must be terminated with an amplifier, and it is 
the output of the amplifier which is monitored in order 
to check the switch operation. The automatic operation 
of the switches is first checked and this is then followed 
by a manual test under the direction of the digital 
computer. Instructions are given to the operator by 
teletype output as follows: 

REFERENCE SWITCHES UP, PRESS AI TO CONTINUE 

whereupon the operator must operate the appropriate 
switches and press the attention interrupt button. The 
output of each switch is checked within 10% in order to 
avoid a fault being indicated due to amplifier error. The 
correct output will cause the teletype to print out the next 
instruction, and an incorrect output will initiate an 
error print-out, i.e. RS 2A -FU/S which will then be 
followed by the next instruction. 

The function switches are manually operated single-
pole double-throw units with the centre position off. 
These switches are checked in a similar fashion to the 
manual check on the reference switches with the inputs 
being provided from plus and minus reference voltage. 

6.7 Hard Limiters 

The limiters used in the AD 256 are active feedback 
types, giving exceptionally hard limiting. An equivalent 
circuit is shown in Fig. 6, where the adjustable voltage 
source is considered to have zero impedance and the 
diode is considered to be a perfect diode. 

+100V SW I 

—100V 
0-4 

1-100V SW2 

—100V 

Fig. 6. Hard limiter test. 

In order to use the limiters they must be patched 
between the output and summing junction of an amplifier, 
and the positive and negative limits are set by separate 
ten turn potentiometers. 

The program used to test these elements outputs the 
message 

SET LIMITERS TO MIN & PRESS AI TO CONTINUE 

whereupon the operator must set all limiter potentio-
meters to zero and press the attention interrupt button. 
On receipt of the interrupt signal the program will 
apply + 100 V via SW1 and SW2 to two unity gain 
inputs of the summing amplifier concerned and proceed 
to check the output voltages which should read + 015 V. 
This will be followed by a reversal of SW1 and SW2 
and a repeat of the read-out procedure to check the 
negative zero setting. 

The check of the maximum limiter settings is similar 
to the previous check except that it is preceded by the 
message 

SET LIMITERS TO MAX & PRESS AI TO CONTINUE 

and the outputs should be + 100-15 V. 

The test will give a hard copy for performance records 
if desired. 

This test is one of the few tests involving operator 
participation but this is kept absolutely minimal. At 
the end of the test the limiters are in the maximum 
condition which permits the summers to be checked. 

6.8 Summing Amplifiers 

Most of the tests in the analogue element test consist 
of a series of identical checks on each individual com-
ponent of a component type, i.e. all potentiometers 
are checked for the same settings. This simplifies the 
programming, in that the same subroutine may be used 
for each component with the component address updated 
each time. 

The summing amplifier test departs from the general 
approach and is broken down into a series of different 
tests. This is caused by the fact that the summing 
amplifiers are involved in the testing of several other 
components, they have different numbers of inputs, and 
some are convertible to integrators. The following list 
shows the amplifier configuration for which different 
subroutines are required and the number of summit% 
amplifiers involved. 

(i) 48 summing amplifiers convertible to integrators 

(ii) 16 summing amplifiers convertible to track trans-
fer units 

(iii) 15 summing amplifiers used to terminate 30 multi-
pliers (these summing amplifiers are convertible 
to 30 inverters) 

(iv) 5 summing amplifiers used with limiters 

(y) 12 summing amplifiers used to terminate digital— 
analogue switches and also to provide switched 
voltages for other tests. 

(All the summing amplifiers are bipolar and consist 
of a standard summing amplifier followed by an 
inverter.) 
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Fig. 7. Summing amplifier test. 

HYBRID AUTOMATIC MAINTENANCE PROGRAM 

The first three of the above groups are tested using 
the same basic subroutine with the exception of the 
switching which is necessary to convert them to summing 
amplifiers. Group (iv) does not require switching but 
requires an initial check to prove that the limiters are 
set to their maximum value. This check involves over-
loading the amplifiers and comparing the output with 
maximum limiter settings but with fairly large tolerances. 
Group (v) is comprised of several summing amplifiers 
with a variety of outputs and requires a completely 
separate subroutine which covers all units independently. 

The general subroutine for testing the majority of the 
summing amplifiers consists of measuring both the 
polarities of amplifier output with a preset input. The 
summing amplifiers have different numbers of inputs 
ranging from two to eight, so that to test each input 
separately would require fairly involved switching. In 
order to overcome this, equal numbers of inputs are 
fed with plus and minus reference and the final output 
is determined by the minimum number of remaining 
inputs (i.e. one or two), see Fig. 7. This method will 
give an overall check on the summing amplifier per-
formance and is supported by a secondary program 
which will completely check any summing amplifier 
which proves to be faulty or out of tolerance. For this, 
the summing amplifier in question has to be temporarily 
patched on a spare board. 

operable in any state, then they are operable in all states. 
This fact permits the testing of some time scales on 
electronic switching and some on reed relay switching. 
The time scale tests are in fact divided equally between 
the two types of switching, i.e. x 1000 electronic, x 100 
electronic, x 10 reed and x 1 reed. This permits the 
maximum amount of diagnosis with the minimum 
number of passes, a faulty switch giving rise to two 
errors and a faulty time scale giving rise to one. 

The integrator time scales are checked by the ramp 

method, which entails inputting a fixed level and allowing 
integration to take place for a fixed period of time. In 
order to simplify the error calculation, the integrators 
start with an initial condition of — 100 V and an input 
of + 10 V. Integration is terminated after a time period 
which would cause the output of a perfect integrator 
to become zero. The output in volts then gives the 
percentage error. The integration times range from 
0.001 s for the x 1000 time scale to 1 s for x 1 time 
scale, the apparent factor of 10 difference between time 
and time scale being due to the use of a x 10 input 
resistor which permits the use of longer time scales 
and increased accuracy. It may be possible to gain 
slightly improved accuracy by reducing the input 
voltage and increasing the ramp time by a factor of 10. 
However, this would also increase the time taken by 
the test. The integrator modes are also checked at the 
same time as the time scales by virtue of the fact that the 
integrator must be taken from initial conditions through 
operate to hold during the ramp period. 

2/10x The final configuration of the summer/integrators is 
the switch mode. In this state the units will give an 
output equal to the initial conditions in one state and 
an output equal to the sum of the inputs in the other 
state. 

6.9 Integrators 

The summer/integrator units can be operated in 
three basic configurations, namely as summing amplifiers, 
as integrators or as electronic switches. When operating 
as integrators, the units have four switchable time scales 
each of which may be used in conjunction with either 
electronic or reed relay switching. This switching is 
associated with the three modes of operation of the 
integrators, which are initial conditions, hold and 
operate. 

As can be seen from the previous paragraph, there are 
several combinations of operations which must be 
tested, if the summer/integrator units are to be fully 
tested. The operation of these units, as summing 
amplifiers, is checked in the overall summing amplifier 
test. If both the electronic and reed relay switches are 

Apart from the purely operational testing on the 
integrators, they must also be tested for drift due to 
capacitor leakage. For this test the integrators are 
switched to initial conditions with an i.c. output of 
+ 100 V (reference voltage) for a period of two minutes. 
At the end of this time all units are switched into the 
hold mode and all outputs are immediately scanned by 
the a.d.c. through the address selector. After a further 
period of one minute all outputs are once again scanned 
by the a.d.c. in the same order and then the first reading 
is subtracted from the second reading for each unit. 
This subtraction will remove the effects of any skew 
introduced by the time taken to scan all outputs, 
sequentially, and will give a value of percentage drift. 
This test is repeated for each of the four time scales 
giving a total test time of twelve minutes. Although this 
may seem a long period of time it must be noted that 
an individual drift test on each integrator would take 
at least 96 hours. 

6.10 Comparators 

The comparator units are essentially analogue to 
digital communication devices. They each have two 
analogue inputs which are compared in magnitude, and 
give a logic output, the state of which depends upon which 
analogue input is the greater. In order to prevent 
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(a) Simplified circuit, showing component units. 

I.C. 

(b) Circuit symbol. 

Fig. 8. Track transfer unit. 

instability around the switching point a hysteresis gap 
is introduced and with these particular units the gap is 
+10 mV. It can be seen that in order to check these 
units fully, both the switching point (balance) and 
hysteresis gap must be measured. 

The method used to check the comparators makes 
use of the integrator ramping circuitry, one comparator 
input being fed from an integrator output and the other 
from a reference voltage. The reference voltage was 
again chosen to be zero, as it would give a direct reading 
of the errors. Each comparator must be checked inde-
pendently as the results are a function of amplitude and 
not of time; however, to avoid the necessity of extra 
switching to operate each integrator individually, the 
output changes of the comparator are isolated by 
gating with binary coding from the digital computer. 
(This gives an example of the use of the patchable logic 
elements in the analogue computer.) 

The test consists of providing one of the inputs, 
sequentially, with a positive and negative ramp, while 
the other input is connected to ground. 

When a change of state is detected at the output of 
the comparator the integrator providing the input is 
switched to hold. At this point the output of the inte-
grator is read by the a.d.c. It can be seen that the 
difference between the two readings will give a value 
for the gap, while half their sum will give a value of the 
balance offset. 

Should a comparator fail to change its state, the test 
on that particular unit will terminate when the expected 
switching time has been exceeded by 50 %. 

6.11 Track Transfer Units 

Sixteen of the summing amplifiers in the analogue 
computer are convertible to high-speed track transfer 
(rr) units (Fig. 8). The tracking is provided by additional 
operational amplifiers, and the hold facility is provided 
by the convertible low-speed, low-drift amplifiers. The 
conversion is accomplished by connecting an analogue 
patchboard hole labelled rr to another hole labelled RG 
(relay ground). The connexion is made by a relay contact 
at the start of the test. 

The track transfer operation is divided into three 
modes which are classified as initial condition (IC), 
operate (op) and transfer (TR). (It should be noted that 
the lc and op modes are not identical with the computer 
modes of the same designation.) In the lc and œ modes 
the rr system tracks the input signal, until, on a transi-
tion from OP to TR, a sample is transferred to the output, 
where it is held until updated by a further transfer. 
Each track transfer unit has two logic control inputs 
labelled œ and TR respectively which are located on 
the logic patchboard. For automatic operation, these 
controls are operated from the digital computer, via the 
logic control lines. The automatic read-out of results is 
achieved via the address selector unit and a.d.c. 

The track transfer tests are divided into three groups 
which may be classified as operational checks, transfer 
error checks and drift checks. An initial operational 
check is carried out on all three modes commencing 
with a check that the output follows the initial condition 
input in lc. The second test places the unit in the OP 
and checks that the present IC output is not affected 
by the removal of the lc input. The TR mode is checked 
by first applying an input to the unit, followed by opera-
tion of the TR mode, which should result in the sum of 
the input and initial conditions at the output. 

The transfer errors are checked at zero and reference 
(100 V) levels. In order to check the zero transfer error, 
all inputs are disconnected (Fig. 8) and the rr unit is 
repeatedly cycled between œ and TR while the output 
is monitored for a drift rate of less than 0.25 mV/cycle. 
The reference voltage transfer error requires a signal of 
—100 V to be switched to one input while the other 
input is connected to the rr negative output (Fig. 9). 
The unit is once again cycled between œ and TR while 
the output is monitored for a drift rate of less than 
1 mV/cycle. Both of the above tests run for 5 s at a rate 
of 20 cycles/s. An additional feature of this test is the 
checking of input resistor balance, which is accomplished 
by carrying out a transfer of — 100 V for each of the 
two input resistors and comparing the outputs. 

+100V 

— 100V 

+100V 
Oggell 

— 100V 

I.C. 

Fig. 9. Track transfer test circuit, showing the connexions for the 
reference voltage transfer error test. 
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The final test group is designed to check the rr drift 
at both zero and reference voltages. The zero drift 
test consists simply of placing the unit in op with open 
circuit inputs and monitoring the output for a drift 
rate of less than 100 !Isis for a period of one minute. 
The reference drift or 'drift after transfer' test, is the 
same as for the zero drift test, except that — 100 V is 
transferred to the output at the start and the drift rate 
for this test should be less than 0.3 mV/s. 

6.12 Analogue Trunks 

There are 96 signal channels between the analogue 
patchboard and trunk patchboard (distribution board) 
which are termed analogue trunks. To test these trunks 
they are linked at alternate ends to form serially con-
nected blocks of eight, each block being connected to 
plus or minus reference at one end. The test addresses 
each trunk in turn and compares the output with the 
expected output. This test will obviously only locate 
the first open circuit trunk in each block of eight. 
However, this is considered acceptable, as a failure of 
this type is unlikely, and the possibility of two open 
circuit trunks in one block of eight is extremely unlikely. 

Fig. 10. Diode network test. 

6.13 Diode Networks 

Each of the 18 diode networks contains two 0.1 MS2 
resistors and two diodes ( Fig. 10) each of which may be 
used individually or in a group. The networks are tested 
by applying plus and minus reference alternately to each 
diode input, with the other input at zero. Each arm of the 
network is fed from an independent reference switch 
(i.e. SWI, SW2) but similar arms from each network are 
fed from the same source. The terminating amplifier 
is tested independently in the normal fashion but with 
the inputs from SW1 and SW2 being zero to avoid any 
diode network effects. 

6.14 Multipliers 

The Applied Dynamics multipliers installed in the 
AD 256 are electronic multipliers based on the quarter-
squares principle, i.e. 

L 

roc +y)2 (X— y)2] 
2  — xy 2 

-100V +100V 

(a) X2 calibration check. 

-100V +100V 

-100V 

+100V 

1 M fL 

(b) Y2 calibration check. 

Fig. 11. Basic multiplier gain check. 

10E 

10 E 

The multipliers generate summing junction currents 
proportional to the above identity and must be termi-
nated in the summing junctions of amplifiers. Each half 
of the dual squarer has two adjustments, one for gain 
and one for linearity. Of these two controls, only the 
gain generally requires adjustment. In order to check 
the need for the gain adjustment the circuits shown in 
Fig. 11 are used. The error voltage e is monitored as 
10e at the output of the terminating amplifier and checked 
for a maximum of 0.2 V (i.e. e = 20 mV). The transition 
from test circuit (a) to (b) is accomplished by simply 
reversing the polarity at both Y inputs and the com-
parison input (Z). A more comprehensive test which 
produces a set of error curves is implemented on a 
single 'quadrant' board, as the allocation of sufficient 
hardware for this test would create problems on the 
complete analogue test board. This test which is patched 
as shown in Fig. 12, generates error curves at X = 
+100 V, + 50 V, 0 V, — 50 V, — 100 V for Y values 
ranging from — 100 V to + 100 V. 

As shown in the diagram, the Y inputs are fed with a 
ramp from an integrator, the ramp operating from 
+ 100 V to — 100 V. When the ramp has covered its 
full range the integrator output operates a comparator 
which signals the completion of that pass to the digital 
computer. At this stage the digital computer places the 
integrator into initial conditions and resets the two 

4100V 
o 
-100V 
c•—•—• 

-100V 

1/10 1/10 

P1 

+10 OV 

1/10 
-X • 

-Vw 1 

P2 

-100V 

Fig. 12. Multiplier error curve circuit. 
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INPUT 

-100V 

Fig. 13. Outputs of the sine-cosine fixed function generators. 

potentiometers P1 and P2 to the next value for X. The 
potentiometer P2 is used to attenuate the initial ramp by 
the same factor as that provided by the multiplier, in 
order to provide a signal of opposite polarity, which 
will cancel out the ramp and leave an output equal to 
the error curve of the multiplier. To provide an auto-
matic offset for each error curve plot, the X input is 
divided by ten and added to the error signal. This 
enables all the error curves for each multiplier to be 
plotted without operator intervention. The present 
X— Y plotter only takes single sheets of graph paper and 
thus the operator must change the sheet for each multi-
plier. A further improvement would be to provide an 
automatically operated paper roll feed which would 
automate the system completely. 

6.15 Sine-cosine Generators 
The three sine-cosine fixed function generators are 

all solid-state circuits which, when used with appropriate 
output amplifiers, produce output voltages proportional 
to sin X and cos X. The basic check, on the sin-cos 
generators, consists of measuring both the sine and 
cosine outputs for inputs of + 100 V, + 50 V and 0 V. 
The expected outputs will be + 100 V or 0 V as shown 
in Fig. 13. These values are read by the a.d.c. and com-
pared with the values held in the digital computer. 
Any errors occurring in the output will indicate whether 
adjustment of the generators is required. 

A more comprehensive test of the sin-cos units is 
carried out on the same single quadrant board as used 
for the dynamic multiplier test ( Fig. 14). The sine 
cosine inputs are fed from the digital computer via 
digital analogue multipliers. The input voltages are 
incremented from — 100V to + 100V in steps of approxi-
mately 0.4 V (i.e. 512 steps from 8 binary bits and a 
sign bit) while the outputs of the sin-cos units are moni-
tored by analogue to digital converters. As each input 
level is provided to the sin-cos unit, the digital computer 
calculates the correct sine and cosine values. The 
sin-cos unit outputs are then compared with the calcu-
lated values and a difference value is produced. This 
difference is plotted as an error value on the X Y plotter. 
The graphical output consists of a series of points 
connected by straight lines which give a good approxi-

mation of the true error curve. The final graph can be 
retained as part of the machine performance records. 

6.16 Digital-to-Analogue Multipliers 

The digital-to-analogue multiplier (d.a.m.) test pro-
cedure is a very simple check which is divided into three 
basic parts. The zero check involves setting all bits to 
logical one with an analogue input of zero, the output 
at the d.a.m. is then monitored to give a value of the 
zero offset. The gain and balance of the units are checked 
by setting the most significant bit (m.s.b) to a logical 
one and all other bits to zero. The analogue input is 
then set to + 100 V and — 100 V sequentially while the 
output is checked for the + 50 V and — 50 V. The final 
test is to check the relative accuracy of each digital bit, 
this test being carried out with an analogue input of 
+100 V. The method used is to commence by reading 
the value produced with only the most significant bit 
(m.s.b.) set and then dividing this value by two and 
comparing it with the value produced when the m.s.b. 
but one, is set. 

The m.s.b. value is then divided by 22 and compared 
with the value produced by the m.s.b. but two. This 
sequence of events is continued until the value of the 
least significant bit (m.s.b. — n) is compared with the 
value of the m.s.b. divided by 2.. 

6.17 Hand-set Potentiometers 

This is essentially a manually operated device and the 
test requires operator intervention. The test is of limited 
use but it does enable the operator to set all of these units 
at once and avoids the necessity of manually addressing 
each unit individually. The program prints out the 
message 

SET HAND SET POTS TO MIN & PRESS AI TO CONTINUE 

whereupon the operator zeros all the potentiometers and 
presses the attention interrupt button. The program 
will then address and monitor the output of each poten-
tiometer in turn and checks the setting within 0.02% of 
full scale. On completion of the zero setting check the 
program will print out 

SET HAND SET POTS TO MAX 84 PRESS AI TO CONTINUE 

and on receipt of the interrupt, will check the setting 
of each unit within 0.02% of full scale. An additional 

DIGITAL-
ANALOGUE 
CONVERTER 

Si 

DIGITAL-
ANALOGUE 
CONVERTER 

PLOTTER Y-AXIS 

+XSINE 

X COSINE 

Si 

Si 

-sin 

sin X OR SJ 

cos X 

PLOTTER 

STOP/ GO PLOTTER X-AXIS 

Fig. 14. Sine-cosine unit, error curve circuit. 
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check for noise is also provided at this setting and is 
accomplished by rapidly repeating the reading procedure 
and comparing successive values. Should an unservice-
able potentiometer be located during these tests the 
program will output the message 

POT X.X.XX U/S 

with the word NOISY being substituted for u/s (unservice-
able) should this be the case. 

7 Conclusions 

The major advantage provided by the automatic 
maintenance program, namely, the great improvement 
in the time required to perform the routine maintenance, 
has already been stated. There are also other benefits 
which may not be immediately apparent. One of these 
is the ability to check the 'state of the machine', even 
in the absence of engineering staff. This fact has proved 
valuable to users who suspect a machine failure when 
working outside normal hours. An improvement has 
also been observed in the 'mean time between failures' 
(m.t.b.f.) occurring during user time, which is directly 
due to the more frequent implementation of major 
tests. 

The major problem encountered during the formula-
tion of the program was that of organizing the analogue 
components. In order to accommodate all the inter-
acting tests on one board it was necessary to specify the 
allocation of all components and connexions at an 
early stage. Consequently, any alterations required, due 
to problems arising from the digital program, caused 
considerable disruption. 

In order to indicate the scale of time saving, obtained 
by the automation of the tests, some comparative 
figures for automatic and manual operation, are given 
below. 

Test 

Servo set potentiometers 

Integrator time scales 

Integrator drift 

Limiters 

Comparators 

Track transfer units 

Automatic Manual 

7 min 55 min 

10 min 8 hours 

12 min 4 hours 

3 min 12 min 

2 min 18 min 

4 min 45 min 

It can be seen that the percentage improvement is not 
a constant factor, and in fact, it depends largely on the 
complexity of the particular test. The times given for 
the manual test are approximate values, owing to the 
fact that the adjustments would normally be carried 
out at the same time as the check, and therefore the 
manual tests are designed accordingly. 

The times given for the automatic tests include the 
time taken for a full print-out of machine performance. 

The provision of the machine performance record 
facility has added to the understanding and anticipation 
of machine faults. This function is now being expanded 
to produce details of faults in a suitable form for pro-
cessing on the ICL 1905 digital computer. It is proposed, 
eventually, to provide statistical component failure 
analysis, which will locate particularly troublesome 
components. 

A further extension of this work is likely to be the 
provision of program diagnostic routines, to help locate 
programming errors and to carry out static checks. 
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10. Appendix: Configuration of the Cranfield 
Hybrid System 

¡CL 1905 Computer and Peripheral Equipment: 

(a) Central Processor having 32k 24 bit words, 
2 microsecond core store, floating point hardware. 

(b) 2 Paper Tape Readers: 300 characters per second 

(c) 2 Paper Tape Punches: 110 characters per second. 

(d) Card Reader: 

(e) Card Punch: 

300 cards per minute. 

100 cards per minute. 

(f) 2 Line Printers: 300 lines per minute. 

(g) Console Typewriter. 

(h) Calcomp Graph Plotter (30 inch). 

(i) Multiplexor. 

(j) 7 Data Terminals. 

(k) 7 Remote Teleprinter Consoles. 

(1) 4 Magnetic Tape Transports, 556 bit/in, 20 kHz. 
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(m) 2 Exchangeable Disk Store Transports, each having 
the capacity of 4M characters. 

(n) British Standard Interface, 6/7/8 bit transfer at 
50 kHz. 

AD 256 Computer and Peripheral Equipment: 

The AD 256 is a large, general-purpose analogue com-
puter, having solid-state switching throughout and a 
linear component accuracy of 0.01 %. 

(a) 100 Bipolar Summing Amplifiers/Integrators. 

(b) 30 Quarter-squared Multipliers. 

(c) 120 Servo and 30 Hand-set Potentiometers. 

(d) 8 Function Generators. 

(e) Non-linear Equipment including Resolvers, Limiters, 
Comparators and Analogue Gates. 

(f) Parallel Logic including Gates, Bistables, Mono-
stables and Shift Registers. 

(g) Digital Voltmeter. 

(h) Display Oscilloscope (4-beam). 

(i) Precision Oscilloscope (2-beam). 

(j) X- Y Plotter. 

(k) Noise Generator. 

(1) 6-channel Pen Recorder. 

(m) 14-channel F.M. Analogue Magnetic Tape System. 

Digico Micro 16 

A small process-control computer, comprising: 

(a) Central Processor, having 4k 16 bit words, 6 ps core 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

store. 

Console Typewriters (2). 

Local and Remote Operating and Display Panel. 

Magnetic Tape Transport. 

Hardware Multiply/Divide Unit. 

Paper Tape Reader: 300 characters per second. 

D-Mac Graphics Input Device. 

Manuscript received by the Institution on 25th February 1971. 
(Paper No. 1410/Comp. 137.) 
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STANDARD FREQUENCY TRANSMISSIONS-September 1971 
(Communication from the National Physical Laboratory) 

Sept. 
1971 

Deviation from nominal frequency 
in paru in 10" 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

GBR 
16 kHz 

MSF 
60 kHz 

Droitwich •GBR trIsF 
200 kHz 16 kHz 60kHz 

Sept. 
1971 

Deviation from nominal frequency 
in parts in 10" 

(24-hour mean centred on 0300 UT) 

GBR 
16 kHz 

MSF Droitwich 
60 kHz 200 kHz 

2 
3 
4 

6 
7 

9 
10 
Il 
12 
13 
14 
15 
16 

-300.0 
-300.0 
299.9 
-299.9 
-299.9 
-300• I 
-300.0 

300.0 
-300.0 
300•I 

-300.0 
-300.0 
-300.1 
-300.0 
-300.0 
-300-2 

-0.1 
o 

o 
o 
o 
o 
o 

-0-1 
0 

+0-1 
+ 0-1 
+ 0-2 
+0-2 
+0-2 
+0-2 
+0-2 
+0-2 
+0-2 
+0-1 
+0-1 
+0-2 
+0-1 
+0-2 
+0-2 
+0-2 

504 
504 
503 
502 
501 
502 
502 
502 
502 
503 
503 
503 
504 
504 
504 
506 

534.9 
535-9 
534.8 
534-3 
534.0 
533.5 
536.3 
533.3 
533.9 
534.2 
5344 
534.6 
535.5 
541.7 
534.0 
539.2 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

- 300-1 
- 300.0 
-300.1 
-300.1 

300 0 
300-0 
300 0 
300-0 
300-1 
300.2 

- 300-I 
300.0 

- 300-1 
- 300-0 

o 
-0-1 
-0-2 
-0.1 
-0.1 
-0.2 
o 

+0-2 
+0.2 
+0.2 
+0-2 
+0-2 
+0-2 
+0-2 
+0-1 
+0.1 
+0.1 
+0.1 
+0-1 
+0.2 
+oa 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

.GBR fMSF 
16 kHz 60 kHz 

507 
507 
508 
509 
509 
509 
509 
509 
510 
512 
513 
513 
514 
514 

539.3 
539-6 
540-7 
541-6 
540-3 
541-4 
542-2 
541-8 
542-4 
543-9 
544-6 
545.1 
547-0 
547-0 

Mean monthly values: GBR:-30003 MSF: - 0.03. 
All measurements in terms of H.P. Caesium Standard No. 334„ which agrees with the N.P.L. Caesium Standard to 1 part in 10". 

• Relative to UTC Scale; (UTCNFL - Station) = + 500 at 1500 UT 31st December 1968. 

t Relative to AT Scale: (ATiqpi, - Station) = + 468.6 at 1500 UT 31st December 1968. 
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U.D.C. 621.384.8: 681.32 

A Low Cost, High Performance 

Mass Spectral Data System 

By 

A. CARRICK, 

B.Sc., Ph.D. t 

Reprinted from the Proceedings of the Conference on Laboratory Automation 
held in London from 10th to 12th November 1970. 

A modular, low cost, mass spectrometric data system based on a hybrid 
analogue-digital preprocessing unit and the British Standard Interface is 
described. The basic hardware is physically small, has a wide range of 
capability, and deals directly with the voltage output from electrically recording 
spectrometers. Mass measurements from single scans at 1: 10 000 resolution 
at 10 s/mass decade show an r.m.s. error of 9 parts in 106, and at 1: 400 resolution 
and 0-16 s/decade, an r.m.s. error of 0.06 mass units on all peaks _>-• 1/500 full 
scale. Measured intensity values are accurate to 5% of calculated for peaks 
>1 %. System and processing considerations, and practical arrangements are 
detailed. 

1. Introduction 

Mass spectrometry is now one of the most powerful 
and versatile analytical tools available to the chemist. 
It is capable of producing precise information on 
molecular composition and structure, as well as an 
indication of quantity of material present from sub-
microgram amounts of material. In essence the tech-
nique consists of vaporizing a small amount of sample, 
ionizing it, usually by means of a beam of electrons, 
sorting out the positive ions produced in terms of their 
mass to charge ratio and recording the abundance of 
each ionic species present. The ionization energy of the 
process is commonly made large in comparison with 
chemical bond energies so that each ionized molecule 
may fragment producing smaller ionic units in a manner 
characteristic of the structure of the original molecule. 
Mass analysis of the ion beam can be accomplished in a 
variety of ways, most commonly by acceleration through 
a high potential, followed by deflexion in a magnetic 
field, in accordance with the relation 

m  H2R2 

e 2V ' 

where H is the magnetic field strength, V the accelerating 
voltage, and R the radius of the path of the beam in the 
magnetic field. mie values are usually determined by 
ratio methods using known standards, and a scanned 
spectrum obtained by varying H or V continuously in 
time. Because the exact mass of each isotope of the 
elements is unique, analysis of the chemical composition 
of an ion can be achieved by precise mass measurement 
and simple arithmetic. 

There are many applications of mass spectral analysis, 
from production plant process control to analysis of 
pesticide residues and structure determinations of snake 
venoms. Unfortunately, however, the strength of the 
technique has until recently also been its weakness—so 
much information is potentially available in a mass 
spectrum that only a fraction can be utilized or even 
adequately collected by the human operator. Automatic 
data acquisition and processing methods have now 
radically altered this situation. In the past, effort has 

t Chemical Standards Division, National Physical Laboratory, 
Teddington, Middlesex. 

been concentrated on data acquisition from expensive 
high-resolution spectrometers and the degree of success 
achieved has been closely related to the overall cost of the 
system. The device now described shows that it is 
possible to obtain accurate data from the spectrometer 
during its scanning period without using a digital 
computer at this stage or any other very costly equip-
ment. 

2. Basic Principles 

A mass spectrum is a two-dimensional information set. 
All the useful data are contained, in the case of an 
electrically-recording instrument, in an output voltage 
varying in time, and each voltage peak represents a 
discrete ionic species derived from the molecule or 
molecules under study. The chemist requires mass and 
abundance data for each species of interest, and these 
data may be obtained from determinations of the 
position of the voltage peaks as they occur in the spectral 
scan, and their intensity. Under the most demanding 
conditions, the chemist might wish to record several 
spectra from a component of a complex mixture while it 
elutes from a gas chromatographic column, or make rapid 
repeat scans to monitor the course of a reaction. These 
applications might require the measurement and pro-
cessing of 10 000 discrete, chemically useful pieces 
of information per second. 

The problems of data acquisition in these circum-
stances are clearly not inconsiderable.' They include the 
apparently random incidence of the narrow triangular 
spectral peaks during the scan and potentially high 
data rate required to specify these peaks when they do 
occur. A typical high resolution spectrum might contain 
up to 1000 peaks, yet even so potentially useful informa-
tion is present at the output of the spectrometer during 
only 5% of the scan time. If peak positions are 
determined by reference to the whole peak profile, a 
fast software controlled analogue-to-digital convertor 
(a.d.c.) computer system must spend 95% of the 
spectrometer's scan time in wasteful rejection of baseline 
readings 'just in case' a peak should occur, and must 
engage in a high rate of activity during the passage of a 
peak in order to evaluate its position and intensity 
before the next peak arrives. 
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CONTROL LOGIC HEAD AMPLIFIER 
Fig. I. 
Schematic arrangement 
of data acquisition unit. 

H-" LOGARITHM DIFFERENTIAL 
TRACK AND HOLD 
H!ANALOGUE-DIGITAL CONVERTER  

TRIGGER 
DIGITAL CONTROL 

STANDARD FREQUENCY 
TIME (24 BITS) 'MASS' ( PEAK TIME) 

Such an approach' assumes that it is necessary to 
plot the profile of each peak in order to obtain the 
required chemically useful information, i.e. the position 
and intensity parameters. The system now described2 
does not. Fast analogue computation is used to take 
the first derivative of the signal (d//dt), and so extract 
from each peak, whatever its intensity, a common 
reference point which immediately gives access to the 
position parameter by locating the peak maximum in 
real time. At the maximum, d//dt is independent of peak 
height and is exactly zero. Thus in a single analogue 
stage the unit provides a signal which precisely defines 
each peak's position in time, and so its mass value, 
without any digital calculation, or indeed without 
reference, in a conventional sense, to the magnitude of the 
peak.' An a.d.c. can use the same maximum defining 
signal as a command to take a reading of the peak height 
at that point. For a well-shaped spectral peak with a 
single maximum, only the two basic parameters are 
recorded, and so a considerable economy of digital 
computational effort is effected. 

Some peaks however may have multiple maxima for 
one of several reasons. The signal may be noisy, i.e. 
may contain as a significant component a signal whose 
period is close to the baseline width of 'genuine' peak 
indication. The peak itself may be an unresolved 
multiplet, or be of such low intensity that small numbers 
of ions striking the electron multiplier detector are 
recorded essentially separately. All these cases could 
produce almost identical output signals: the detector 
unit of the present system is fast enough to record such 
maxima and these 'fine structure' readings must then be 
dealt with by the processing software. In practice these 
situations have caused few difficulties, and the certain 
amount of inherent analogue smoothing (bandwidth 
limitation) helps to minimize readings from noise. The 
remaining cases in which readings lie close together can 
be treated as multiplets or singlets on a basis of the 
percentage of the (known) theoretical peak width 
(resolution) represented, in the processing stage. 

3. Practical Arrangement 

The basic preprocessor shown in the schematic 
diagram (Fig. 1) is of uncomplicated design. Micro-
circuit operational amplifiers are extensively used in the 
analogue circuitry and transistor-transistor-logic (TTL) 
integrated circuits perform all the counting and control 
functions. 

INTENSITY 8 BITS) 
BUFFER STORE (256 PEAKS) BRITISH STANDARD INTERFACE 

In detail, the analogue signal from the spectrometer, 
attenuated if necessary into the 0-10 V range, is 
buffered by a non-inverting twin amplifier complex 
with high common-mode-rejection ratio. This head 
amplifier feeds a logarithmic amplifier which allows full 
sensitivity to be obtained from the differentiating stage 
over at least three decades of input signal, the limiting 
factor here usually being the signal/noise ratio of the 
input signal. The differentiator at present employed is a 
bounded 'open loop' amplifier, the peak maximum is 
indicated by the detection of the voltage breakpoint 
of the bounding circuit using an integrated circuit 
comparator, which drives the digital logic directly. A 
track and hold amplifier monitoring the logarithmic 
signal is controlled by the digital indication of the peak 
maximum and the held voltage is buffered to an a.d.c. 
actuated again by the digital signal. The use of the 
logarithmic signal for intensity measurement means that 
a.d.c. quantizing error becomes uniform over the range 
of the signal, rather than being a maximum for the 
smallest signals, and so an 8 bit a.d.c. (I% quantizing 
error) is used. 

The digital signal marking the peak maximum also 
provides a gating pulse for a latching register running in 
parallel with a 24 bit master counter, which is driven 
from a standard frequency source and measures elapsed 
time from the start of the spectrometer's scan. A clock 
frequency of 1 MHz is generally used. This gives 
quantizing errors of 1 part in 106 or less for all logarithmic 
scans up to 1 s/mass decade and is usually adequate for 
integer mass marking on scans as fast as 50 ms/decade. 

The 32 data bits specifying each peak, 24 of time and 
8 of intensity, are stored byte by byte in a random access 
magnetic core store. Storage of the three time bytes, 
which are available within nanoseconds of the arrival of 
a peak maximum, takes place first, with analogue—digital 
conversion of the peak height taking place during this 
period. The intensity word is available for storage, 
immediately after the third time byte is stored. 1024 
words of store, each of 8 bits, can thus hold 256 peak 
readings before any output need take place, and the 
4 p.ts core cycle time and 10 us analogue—digital conversion 
time give the whole unit a dead time of 16 p.s (4 x 4 1.1s) 
and thus an effective resolution far in excess of the 
capabilities of any current commercial mass spectrometer. t 

t A Peak width of 16 !is corresponds (approximately) to a 
resolution of 1: 20 000 for a logarithmic scan of 1 s/mass decade. 
Fastest currently achieved is about 1: 25 000 in 8 s/mass decade. 
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Data are removed from the store, again byte by byte, 
via a BS 4421 standard interface source channel,' 
either during the spectral scan, in an interleaved fashion, 
or in a block transfer mode. 

4. Systems Considerations 

One of the major benefits of the present approach is 
that the preprocessor is autonomous and produces data 
essentially under the control of the spectrometer. As 
such it may be treated as a computer peripheral standing 
aloof from the central processor and requesting access 
to it only when data need be transferred. In one 
commercial version of the system, for example, the 
preprocessor requires only 3% of c.p.u. commitment 
during the spectrometer's scan time, as opposed to the 
100% needed for a direct spectrometer—computer link. 
With the limitations of the conventional close contact 
between computer and spectrometer lifted, interfacing 
the basic unit to any processor now becomes straight-
forward. The use of the British Standard Interface is 
thus entirely appropriate and adds a further dimension 
of versatility to the system; any suitable data acceptor 
fitted with a matching interface may be connected 
directly in a 'plug-in-and-go' fashion. 

This means that a data system can be assembled in a 
'building block' mode, starting with a basic kit of pre-
processor (data source) and paper tape punch (data 
acceptor) right up to the most sophisticated of time-
shared comm u nications-network-oriented 'total-
laboratory' systems. At each stage the standard interface 
confers particular advantages. For instance, if a small 
dedicated computer is available, software need only be 
written so that the input interface (B.S. acceptor) is 
serviced. No change is then necessary if data are read 
in from paper tape (via a reader equipped with a B.S. 
source) or magnetic tape, or directly from the pre-
processor on-line to the mass spectrometer. 

The interface's 'self-adjusting' power and independence 
of any particular output device confers clear economic 
advantages, both from the point of view of maintenance 
and initial cost, and at no stage does any of the equip-
ment cease to have a useful application in a systems con-
text. 

5. Results 

The performance of the author's prototype preprocess-
ing unit has been examined under two contrasting sets 
of conditions: with a high resolution, medium scan-
speed spectrometert and with a low resolution, fast 
scanning machine.t Very brief examination of the unit 
in combination with a quadrupole mass spectrometers 
gave entirely satisfactory results, broadly similar in 
accuracy to those quoted for the low resolution electro-
magnetic instrument. 

Using perchlorobutadiene as a test compound, high 
resolution mass measurements had an r.m.s. error of 
9 parts in 106 for single scan determinations. No 

t MS9. 1: 10000 resolution at 10s/decade. 
Edwards E606. 1 : 400 resolution at 0.16s/decade. 
§ Finnigan Instruments model 400. 

significant difference in measuring accuracy was observed 
over the whole sensitivity range of the unit down to the 
detection limit, which was usually 1/500th of full scale, 
signal/noise ratio limiting the range at this point. These 
performance figures compare favourably with those 
quoted for a current commercial system,t which yields 
an r.m.s. error of 4 parts in 106 for single scan mass 
measurements from scans at 35 s/decade over a 50: 1 
intensity range. 

In many ways the r.m.s. error of 0.064 mass units for 
single scan measurements on singlet peaks from the 
fast, low resolution scans is much more significant. 
With a total scan time of 95 ms to cover the range mie 300 
to mie 60, this means that data may be obtained, by 
averaging 9 successive scans of the same spectrum, which 
can yield mass measurements comparable to those 
hitherto obtained only from high resolution machines 
and this with a total scan time of less than 1 s. Table 1 
lists some typical '9-average' mass measurements. 

Table 1 

Mass measurements, E606 
'9-average' of 0.1 s scans 

Species Measured Error /(TH) /(Abs) 
(milli mass 

units) 

C4CL4 

C4CL5 

C4CL6 

187.8724 —3 28 0.4 

189.8685 —4 37 0.6 

191.8666 —3 18 0.2 

222.8693 
224.8360 
226-8242 
228.8337 

25 
—5 
—14 
—2 

62 1.0 
100 1.6 
65 1.0 
21 0.4 

257.8541 41 21 0.2 
259.8827 72 41 0.2 

In both these cases, high and low resolution data were 
processed by the familiar pseudo-linear extrapolation 
technique, with measurements obtained by direct linear 
interpolation.' The low resolution data have also been 
processed to yield integer mass marking by two methods, 
a direct calculation of mass from a knowledge of the 
exponential scan law (and particularly its time-constant 
variation) and empirically by a 'table-look-up' method, 
based on a calibration run of a known compound. Both 
methods yielded the required results but the latter method 
was the faster by at least a factor of five (essentially 
peripheral limited on the processor used) and required 
less operator-supplied data. 

Intensity values for both high and low resolution 
single scans were accurate to within 5% of calculated 
relative intensity for peaks > 1% of base peak, and as 
with the mass measurements, the expected statistical 
improvement was obtained from `4-average' and '9-
average' scans. 

t A.E.I. Systems DS10 and DS20. 
Micro-I6 computer, 4k store, 16 bit words, 3 registers, 

6 vs core cycle time, 20 us add time (serial arithmetic). Digico Ltd., 
Letchworth, Herts. 
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6. Conclusions 

The present approach is thought to represent a signifi-
cant advance in so far that the processing computer is 
concerned solely with the arithmetic of the data reduction 
process—of maintaining and improving the accuracy of 
the measurements made by the preprocessor—and not at 
all with the data acquisition process or its control. 
Whilst it is not suggested that this method always 
provides the whole answer to all mass spectrometer data 
acquisition and handling problems, the low cost, 
modularity, small size and high performance of the 
system should ensure a wide range of applications not 
only in the research laboratory but also in routine 
analytical and process control situations. 
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Networks with approximately Gaussian insertion loss characteristics for the 
shaping and standardization of pulses used in B.B.C. television equipment have 
previously been designed by Dishal's method based on a Taylor series approxi-
mant. A proposal by Jones for an improved Gaussian approximant employing 
Laguerre polynomials suggested that more effective networks might be possible, 
Computer programs were written for the realization of the Laguerre appro:ci-
mant networks, and a series of networks was constructed and tested. The 
Laguerre networks were found to be superior both in their improved shaping 
and in possessing more convenient element values. Design data for both types 
are provided in tabular form. 

1. Introduction 

It is very desirable, particularly with television and data 
transmission systems, for the transitions of the pulses 
used to be both well-shaped and compact, that is, each 
transition should have the minimum overall duration 
consistent with the given bandwidth, together with the 
greatest possible degree of skew-symmetry about the 
half-amplitude points. At the same time they should be 
as free as possible from overshoots or other irregularities. 

It is possible to achieve suitable shaping in the pulse 
generation circuitry, but a simpler and much more 
reliable method is to generate waveforms which have 
transition times shorter than is ultimately required, and 
then to pass them through a passive low-pass shaping 
network. The ratio between the initial and final transition 
times does not need to be at all large, say a minimum of 
1 : 3, to ensure that the output waveform is substantially 
independent of changes in the shape of the input wave-
form.' 

In order for this technique to be economically viable 
the networks used must have the smallest number of 
elements which will provide a suitable response, they 
must be as simple as possible to align, and at the same 
time they should not require capacitors and inductors 
with very low dissipation factors, selected or adjusted to 
close tolerances. 

When this technique was initially considered some 
years ago for use in B.B.C.-designed equipment, the 
first thought was the application of a sine-squared pulse 
shaping network, often known as a Thomson filter, since 
this had been extensively used elsewhere in test equip-
ment.' The performance of this network for the shaping 
of transitions leaves little to be desired, but with a possible 
total of eleven elements it is more expensive than one 
would wish, and its alignment needs a fair amount of care. 

Attention was then given to Gaussian low-pass filters 
designed by the method of Dishal,3 as a result of which 
they have long been employed in equipment for opera-
tional use. More recently, a paper by Jones' suggested a 
quite different basis for the design of such filters, which 
seemed to warrant further investigation. Since this paper 
was not taken further than the calculation of a series of 
proposed polynomial approximations to the ideal 
insertion loss characteristic, a computer program was 
devised for the synthesis of the corresponding networks 

t British Broadcasting Corporation, 
Broadcasting flouse, London W1A IAA. 

Designs Department, 

by Darlington's method, from which a number of net-
works to various orders of approximation were con-
structed and then tested. In the course of this work it 
became evident that the possibility of alternative realiza-
tions of the Dishal networks had been overlooked. The 
various forms of these up to the 9th order were therefore 
computed, and some were found to offer considerable 
practical advantages over the realizations tabulated by 
Dishal. Sample networks were also constructed and 
comparative tests carried out between them and the 
previously mentioned Laguerre networks, which are 
similarly available in alternative realizations. 

2 3 4 -2 - 1 0 1 

flf, ÓR 9-065 fct 
Fig. I. Ideal Gaussian amplitude and impulse responses. 

2. The Gaussian Characteristic 

The Gaussian low-pass filter derives its name from the 
fact that the insertion loss and impulse response both, in 
the ideal case, have the form of a Gaussian or normal 
error curve (Fig. 1), which is symmetrical and free from 
overshoots. The step response, being the integral of the 
impulse response, is accordingly also symmetrical and 
free from overshoots (Fig. 2). 

It can be predicted by simple physical considerations 
from these transient responses that the ideal Gaussian 
network is an unrealizable abstraction. In each instance, 
whether impulse or step response, the start of the wave-
form, identified as the point where the amplitude is 
initially zero in the strict mathematical sense, can only 
be found by projecting the curve backwards to negatively 
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1.0 

- 0.5 - 0.4 -0.3 - 0.1 0 
IC t 

0.1 0.2 0.3 0.4 

Fig. 2. Ideal Gaussian step response. 

0-5 

infinite time. The delay through the network is therefore 
infinite, corresponding to an infinite number of com-
ponent reactances, and the network is consequently not 
realizable. The location of the centre of the transient at 
t = 0 is a convenient fiction. 

Nevertheless, it is possible to approximate the ideal 
response as closely as may be required by means of a 
physical network composed of a finite number of elements, 
and the essential difference between the approaches to the 
problem made by Dishal and Jones lies in the way in 
which the corresponding approximating functions are 
derived. Paradoxically, practical filters of relatively 
simple form are more useful for pulse shaping than a 
close approximation to the ideal would be, since the 
restricted transmission time through the network has the 
effect of rendering the waveform response much more 
compact, in the sense in which this has been used above. 
Indeed, certain of them provide a close simulation of the 
very desirable sine-squared network response, as will be 
seen below. This property does not appear to have 
previously been pointed out explicitly. 

2.1 Taylor Series Approximation 

If the ratio between the power delivered to the output 
termination and the maximum possible deliverable 
power is le/12, the square of the modulus of the trans-
mission coefficient, then the ideal Gaussian response 
would be expressed as 

id12 = [eXp - (fif0)2]2 

where f 0 is a reference frequency. It is convenient to 
refer to the frequency of 3dB attenuation fc, when the 
insertion loss assumes the very simple form 

A (dB) = 3.010 (f ifc)2, where fc = 0.5887 fo. 

Dishal's approach to the problem was to expand the 
exponential into a Taylor series truncated after the 
desired number of terms, which makes the nth order 
approximant 

22 2" 
P„ = 1+2x+ -x2 ± ... =x", 

2! n! 

where for convenience x has been used for (f/f0)2. 

The basic equation for the nth-order network having 
n elements is accordingly Id12 = 1/P„. 

If x is replaced by -p2 = (jco/a)0)2, the zeros of P„ 
may be found, remembering that since Idi is a transfer 
function only the left-hand half-plane zeros may be 
retained. These have been found to be as given in Table 1. 

Table 1 

Zeros of the Taylor approximant 

Order Zeros 

3 -0.8933 
-0.8125 ± j0-5561 

4 - 0-8351 ± j0-7498 
-0.9584 ± j0.2319 

5 - 1.0442 
- 1-0017 ± j0.4228 
-0.8511 ± j0.9189 

6 - 1.1032 ± j0.1900 
- 1.0333 ± j05890 
-0.8632 ± j1.0709 

7 - 11745 
- 1.1472 + j0.3550 
- 1.0577 ± j0.7384 
-0.8727 ±j 1 -2103 

8 - 1.2286 ± j0-1646 
- 14816 ± j0.5031 
- 1.0773 ± j0.8753 
-0.8805 ± jl .3398 

9 - 1-2910 
- 1-2715 ± j0.3120 
- 1.2096 j 0-6386 
- 1.0934 ± j10O25 
-0.8869 ±j 1 .4613 

2.2 Laguerre Series Approximation 

This makes use of the approximate identity 

exp (2x) •••.• E a„,L„,(ax) = Q„ 
m= 0 

where L. is the mth-order Laguerre polynomial and a 
is an arbitrary scaling factor, allotted by Jones the value 
of 7, which ensures rapid convergence of the series. The 
important difference between the two methods lies in 
Jones's choice of the coefficients am in such a manner as to 
minimize the remainder of the truncated series of Laguerre 
polynomials in an exponentially weighted mean square 
sense, which evidently offers the prospect of a closer 
approximation for a given number of terms than the 
plain truncation of the series. 

The approximants Q„ then become, as far as the 9th 
order: 

Q3 = 0.9744 + 2.6656x - 1.0976x2 + 5.1221x 3 

Q4 = 1.0102 + 1.6621x + 4.1709xL 3.0733x3+ 3.5855x4 

Q5 = 0.9959 + 2.1638x+ 0.6586x2+5.1221x3 
-3.5855x4+ 2.0079x5 

Q6 = 1.0016 + 1.9230x + 2.7660x2- 1.4342x 3 
+ 5.0197x4 - 8110x5 + 0.9370x6 

Q7 = 0.9993+2.0354x + 1•5858x2+3.1552x3 
- 3.0118x4 + 3.9354x5 - 1.6866x6 + O. 3748x7 

Q9 = 1.0003 + 1.9840x + 2.2152x2+ 0.2180x3 
+ 3.4134x4- 3.2608)0+ 2.5112x6 

-0.8246x7+ 0.1312x8 

Q9 = 0.9999 + 2.0071x + 1.8915x2+1.9803x3 
- 1.2128x4+3.2158x5-2.5262x6 

+ 1.3343x7 - 0.3411x8 + 004081x9 
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As before, the basic equation defining the network is 
le/12 = 1 / Q„. By replacing x by -p2 - (jco/co0)2 the 
zeros of Q„ may be found, as before with the proviso that 
since Pi is a transfer function only the left-hand half-
plane zeros may be utilized. These have been calculated 
and the values are given in Table 2. 

Table 2 

Zeros of the Laguerre approximant 

Order Zeros 

3 -05353 
-0.5312 ±j0.7298 

4 - 0.5690 ± j0-3172 
- 0.5474 ± j0.9753 

5 -05983 
- 0.5959 ± j05722 
-05591 ± j11883 

6 -0-6272 + j0.2618 
- 0.6164 ± j0.7914 
-0.5682 ± j 1 .3789 

7 -0.6547 
-0.6523 ± j04861 
-0.6327 ± j0.9868 
-0.5757 ± j1 .5529 

8 -0.6806 ± j0.2276 
-0.6732 ±j0.6851 
-0.6461 ± j1.1648 
- 0.5820 ± j 1 .7139 

9 -07060 
-07038 ± j0 .4296 
-0-6906 ± j0.8659 
-0.6576 ±j 1 -3293 
- 0.5876 ± j 1.8645 

When these zeros are compared with the corresponding 
values for the Taylor approximant it will be found that 
the locus of the former has a smaller curvature for the 
same order, suggesting that the phase characteristic is 
more linear and hence that the transient response is 
somewhat more symmetrical:* 

2.3 Network Realization 

The networks were realized by Darlington's method in 
the form of ladder networks with an equal resistive 
termination at each end. It is not proposed to describe 
the method in detail; for this standard texts such as 
Weinberg' should be consulted. However, it is desirable 
to explain very briefly how it is possible for alternative 
forms to arise. 

If the reflexion coefficient at the input terminals of a 
reactance network terminated at its output is r, then the 
basic energy equation gives VI' + I/12 = 1, i.e. the sum 
of the transmitted and reflected powers in normalized 
form is unity. Since we already know dl 2, it is possible 
to find ir12 and from that to derive In. The point of this 
device lies in the fact that it enables the problem to be 
transformed from the determination of a network having 
a given transmission behaviour into the synthesis of a 
driving-point impedance, which is much simpler. 

The square of the reflexion coefficient, Id', is obtained 
in the form of the quotient of two polynomials, and in 
order to proceed to the next stage it is necessary to 
discard half the zeros of each. The denominators of the 

transmission coefficient and the reflexion coefficient are 
identical, so one may only retain the zeros in the left-
plane, but the numerator is not subject to the same 
restriction, and zeros may be taken from either or both 
half-planes.6 

Fortunately, the number of arrangements is halved by 
the fact that selections which are mirror images give rise 
to the same network but seen from the other end. 
Nevertheless, although the number of distinct selections 
is only two with the 4th order, by the 9th order it has 
already risen to eight. All of the corresponding networks, 
of course, have identical performances, although different 
element values. 

Dishal3 restricted the networks realized from his Taylor 
series approximant to those derived from numerator 
zeros in the left half-plane, but without giving reasons 
for his choice. Bode' points out that such networks 
realize the highest gain-bandwidth product when used 
for interstage coupling, and it is clear from Table 3 that 
the sum of the end capacitances is greatest for this con-
figuration. Unfortunately, this is associated in the odd 
orders with a ratio of the terminating capacitances which 
rapidly becomes embarrassingly high with increasing 
order, for example the 9th-order Taylor network 
corresponding to zeros all taken from the same half-plane 
has a ratio of capacitors of 40 : 1. 

C, 

o I 

L2 L 4 

C3 _ c, _ C7 _ 
III IT 

L n-2 

Fig. 3. Generalized network configuration. 

-1 

o 

Now if one considers the behaviour of the networks as 
the frequency tends to zero, it is clear that the driving 
point impedance corresponds to a single capacitor 
shunted by the terminating resistor, the effective 
capacitance being the sum of all the individual shunt 
capacitances. In other words the total shunt capacitance 
is a constant for a given filter, whatever the realization. 
One might suspect, therefore, that a large gain-band-
width product is likely to result in one end capacitance 
value being smaller than would otherwise be the case, 
and indeed this is found to be so, to the extent that it 
may in some instances be comparable with the circuit 
stray capacitance, which is undesirable. 

The element values of these networks, both Taylor and 
Laguerre, are listed in Table 3. With the higher orders an 
arbitrary choice has been made of the realization which 
has values of terminating capacitance approximately 
equal, and as high as possible. Such realizations are 
termed 'optimum'. As the order of the approximation 
decreases so does the extent of the choice, but at the same 
time the ratio of capacitances becomes smaller, so the 
difficulties of utilization are less. The realizations derived 
from all the numerator zeros in the same half-plane are 
also included in Table 3, and are termed 'maximized' 
types. 
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Table 3 

Element values are given in farads and henrys for a 1 ohm 
filter with fc = 1 Hz, or in microfarads and microhenrys 

if f = 1 MHz. 

The theoretical step responses for the odd orders up to 
9 are given in Fig. 4 for both the Laguerre and the Taylor 
approximations; in practice the odd orders are almost 
invariably preferred since they terminate at each end in a 

  capacitor, which can be allowed to absorb the circuit 
stray capacitances. Networks of the 3rd, 5th and 7th 
orders of each type were constructed according to the 
information given in Table 3 and tested; in each case the 
value off, was 1-5 MHz. Their impulse and step responses 
are shown in Fig. 5. 

Filter C1 Ls Cs 1.4 C8 Ls Cs L8 Cs 

3TM,0 .0416 . 1294 .3529 
3LM, 0 .0693 . 1422 .3829 

4TM .3571 . 1483 .0843 .0282 
4TO .0650 .3978 . 1115 .0437 
4LM .3476 . 1654 . 1059 .0477 
4L0 1140 .3870 -0991 .0664 

5TM -3586 . 1557 . 1032 -0620 -0209 
5TO -0349 . 1207 .4024 -0970 .0453 
5LM .3646 - 1586 . 1191 .0842 -0353 
5L0 .0620 . 1672 .3900 -0756 .0670 

6TM .3592 . 1589 . 1122 .0796 .0485 
6TO .0355 . 1102 .4064 1167 -0780 
6LM .3574 1627 1199 .0967 .0696 
6L0 -0423 . 1118 . 1835 .3685 .0615 

7TM .3594 1603 1167 .0892 -0645 
7TO -0312 1115 .4068 - 1183 -0943 
7LM -3606 . 1611 . 1216 .0997 .0822 
7L0 .0344 .0663 . 1109 .0820 .3852 

8TM .3595 1610 1190 .0946 .0741 
8TO -0236 -0705 . 1234 .4083 . 1173 
8LM .3592 . 1619 . 1214 1012 .0865 
8L0 .0327 -0669 .0880 . 1126 .4079 

9TM .3596 - 1613 - 1202 .0976 -0800 
9TO .0182 .0527 .0888 1308 .4083 
9LM -3598 . 1616 - 1217 . 1015 .0883 
9L0 .0309 .0702 . 1111 1069 .4026 

.0163 

.0279 

.0279 

.0666 

.0394 .0132 

.0591 -0217 

.0589 -0228 
-1714 .0568 

.0539 -0329 .0111 

.0870 -0563 .0197 

.0718 .0507 .0191 
•1337 .0892 .0407 

-0632 .0460 -0280 .0094 
•1125 .0814 .0541 -0186 
-0769 .0636 -0443 -0164 
.1414 .0735 .0658 .0317 

Accordingly, the various realizations are indicated by 
a simple alpha-numeric code in which the first figure 
gives the order of the approximation. This is followed 
by L or T for Laguerre or Taylor, respectively, and 
finally by 0 for optimum or M for maximized. Thus, 
5L0 signifies a fifth-order Laguerre network with the 
optimum selection of element values. 

3. Comparison of Types 

As has already been pointed out above, the primary 
object of the present investigation was the design of 
pulse shaping networks providing well-shaped transitions, 
for which purpose the Gaussian shape provides a con-
venient, although not unique, point of departure. The 
criterion to be adopted in judging the success of a network 
is therefore not the extent to which it matches the true 
Gaussian shape, but rather the general shape of the 
transition. 

1.0 

° 0-8 7 

a-
f)-6 

0.2 

0-1 0-2 0.3 0.4 0.5 0.6 1.0 

ft 
Fig. 4. Comparison of calculated Taylor and Laguerre step 

responses 

It is clear from these photographs that the Laguerre 
approximation furnishes a significantly better-shaped 
waveform in each instance, as one might expect, although 
the differences naturally become less with increasing 
order. A further advantage of the Laguerre type is the 
more favourable values of the components, particularly 
with respect to the final shunt capacitors in the optimum 
realization, which are higher than those of the Taylor 
type by a factor of at least 1.5. There seems every 
advantage, therefore, in preferring the Laguerre approxi-
mation networks to the Taylor approximation. 

It is worth noting in passing that the impulse response 
of the 7th-order networks is almost perfectly symmetrical 
and a close approximation to the sine-squared shape. 
Since the impulse response is the derivative of the step 
response, this is a confirmation that even by the 7th-order, 
the desired skew-symmetry of the step response has 
already been closely approached, and for most purposes 
higher-order networks are not required. In some 
instances, even the 3rd-order Laguerre network may be 
found adequate. 

4. Practical Considerations 

The element values for the general configuration of 
Fig. 3 are given in Table 3 for 1 ohm terminations and fc 
i.e. the frequency of 3dB loss, equal to 1 Hz ; capacitances 
are then in farads and inductances in henrys. Alter-
natively, for television purposes it is more convenient to 
consider the nominal cut-off frequency to be 1 MHz, 
when the values in Table 3 are read in microfarads and 
microhenrys respectively. For any other terminating 
resistance R ohms the capacitances are divided by R and 
the inductances are multiplied by R. Likewise, for any 
other cut-off frequency F all capacitance and inductance 
values will be divided by F. 

The value allotted to fc is usually found from the 
requirement that the output waveform shall have a given 
time of rise, defined as the time interval on the step 
response between the points at which the amplitude is 
10% and 90 % of the final value. The times of rise of the 
various networks are given in Table 4; it will be noticed 
that an asymptotic value of 0-341 is rapidly approached 
as the order of the network increases. Thus, for example, 
the f  corresponding to a desired time of rise of 0-21.ts 
would be 0.341 x 106/0.2, say 1-7 MHz. For this to be 
true the time of rise of the input waveform must be 
sufficiently short, as stated in Section 2, the limiting value 
being dependent upon the tolerance placed upon the time 
of rise of the output pulse. 

In certain instances one may wish to take advantage of 
the fairly flat group delay response, or alternatively the 

460 The Radio and Electronic Engineer, Vol. 41, No. 10 



GAUSSIAN FILTERS FOR PULSE SHAPING 

TAYLOR 
IMPULSE 

LAGUERRE 
IMPULSE 

TAYLOR 
STEP 

LAGUERRE 
STEP 

3rd ORDER 5th ORDER 7th ORDER 

• 

Fig. 5. Responses to impulses and step waveforms for 3rd, 5th and 7th order netwzrks. 

transmission time through the network may be needed. 
This is also given in Table 4 in the form of the zero-
frequency group delay, which defines the location of the 
centroid of the impulse response. This is identical along 
the time axis with the position of the peak of the pulse in 
the case of the higher-order networks where the impulse 
response is symmetrical, but a slight displacement is 
found with lower orders. The group delay at fc is also 
given in Table 4. 

It might, perhaps, be mentioned that the element 
values for the dual of the network of Fig. 3 can also be 
found directly from Table 3, capacitances being read for 
inductances, and vice-versa. This is a consequence of the 
normalization of the impedance to 1 ohm. 

The permissible tolerance limits on the component 
values naturally depend upon the extent to which the 
response may be allowed to depart from the theoretical, 
but as a practical guide ± 5% capacitors and inductors 

will be found suitable for most purposes. The inductors 
should preferably have a Q of not less than 50. Apart 
from increasing the basic loss of the filter, one of the 
effects of dissipation is to increase the time of rise over 
the theoretical. A number of these networks of a range of 

Table 4 

Network type Time of rise Delay f=0 Delay f=f. 

3T 
3L 

5T 
5L 

7T 
7L 

9T 
9L 

.342 

.355 

.344 
-344 

-341 
-341 

.341 

.341 

.262 

.297 

-350 
.381 

.421 

.453 

.483 

.517 

-227 
.269 

.328 

.362 

.404 

.438 

.468 

.504 

The above times are in seconds for a network with f. = 1Hz, or 
in microseconds if f.= 1MHz. 
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orders of approximation have been constructed and 
tested, and in no instance has any particular difficulty 
been encountered. 
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Oral Expression of Metric Dimensions in Engineering 

The subject of oral expression of metric dimensions in drawing offices and on the shop floor 
has been fully discussed during recent months by the Joint Committee on Metrication set up 
by the Royal Society and the Council of Engineering Institutions. In the Committee's opinion 
this matter warrants careful consideration by all sectors of industry if confusion is to be avoided 
from the outset. A consensus of opinion from all levels of industry—shop floor to manage-
ment—is felt to be important and for this reason the Institution has been asked to give 
prominence to the following statement. 

When in a British Engineering context, someone speaks of 
a 'thou' or a 'tenth of a thou', the meaning is clear and 
unambiguous. There is an implicit reference to the inch 
which does not have to be stated explicitly. Metrication will 
change this situation and it is timely to consider how metric 
dimensions and tolerances should be expressed orally, in the 
Drawing Office and on the Shop Floor. In particular, it is 
necessary to consider whether any colloquial terms could 
possibly be taken to relate to the inch instead of the milli-
metre, or vice versa, leading to errors in production. 

In the Engineering industries there is a general intention to 
use the millimetre for most applications. For the larger 
dimensions the metre will be used. For very small dimensions 
in precision engineering the micrometre or decimal fractions 
of the millimetre will be used. 

Synonym for Millimetre 

There are three alternatives: millimetre; milli; or mil. 

The full name 'millimetre' will undoubtedly be widely used 
and is recommended particularly in the early stages of the 
changeover. Of the two colloquial names, 'milli' is preferred 
as there is a possibility of `mil' being confused with the 
American colloquial form for the one-thousandth of an inch. 

Synonym for Micrometre 

The only feasible alternative to the word `micrometre' in 
full is the 'micron'. Although this is deprecated by some 
authorities it is nevertheless extensively used and is preferable 
to the `micrometre' which, apart from being unwieldy, bears 
a resemblance to the measuring instrument, the 'micrometer'. 

Name for '0' 

The alternatives here are: oh; nought; or zero. 

The third alternative, 'zero', is gaining popularity and may 
well become the accepted international standard but this is 
likely to take some time. Meanwhile it is recommended that 

the second alternative, 'nought', be used in preference to 'oh' 
which is difficult for some Europeans and could cause con-
fusion in communication with metric countries. Thus, 0.001 
mm would be expressed as point nought nought one. 

Decimal Fractions of the Millimetre 

The main alternatives here are: 

Dimension Form 1 Form 2 Form 3 

0.1 mm point one 

0.01 mm point nought 
one 

0.001 mm point nought 
nought one 

one tenth 

one hundredth 

one thousandth 

one hundred 
microns 

ten microns 

one micron 

In the Drawing Office and for formal expressions of 
dimensions, Form 1 is recommended. 

On the shop floor it is likely that, in due course, 'one tenth' 
and 'one hundredth' will be used respectively for 0.1 mm and 
0.01 mm but where there is a possibility of confusion with 
imperial measurements, Form 1 is recommended for an 
interim period. 

On the shop floor and in the tool room the word 'micron' 
for 0.001 mm will undoubtedly be widely used and is 
recommended. 

The RS/CEI Joint Committee on Metrication would 
welcome constructive comments from readers on the extent 
and intensity of this problem and on the above recommenda-
tions for colloqival usage as soon as possible. Comments 
should be addressed to the RS/CE! Joint Committee on 
Metrication Secretariat, Institution of Production Engineers, 
10 Chesterfield Street, London W1X 8DE. 

462 The Radio and Electronic Engineer, Vol 41, No. 10 



U.D.C. 511.118: 621.374.4 

A Versatile Cellular Array for Binary Arithmetic 

By 

G. WHITE, B.Sc.t 

A cellular array is proposed NAI-uch can be controlled to perform the following 
arithmetic functions; Ad- BD-1-C, A —BD —C, or A/B. This results in a saving 
of hardware over previous arrays, and by having more terms in each function, a 
reduction in the overall calculation time can be achieved. 

Several iterative arrays have been described recently, 
which will either multiply' or divide'. Gex3 has put 
forward a single array which will multiply or divide 
when programmed from a row of control cells. The 
proposed array is more versatile than those previously 
described, and uses a lower number of cells than the array 
put forward by Gex. By suitably choosing the cell logic, 
the boundary conditions A and C (shown in Fig. 1), can 
be utilized when multiplying. 

Fig. 1. Complete array. 

The complete array is shown in Fig. 1 where V = A 
(B D C) or W = A/B. The multiplier operates by 

forming the partial products in columns of the correct 
weight and summing these partial products into the 
final product (B x D). There is no necessity for the 
partial products to be added to zero, hence by using 
the boundary inputs A, the final product becomes 
A + BD. The partial products can be summed by 
repeated addition; or by repeated subtraction, giving a 
positive or negative sign to the final product (A + BD or 
A — BD). The cell logic, as shown in Fig. 2, is such that 
the multiplicand is added to, or subtracted from, the sum 
of the previous partial products, if the corresponding bit 
in the multiplier is a ' 1'. When the multiplier bit is a 
'0' the 'carries' only are 'added' to the previous partial 
products; hence the boundary input C can be used. 
Therefore in the multiplication mode the array performs 
the functions A + BD + C when adding, or A — BD — C 
when subtracting. A carry-save layout is used in the 
array to keep the number of cell delays to a minimum. 

For division the non-restoring method is employed 
because this requires the cells to add or subtract, 
depending upon a control signal. These are the same 

t Department of Engineering Technology, Twickenham College 
of Technology, Egerton Road, Twickenham, Middlesex. 

characteristics as used when multiplying, so the same 
cells can be used for multiplication or division to form a 
versatile array. To calculate the quotient bit of r, the 
divisor B x r, is subtracted from the dividend. When 
the answer is positive the quotient bit is ' 1' and the 
following row subtracts B x 2 - from the remainder, to 
calculate the next quotient bit. When the answer is 
negative the quotient bit is '0' and the next row adds the 
remainder to B x 2"-1. A quotient bit can only be 0 or 1, 
therefore A < 2Br to obtain the correct result. The 
C input cannot be used when dividing because of the 
possible ripple of borrows across the array changing the 
value of A, which would not be available for a previous 
row. 

To program the array to perform different functions 
a row of control cells Q are required. The inputs II and 
12 of the control cells determine the functions as follows: 

12 Function 

0 O A—BD—C 
0 1 A+BD+C 
1 X A/B 

The outputs e' and d' shown in Fig. 2, are controls to 
the arithmetic cells R. Output d' is one bit of the multi-
plier input, when the array is used for multiplication; 
and is held at ' 1' when dividing. The control e' 
determines whether the cells add or subtract. e' depends 
upon the input w from the previous row when dividing, 
and upon the control 12 when multiplying. 

The arithmetic cell which was first described by 
Guild,' is a conditional adder/subtractor. If the input e 

1112 w 

= 11 12 + 1 w 

cl ' = + D 

s. out +Ecii+ at3E+ iit3c 
+ abEd + abcd 

p = a cè+ abdè+ ace 4- abde 
+ bcd 

Fig. 2. Cell logic. 
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is 1, the outputs = a+ bd + c; when e is 0, s = a — bd — c't 
The output p is the carry/borrow of s. Both cells are 
shown in Fig. 2 with their Boolean descriptions. 

Let the number of cells in the first row be n+ 1 and the 
number of rows be m. (The array need not necessarily 
have n = m as shown in the illustration.) Then the 
number of bits in the inputs are as follows: 

When multiplying: 
A = n+m 
B = n 
D = C = m 

giving an output of n + m + 1. 

When dividing: 
A = n+m— 1 
B = n 

giving an output of m. 

The array requires nm + 2m — 1 arithmetic cells and m 
control cells. The worst case propagation delay when 
multiplying is (n+m)r it and when dividing is 

(nm+m-1)%+(m— 0%, 

where TR is the propagation delay of an arithmetic 
cell and rci of a control cell. 

The proposed array has a regular structure and would 
therefore be suitable for large scale integration. The 

t The small letters are used to define the cell's operation as 
distinct from the array's function, which is indicated by capital 
letters. 

regularity becomes more apparent than the illustration 
suggests when n and m are larger. The effective cost of 
producing such an array would be lower than previous 
arrays due to the higher number of functions performed. 
When multiplying two numbers together the result has 
often to be added to or subtracted from another number. 
With this array these operations can occur simul-
taneously. 

Acknowledgment 

This work has been supported by International 
Computers Ltd. and the U.K. Department of Trade and 
Industry by a normal cost-sharing contract within the 
advanced computer technology project. 

References 
I. Hoffman, J. C., Lacaze, B. and Csillag, P., ̀Multiplieur parallèle 
à circuits logiques itératifs'. Electronics Letters, 4, p. 178, 
May 1968. 

2. Dean, K. J., 'Cellular arrays for binary division', Proc. Instn 
Elect. Engrs, 117, pp. 917-20, May 1970. 

3. Gex, A., 'Unité arithmétique et logique ultrarapide', Thesis, 
Ecole Polytechnique, Lausanne, Switzerland, 1970. 

4. Guild, H. H., 'Some cellular logic arrays for non-restoring binary 
division', The Radio and Electronic Engineer, 39, pp. 345-348, 
June 1970. 

Manuscript first received by the Institution on 3rd June 1971 and in 
final form on 16th August 1971. (Short Contribution No. 145/Comp. 
138). 

C The Institution of Electronic and Radio Engineers, 1971 

464 The Radio and Electronic Engineer, Vol. 41, No. 10 



U.D.C. 621.376.223 

The Signal- handling Capacity of the Square-wave 

Switched Ring Modulator 

By 

J. G. GARDINER, 

B.Sc., Ph.D. ( Graduate): 

Expressions are derived for the maximum permissible interfering input signal 
power which may be applied to a square-wave switched resistively terminated 
ring modulator before the onset of severe cross-modulation distortion in the 
output spectrum. The effects of source and load mismatch are considered and 
good agreement demonstrated between theoretical prediction and the measured 
performance of a typical ring modulator using Schottky barrier diodes. 

1. Introduction 

The distortion properties of switching diode modu-
lators have been considered extensively in a number of 
papers' and it has been demonstrated that the 
resistively-terminated ring modulator represents a good 
compromise between the usually conflicting requirements 
of low conversion loss and low distortion generation. 
It is further recognized that the rapidity with which 
the diodes in the ring can be switched by the local 
oscillator is a major factor in determining the levels of 
distortion products at the output (although, as demon-
strated in ref. 4, some contribution exists due to the 
finite curvature of the diode forward characteristics) and 
now that switching times in the region of 150 picoseconds 
can be obtained with relatively straightforward wave-
shaping circuits, the use of square-wave or pulse drive is 
possible up to switching frequencies in excess of 50 MHz. 
Consequently it is felt that an examination of the 
properties of square-wave switched ring mixers and 
modulators is of great interest. 

In the present paper the cross-modulation perfor-
mance of a typical ring mixer is considered and it is 
shown that restrictions may be formulated on the level 
of interfering signal which may be accepted by the mixer 
before an unacceptably rapid deterioration in per-
formance is incurred. It is shown that the d.c. offset 
voltage in the diode characteristic plays an important 
part in determining the overload properties of the 
circuit even under square-wave drive conditions (the 
influence of this parameter in sine-wave local oscillator 
situations is discussed in ref. 5) and it is also demon-
strated that impedance mismatching at either or both 
signal ports of the mixer contributes greatly to the 
signal handling characteristics of the circuit. 

2. Overload Conditions in the Ring Modulator 

The circuit of a typical modulator is shown in Fig. 1 
and the effective local-oscillator circuit under small 
input conditions appears in Fig. 2. Overload takes 
place when one of the diodes biased into conduction 
by the local-oscillator is turned off by an equal opposing 
input signal current or when input signals produce an 
instantaneous voltage across a reverse biased diode 
sufficient to turn it on. It is apparent from Fig. 2 that 
the reverse bias appearing across any diode is determined 
by the forward voltage developed across the conducting 

t Postgraduate School of Electrical and Electronic Engineering. 
University of Bradford, Bradford 7. 
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ra Local oscillator 

Fig. 1. Resistively terminated ring modulator. 

diodes and that this in turn is determined by the magni-
tudes of the diode offset voltage and forward resistance 
and the local-oscillator source impedance. 

The most commonly observed effects of overload arise 
from the fact that it permits the input signals to exercise 
an influence over the impedance condition of the diodes 
so that non-linear effects become apparent. For instance, 
if the local-oscillator frequency is coc and input signals 
are present at col and co2, then intermodulation products 
occur at frequencies mcoc+pcoi -Fgo.)2, where p, q and m 
are integers and II + II > 2. Cross-modulation effects 
are another manifestation of the same phenomenon and 
arise when one of the signals (at co2 for instance) is a 
modulated interference; at the modulator output this 
modulation appears not only on products mwc-Eqw2 
but also to a lesser extent on products nuocd-pc o 1. 

In a sine-wave switched modulator overload conditions 
of this sort arise as the local-oscillator wave approaches 
zero amplitude at half-period intervals and in conse-
quence intermodulation distortion is always present to 
some degree in the output spectrum. Under ideal con-
ditions of instantaneous switching the output spectrum 
would be completely free of distortion products until 
the magnitude of input signals is sufficient to change 
the state of a fully biased diode and thereafter any 
increase in input-signal level results in very rapid increase 
in the levels of intermodulation or cross-modulation 
products at the output. 

2V1.0 

Fig. 2. Diode circuit as seen by local oscillator. 
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It has been shown previously2 that in sine-wave 
switching a series of overload conditions arise during the 
local-oscillator polarity transition as the first overload 
influences the circuit conditions producing second and 
subsequent conditions until complete commutation is 
achieved; in the present treatment only the first overload 
point will be considered since this represents the limit of 
undistorted operation. 

o 

Slope rb 

—v, 

Fig. 3. Idealized diode characteristic. 

The diode model used for analysis is shown in Fig. 3. 
It is assumed that the device possesses high resistance, 
rb, up to an applied forward bias vb and that for any 
applied positive voltage greater than this its resistance 
falls to a small value, r1. The voltage developed across 
the reverse biased diodes is seen to be vf (for a given 
drive current if in each forward biased diode) but an 
applied input signal must develop a further voltage vb 
across the reverse biased diodes before either can be 
turned 'on'. Therefore we may consider the 'off' diodes 
to have characteristics centred on an origin (— vb, 0) so 
that the apparent chord resistance of the 'on' diodes, rc, 
as seen by the local oscillator then becomes 

vf + Ivbi 
rc —  (1) 

if 

Referring to Fig. 1 it is readily demonstrated that the 
voltage developed by the input signal, V;, across the 

conducting diodes is 

rf(RR+ rb) 
= c • ,,, a I R (rb+ rt.) .1 • V; 

and across the 'off' diodes is 

rb(RR + rf) 
Vb. = f \ • y; 

4•I ▪ b mtv. s b rt.) 

= 2V1 {1 rb(RR+1.1)+rt-(Rft +rb)+R,(2RR -1- rb + rf.)} 
 (4) 

It is apparent then that overload will occur by turning 
an 'off' diode 'on' if 

R,[2RR+ Tb+ Tr] 

if re = Vbs 

and by turning an 'on' diode 'off' if 

ifrf = 

Defining 

(5) 

(6) 

rc = arf•  (7) 

we may now evaluate equations (5) and (6) since the 
maximum available input signal power is given by 

P• =  (8) 
2R, 

and we may write (5) as 

ifarf = 0V1  (9) 

and (6) as 

where 

2rf(RR rb)  
0 — 

zxbrf + RR(rb+ rf) 

rf = VI (10) 

x {1 — R,(2RR + rb + rf)  
ren.R+ra+rf(RR+ rb)+R,(2RR+ Tb+ rd} (11) 

and 

rb(RR + rf). 0 
 (12) 

rf(RR+ rb) 

giving voltage overload of an 'off' diode at Ph, given by 

•2 2 2 rf 

— 202R, 

and current overload of an 'on' diode at Pic where 
;2..2 
fr f 

P• = 
202R, 

(13) 

 (14) 

Which of these two conditions (13) or ( 14) arises first 
depends on the operating point of the forward biased 
diodes since the power required to produce voltage 
overload is related to that required to give current 
overload by 

Pi, 2 rZ(RR+ ra2 

Pic rT(RR rb)2 (15) 

 (2) 3. Overload Conditions in the Modulator 
Terminated for Minimum Conversion Loss 
Termination for minimum conversion loss represents 

a particularly simple case since, as is well known,6 the 
 (3) optimum terminating resistance is given by the charac-

teristic impedance of the lattice before overload, i.e. 

It is also possible from elementary network theory to 
derive an expression for V; in terms of VI. This is: 

Rs= RR = R = N/rb rf (16) 
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Under these conditions 

V; = 17i 

Further, by defining the diode switching characteristic in 
terms of a quality factor, n, given by 

n rb  (17) 
rf 

we may write 

giving 

and 

Piv — 2n3 
if2,12r4n+1)2 

p._ ilrf(n + 1)2 

I' 2n 

Therefore, four factors are seen to determine the 
maximum permissible input signal level, rf, n, a, and if. 
The effect of varying the drive level is illustrated in 
Fig. 4 for a typical silicon Schottky barrier diode 
(HP 2900) assuming a forward resistance of 10 û and 
a value n of 50. 

(18) 

(19) 

(20) 

6 

4 

2 

o 
10 

Signal power to produce 
current overload Pic 

Signal power to produce 
voltage overload Pt,, 

)7/ 

'III!! 

10 

Drive diode current if,mA 

(21) 

nature of overload in the ring by examining the per-
formance with varying degrees of mismatch. 

4.1 Degradation of Conversion Loss 

It may readily be shown from the work of Tucker,6 
that the modulator conversion loss in dB is given by: 

[RR+ f(rb+rf)][R,+4(rb+ rf)] — 

L = 20 log •   - -  
2 .v R. RR(rb — rf) 

 (22) 
Now defining 

Rs= kR  (23) 
and 

R R = AkR = AR,  (24) 

then the loss may be written 

[Utz+ 4-(n2 + 1)][kn+¡(n2+1)]— 1 

— 1(n2- 1)2 L — 20 log 
2 -%/2 k n(n2 — 1) 

 (25) 
from which under matched conditions the minimum 
loss is 

n+1 
L.i. = 20 log 2 n — 1 (26) 

The expression for loss (22) is seen to be symmetrical 
in Rs and R R so that mismatch at source or load with 
the other termination in each case maintained at opti-
mum results in a loss degradation ALI of 

{(1 + k)2} 
ALI = 10 log 

4k 
(27) 

If deliberate mismatch exists at either port then the 
termination at the other port may be adjusted for 
minimum loss by making 

kn2+2n+k 

A"Pt = k(n2 + 2kn + 1) 

!Ili, and under these conditions AL2 reduces to 
100 

Fig. 4. Modulator terminated for minimum conversion loss; signal 
handling capacity. 

4. Effects of Impedance Mismatch 

The effects of mismatch at source and load ports of 
the modulator are of interest for two reasons. 

(a) Variations in circuit component values and tran-
sistor parameters due to tolerances and temperature 
changes can result in wide variations in the impedances 
presented to the modulator when noise figure considera-
tions prevent the use of attenuator pads to buffer the 
modulator from associated circuitry. It will be shown 
that this can result in severe degradation in signal 
handling capacity while only small changes in conversion 
loss are appreciable. 

(b) Deliberate mismatch can result in enhanced signal 
handling capacity at the expense of small increases in 
loss and in particular much can be deduced about the 

(28) 

AL2 = 10 log {[(n2 + 1)+2kn][kn2 + k + 2n]). (29) 
k(n +1)4 

4.2 Signal Handling Capacity 

Equation (4) may now be written in terms of k, 2 and 
n, giving 

k[2kAn+ n2 + 1] 
V; = 2V1{1   

n[kAn+ 1] + n+ k[2kAn+ n2 + 1]} 

 (30) 
and again solving this and equations (2)—(8) for VI, in 
terms of if, a, r1, n, k and A permits evaluation of n and 
FL, the powers required respectively to produce voltage 
overload and current overload under mismatched 
conditions. 

Four situations are of particular interest. 

4.2.1 Source mismatched, load fixed at R 

Here 2 in equation (24) is set to (1/k). 
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Experimental results  
• load mismatched 
x source mismatched 

This gives 

i.e. 

leading to 

and 

Vbs = --•  V; 
n+1 

Vi = 2n 
arf(n + 1)(1+ k) 

 (31) 

 (32) 

ibc2rf(n + 1)2(1+ k)2 
—  (33) 

8kn3 

P, 
= = 10 log {(1+k)2----} dB  (34) 
r iv 4k 

which is, as expected, identical to the increase in modu-
lator conversion loss. A similar calculation for Plh, gives 

as before. 

AP ic = 10 log 
f(l+k)21. 

1 4k f 

àP„ (load mismatched) 

AP,,,LP,c and &I 
(source mismatched) 

dB 

/2„(load mismatched) 

iNF,,,,i5P,c and ALI 
(source mismatched) 

o az 0.4 0.6 0 2 3 4 5 6 7 8 9 10 

-2 

-4 

Kc(load mismatched) 6 

—8 

—10 

(load mismatched) 

• • 

Fig. 5. Variation of signal handling capacity. One termination 
fixed at R.95. 

4.2.2 Load mismatched, source fixed at R 

As indicated earlier, the variation of loss with load 
mismatch is identical to that observed under source 
mismatch conditions but to avoid confusion we will 
define 

RR= xR 

R.= x0R 

APic = 10 log { 

giving 

i.e. 

2n(xn + 1)  
, rbs — Vi 

(x + 1)(n + 1)2 

ibc2rf(x + 1)2(n + 1)4 

Pir = 8n3(xn + 1)2 

which for n 1 gives 

APi,„ — 10 log 
f(1 + x)21 

1 4x2 f 
Again calculating the current overload point 

(1 + x)21 

4 J 
These relationships are plotted in Fig. 5. 

 (35) 4.2.3 Source mismatched, load optimized for 
minimum conversion loss 

In this situation takes the optimum value 
tion (28) resulting in 

n[ke + 3n2 + 3kn +1] v  

Vbs = [kn2 + 2n + k][2kn+ n2+1] 1 

ibc2rf f(kn2+ 2n + k)(2kn+ n2+1)12 ...(44) 

= 2kn n(kn3 + 3n2+ 3kn + 1) J 

giving 

or 

of equa-

(43) 

kn2(n2+6)+2n(k2 +1)(n2+1)+k} 
= 20 log {  _ dB 

(n + 1)(kn3 + 3n2 + 3kn + 1) 
 (45) 

which for n» 1, k gives 

2(k2 + 1)+ kn} dB  (46) An= 20 log { _ 
Vik(nk+3) 

Similarly 

1 
An= 20 log — x 

(kn2 +2n+ k)(2kn+ n2+1) 

(n + 1)[(kn2+ 2n + k)+n(2kn+ n2 dB+1)] 
 (47) 

which for n» 1, k gives 

cti 
= 20 log { 4=.7 I dB  (48) 

Uk n+k 

These relationships are plotted in Fig. 6. 

4.2.4 Load mismatched, source optimized for 
(36) minimum loss 

In this case O takes the value 

xn2+2n+x 
eoPt — x(2xn +n2+1) 

n(xn + 1) 
b.  (38) •V 
V= xn2+2n+x 

(37) 

with, for this case, O = 1Ix and R defined as before. 

Calculating as before 

n(xn+1) v, 

Vbj= xn2+2n+x 

468 
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Fig. 6. Variation of signal handling capacity. Source mismatched, 
load optimized. 

giving 

i?ce2 rf(xn2 +2n + x)2 

n3(xn + 1)2 • 2x0„p, 

which gives 

AP1 = 10 log {(2xn + n2 + 1)(xn2 + 2n +x)} 
(xn + 1)2(n + 1)2 

which for n» 1 approximates to 

n+ } 

dB (52) 

An 2x = 10 log dB  (53) 
x(n + 2) 

Similarly, the current overload point is given by 

erf(xn2 + 2n + x)2 
PL =  (54) 

2xn0„p,(n + x)2 

giving 

= 10 log {(xn2 + 2n + 1)(2xn + n2 + 1)1 dB (55) 
(n + 1)2(n + x)2 

which forin » 1 gives 

= 10 log 
{ x(n + 2/x)} 

n + 2 dB  (56) 

These results are plotted in Fig. 7. 

5. Discussion of Results 

5.1 Experimental Ring Modulator 

The theoretical treatment of the foregoing section has 
assumed a single high-level interfering signal and this is 
a situation commonly encountered when receiving 
equipment is operated in the vicinity of a transmitter. 
In this environment the predominant effect of a modu-
lated interfering signal is to produce cross-modulation 
distortion in the receiver and the level of 30 % modulated 
interfering signal required to produce a specified degree 
of cross-modulation has, therefore, been taken as a 
means of comparing the performance of practical mixers 
with the predictions of theory. 

e' 6 
'8 5 

4 
'52: 3 

.F 2 e 
AL2 

0 02 04 06 0. 
— 1 

— 2 

— 3 

-4 

-5 

— 6 

— 7 

—8 

-9 

-10 

2 4 6 8 10 

Fig. 7. Variation of signal handling capacity. Load mismatched, 
source optimized. 

(51) It is to be expected that if fast rise-time square-wave 
switching is used little distortion should be apparent 
until the interfering signal level is of sufficient magnitude 
to produce an overload condition of the type mentioned 
above, but once this level has been exceeded a rapid 
increase in distortion should occur. 
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Fig. 8. Overload characteristics indicating effects of mismatch. 
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Figure 8 shows the result of an experiment in which a 
first-order modulation product of a wanted unmodulated 
signal and the local-oscillator was observed while an 
interfering signal 30 % modulated was increased in 
level at the modulator input. As is apparent, at some 
point depending on the value of k, cross-modulation 
of the sidebands from the interfering signal onto the 
wanted product becomes significant and further increase 
in the interfering signal level produces very rapid 
increase in the extent of this effect measured as 'per-
centage cross-modulation'. 

The experimental circuit employed the Schottky-
barrier diodes type HP 2900 of Fig. 4 with transformer 
turns ratios of 1 : 1 + 1, the local-oscillator supply was 
provided by a pulse generator of 75 sx output impedance 
capacitively coupled and operating at a repetition 
frequency of 100 kHz. The cross-modulation test set-up 
was of conventional type as discussed in ref. 3 and 
shown in Fig. 9 and used a 1 .6 MHz crystal band-pass 
filter to isolate the mixer under test from the detecting 
receiver. 

It is apparent from the experimental results plotted 
in Fig. 5 that good agreement is obtained between the 
predictions of theory and the performance of the 
practical circuit under mismatched conditions. 

5.2 Interpretation of Theoretical Results 

It is apparent that if a modulator is designed to work 
at the limit of its signal handling capability it is important 
to ensure that variations in the terminating conditions 
are kept to a minimum. The modulator is seen to be 
relatively insensitive to such variations as far as loss is 
concerned but differences in cross-modulation per-
formance which accompany mismatch could easily 
exceed acceptable limits. For instance, in a modulator 
in which current overload predominates, a 20% mismatch 
at the load with matched input, corresponding to 
k = 0.8, can result in a change in loss of approximately 
0.1 dB but a deterioration in cross-modulation per-
formance from 3 % to 10% (see Fig. 8). 

It is also seen that suitable mismatching can be used 
to equalize Pic and Ph, and thereby increase the overload 
capacity of the modulator. Returning to the early 

470 

50:75 Q 

Receiver 

Fig. 9. 
Cross-modulation 
measuring set. 

diode model of Tucker,' it is apparent that in a modulator 
using these devices a = 1 and consequently it is impos-
sible (from equation ( 15)) for current overload conditions 
to arise before voltage overload. Tucker' suggests that 
by separating the forward and reverse transmission 
paths in the ring Pi,, can be increased, by suitable biasing, 
to approach Pic but the complicated transformers and 
drive circuitry required for this are difficult to realize 
at high frequencies. 

In a practical system it is clear that if noise factor 
considerations are important, mismatch of the modu-
lator is preferable to protecting the device by attenuator 
pads. Again referring to Fig. 5 it is seen that a 6 dB 
discrepancy between 131,, and Pic can be removed by 
making k = 0.5. This is accompanied by an increase 
in loss, and consequently in noise figure of only 0.5 dB 
while resulting in a 3 dB improvement in signal handling 
capacity for the same amount of output distortion. 
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Measurement and Selection of Low Noise 

Avalanche Diodes 

By 

A. T. SULLIVAN, 

B Sc .t 

This paper describes an investigation into methods of testing diodes to find 
those with a predictable and stable noise level, and further describes the noise 
characteristics of some diodes selected by these methods. 

1. Introduction 

It has been shown both theoretically and experi-
mentally that p-n diodes operated in the avalanche 
breakdown region can be used as sources of electrical 
noise. 1.2.6 Special diodes have been manufactured, 
having guard rings and a controlled cross-sectional area 
to ensure uniform breakdown, which will provide a 
noise spectral density inversely proportional to the square 
root of the breakdown current and proportional to the 
breakdown voltage. As a source of noise these diodes 
have the advantages of providing high levels over a wide 
frequency range from a low source impedance, while 
requiring only a d.c. biasing circuit for operation. When 
facilities for manufacturing special diodes are not avail-
able, a method of selecting comparable commercial 
diodes would be very useful. 

2. Selection of Diodes 

The large majority of the diodes tested were found to 
contain excess noise produced by unstable breakdown 
areas. The voltage variation produced by these break-
downs can be large; diodes giving noise voltages in excess 
of 40 mV p-p were measured and this is far in excess of 
the intrinsic avalanche breakdown noise levels to be 
expected. Unstable breakdowns, or microplasms, have 
been describee4.5 and are believed to be similar to those 
in a gas discharge tube, and caused by irregularities in 
the crystal structure of the diode reducing the breakdown 
voltage from the value that would be expected for a 
uniform junction. Such effects should not be present in 
a non-contaminated, linearly graded junction. 

The effects of unstable breakdowns are displayed in 
Figs. 1 and 2, with Fig. 1 showing a portion of a diode 
characteristic about the breakdown voltage. As the 
voltage is increased from zero negligible current flows, 
until the breakdown voltage is exceeded. Then as the 
current increases the voltage decreases in an irregular 
manner, the slope of the V/ relationship in this region 
being controlled by the impedance of the supply. As the 
diode current reaches approximately 70 µA the V/ 
relationship becomes more stable, but a second dis-
continuity appears as the current reaches approximately 
80 µA and the characteristic has become stable as / 
reaches 220 µA. A third discontinuity, is present at the 
top of the figure. Some hysteresis is apparent on all the 
characteristics. 

Each of these areas is due to the breakdown of a fresh 
region of the diode as the voltage increases. The current 

t Department of Electrical and Electronic Engineering, Thames 
Polytechnic, Wellington Street, London, S.E.18. 
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Fig. 1. Expanded diode characteristic showing discontinuities. 

required to flow through each microplasma to Fender it 
stable is approximately 60 ¡tA and the effect of successive 
microplasmas on the characteristic become less as the 
total current increases, because of the shunting effects of 
the breakdown paths already carrying current. 

The initial breakdown is shown in more detail in Fig. 2. 
The instability at the start of current flow was found to 
be present in all diodes which broke down at above 9V, 
while in diodes breaking down below this voltage the 

Diode 
Current 
20µA/div 

I= 0-+ 

Diode Voltage (0.01 V/div)—› 

Fig. 2. Further expansion of diode characteristic. 
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DC dlocle current 

Variable 
d.c. supply 

Fig. 3. Circuit for examining variation of slope resistance with 
diode current. 

initial current was frequently found to flow more uni-
formly. This was thought to be due to the presence of 
some Zener breakdown since the knees of the character-
istics were more rounded. Microplasmas were still found 
at higher current levels in most of the lower voltage 
diodes. 
The diode current waveform was examined in these 

unstable regions, a constant voltage being applied to the 
diode. When this voltage is held at a value where current 
just begins to flow, the current waveform consists of a few 
random, unipolar pulses of constant amplitude, whereas 
when the voltage is increased the current pulses remain 
of the same amplitude but occur more frequently and 
tend to be of larger duration. At voltage levels where the 
microplasma is nearly stable the current remains at the 
level of the pulse amplitude for most of the time, switch-
ing to zero for periods which decrease in duration and 
regularity as the stable position of the characteristic is 
approached. 
The diodes required to produce a predictable noise 

level must be free of these multiple breakdowns and three 
methods were used to eliminate diodes which exhibit 
them. The initial method used a Tektronix curve tracer 
on high sensitivity and with a backing-off voltage to 
reveal rapidly those diodes with large multiple break-
downs. Figures 1 and 2 were obtained by this method. 

A more reliable, though more time-consuming, method 
was to examine the variation of slope resistance with 
diode current. Current levels at which unstabilities exist 
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Fig. 4. Variation of diode slope resistance with breakdown 
current. 

are revealed by discontinuities in this relationship. The 
circuit used is shown in Fig. 3, and Fig. 4 shows the 
resistance current characteristics of several diodes. 

One of the diodes shown here was known to have several 
discontinuities, and gave the irregular characteristic 
marked A. The other diodes gave a smoothly varying 
resistance with diode current, except diode K which can 
be seen to droop slightly above 1.5 mA current. 

A final check was made by inspecting the waveform of 
the noise current existing in the diode for a range of 
applied voltage. While the Gaussian distribution which 
is required cannot be readily identified by this method, a 
non-Gaussian distribution, characteristic of unstable 
microplasmas, frequently could be identified, leading to 
rejection of the diode. Figure 5 shows some typical dis-
tributions obtained. 

The second of these methods was thought to be the most 
promising, but the percentage of commercial breakdown 
diodes free of instabilities is very small and the measure-
ments are unduly lengthy. 

This method is now being modified to operate on a 
swept basis, the graph being plotted on an oscilloscope, 
or X-Y plotter. 

The diodes which have been found so far to be free of 
multiple breakdown effects are all in the low voltage 
region (< 10V). It is hoped that the swept measurement of 
slope resistance will reveal some higher voltage diodes 
from among the larger numbers that may be examined. 

The availability of breakdown diodes free from multiple 
breakdown at lower voltages is possibly due to the presence 
of field emission effects over this range. Breakdown 
diodes which were manufactured to give true avalanche 
breakdown at these voltages were examined but none 
were found free from multiple breakdown effects. 

3. Noise Properties of Selected Diodes 

The diodes that were selected for low noise were further 
investigated in the following ways: 

(i) variation of noise voltage with current, 
(ii) variation of noise voltage with frequency, 

(iii) variation of noise voltage with temperature, 

(iv) amplitude distribution of the noise produced. 

Since the breakdown voltages of the selected diodes were 
close to each other the variation of noise voltage with 
breakdown voltage will not give significant results until 
higher voltage low-noise diodes are found. 

C 
supply 

I Low-noise 
amplifier 
60dB 

Wave-
analyser 

10Hz-50kHz 
BW 
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Fig. 6. Noise measurements. 
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(a) Gaussian (b) Non-Gaussian 

(d) Non-Gaussian 

(c) Non-Gaussian 

(e) Non-Gaussian 

Fig. 5. Amplitude distribution as displayed on oscilloscope. 

The equipment used for these measurements is shown 
in Fig. 6. The biasing circuit and the diode were kept in 
a mu-metal box which also contained the batteries for 
the d.c. supply. A coaxial feed was then taken to the 
low-noise transistor preamplifier. 

The wave analyser provided a constant bandwidth and 
gave a deflexion proportional to the mean rectified value 
of the input voltage, the scale being calibrated to show 
the r.m.s. value of a sine wave. A form factor of 1-05 dB 
was used to correct the r.m.s. reading since the noise was 
assumed to be Gaussian. This assumption was later 
justified. 

The bandwidth of the wave analyser was determined 
using two methods, firstly by varying the source resistance 
connected to a low-noise valve preamplifier of known 
gain. The bandwidth of the measuring circuit was 

obtained from the rate of change of output voltage with 
source resistance. This result was checked later using a 
calibrated noise source of known bandwidth. The wave 
analyser indicator was small and for the measurement of 
narrow band noise had far too low a time-constant. A 
51./A moving-coil meter, shunted to the same sensitivity, 
was found to have a time-constant of 14 seconds. This 
served to average out most of the variations in output 
indication and enabled a fairly accurate reading to be 
taken without too great a delay in time. 

The variation of open-circuit spectral noise density 
with breakdown current is shown for three diodes in 
Fig. 7. The diodes are the same three which exhibited 
smooth resistance—breakdown current relationships. 

All three diodes show a fairly smooth decrease of noise 
with current between 250 mA and 1.5 mA, while diode K, 
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which was seen to have a change of slope above 1.5 mA 
in the earlier graph, shows an increase in noise level start-
ing at this point. The peak noise obtained from diode K 
at 3 mA current is lower than the average for micro-
plasma noise. Diode 0 gives a relationship between the 
spectral noise density, and the breakdown current 4 of 
4.2 x 10-1° VB /B(— 0.4) 

The relationship, theoretically obtained, 6 is a VB /(") 
where a is between 2.6 and 34x 10-1° 

100 

80 

GO 

50 

40 

x— --x Mullard BCZ88 K 

•—• Mul lard BC288 

I. R. Type IZ A 

5 10  I t I I 1 1 1 1 1 1  
01 0.2 03 04 0.6 08 1 2 

Diode breakdown current ( mA) 

Fig. 7. Variation of spectral noise density with breakdown 
current. 

3' 

The variation of this noise voltage with frequency was 
investigated between 10 Hz and 50 kHz and was found 
to be flat, for 1 mA current, within the limits of measure-
ment. 
The variation of spectral noise density with temperature 

was found to be less than measurable over the temperature 
range — 10° to + 90°C. 
The results of measurement of the amplitude distri-

bution of the noise waveform are shown in Fig. 8 where 
it can be seen to be almost indistinguishable from a 
Gaussian distribution. These measurements were made 
with a probability density analyser. 

4. Conclusions 
A small number of diodes had been obtained in which 

the noise is close to that predicted theoretically. The 
fraction of commercially available diodes where this is 
the case is extremely small, at present none have been 
found with a breakdown above 8.5 V. 
The test of slope resistance for varying breakdown 

currents seems the most effective way of selecting the 
diodes, and when done on a swept measuring basis 
should enable sufficient numbers of these diodes to be 
selected. This measurement could in addition be used to 
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Fig. 8. Amplitude distribution function. 

select diodes with a lower slope resistance over a specific 
current range for normal circuit use. Since the presence 
of multiple breakdowns may be regarded as a sign of 
unreliability the method of selection recommended here 
may prove more useful in providing a source of lower 
noise diodes of improved reliability than in enabling 
diodes to be selected as generators of predictable noise 
levels. 
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The Laser Triggered Spark Gap 

By 

S. H. KHAN, 

D.Phil. t 

Investigates the feasibility of the laser beam as a trigger for high-voltage gaps. 
The formative times are studied as a function of the working voltage for different 
values of pressure, gap spacing and laser power. A low jitter was obtained, of 
the order of ± 1 ns for a delay of up to 20 ns, making the laser suitable for 
triggering multiple arc gaps. 

1. Introduction 

There is considerable interest in switching high 
voltages in the range of 10-1000 kV, with the minimum of 
delay and jitter. Delays of a few nanoseconds with 
assured, reasonable freedom from jitter are of 
considerable importance in work requiring synchro-
nization, such as the pulsed line acceleration of electron 
rings.' 

The general requirements of a spark-gap switch are 
two-fold: (a) it must be able to take the full voltage 
applied to it; and (b) it must be able to conduct on 
demand. For this it is necessary that enough primary 
electrons be present to initiate the discharge and the gap 
voltage must be sufficiently high. The primary electrons 
are generally provided by ultra-violet or other irradiation 
of the gap, while a third or fourth trigger electrode is 
used to supply a voltage pulse that would disturb an 
existing voltage distribution and provide sufficient gap 
voltage. Such methods work quite well up to 70-80 kV, 
beyond which the problems posed by proper insulation 
and voltage division are quite enormous. The laser 
offers an alternative triggering device which is basically 
safer and simpler to use as it is isolated electrically 
from the spark gap. Moreover, a two-electrode con-
figuration has obvious advantages from the engineering 
design point of view. 

2. General Theory 

For several years now, the laser has been a source of 
copious ionization from metallic targets as well as from 
gases when a sufficiently high-powered laser is focused 
in them.'" The emission is intense and has a definite 
temporal relation with the laser spike, delay times of the 
order of a few nanoseconds being obtained when the 
laser is operating in the Q-switched mode. It was the 
possibility of such ultra-fast synchronization between 
the laser and the emission pulses that first made the laser 
look promising as a trigger for spark gaps."' 
Basically the laser trigger operates by injecting a plasma 
blob into the gap such that the concentration of space 
charge serves to distort the applied electric field, E, in 
the gap. When focused in the gap, a multiphoton process 
could generate as many electrons as there are atoms in 
the gas, with electron temperatures as high as 60 eV and 
velocities of the ionization front approaching 107 cm/s.' 
Similarly when the laser is focused on an electrode, a 
current density of several amperes per square centimetre 
can be emitted with electron velocities in excess of 
106 cm/s. 1-4 The latter emission is believed to be 
thermionic in origin. A local hot spot is produced at the 

t Formerly Department of Engineering Science, University of 
Oxford; now with Pakistan Institute of Nuclear Science and 
Technology, Islamabad. 

tf — 
pvA exp (BElp) 

where tf = formative time 
N. = initial electron number 
= critical electron number (109) 

laser focus whose temperature has been estimated at 
several thousand degrees Celsius.' 

There is a definite laser power threshold when the 
laser is focused in a gas below which gas breakdown 
does not occur. Generally less power is required to 
initiate breakdown when the laser is focused on an 
electrode." Economy of power is desirable for 
multiple-gap switching, hence focusing on an electrode 
surface was investigated. 

3. Triggering Mechanism 

When focused on an electrode, the laser is believed to 
supply the two essential requisites for fast gap breakdown: 
(1) the primary electrons and (2) an over-volting 
mechanism. Copious plasma emission takes place, whose 
violent nature can be judged by comparing with con-
ventional ultra-violet irradiation of spark gaps, where 
the strongest possible sources (auxiliary spark gaps) are 
capable of generating photo-electric currents of the order 
of 10-12 A/cm2 only. Lasers generate several A/cm2. 
Furthermore, a current of the order of 10-12 A/cm2 is 
regarded as adequate in removing statistical time delay 
and so the delay in laser triggered spark gaps may be 
regarded as being entirely formative in nature. 

It is suggested that the intense laser-produced plasma 
at a target electrode would serve to distort the applied 
electric field resulting in either an effective over-volting 
of the gap or the formation of a streamer in the gap. 
The following m..y happen: 

(a) The high-speed high-conductivity plasma generated 
by the laser would reduce the effective gap spacing 
due to the extension of the virtual cathode in the 
gap. i2 

(b) There could be a reduction in the effective static 
gap breakdown voltage, Vs, due to the intensity 
of the laser light. This would be similar in origin 
but far greater in magnitude than the reduction 
in Vs mentioned by, say, Brinkman and Meek. 15.16 

(c) The critical carrier number, Arc is reached at the 
point in the avalanche started by the laser at 
which a streamer is generated with velocities of 
108-109 cm/s, compared with avalanche speeds 
of about 107 cm/s. The formative time may then 
be regarded as being made up entirely of the time 
taken to reach this transition point and would be 
given by the equation" ' 18 

log NC/NO 
(1) 
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y = avalanche drift velocity 
E = applied electric field 
p = gas pressure 

A, B are constants. 

The relationship between tr and Elp would be expected 
to be inverse exponential while tf would vary inversely 
as the gas pressure p, for a constant value of Elp. 
Because of the effect of the laser-induced plasma bridging 
the gap, shorter gap spacings may be expected to give 
smaller formative time delays. The effect of laser power 
can be deduced from a simplified evaluation of the 
temperature of the spot where the laser is focused. The 
one-dimensional theory of the growth of temperature 
at the laser focus can be shown13 ,21, 22 to predict the 

surface temperature as 

2SF 
T —  r pck)* [t — (t — 

where S = 
F= 
p= 
c = 
k 
t = 

absorption coefficient of the solid 
laser power density in W/cm2 
density of the electrode material 
specific heat 
thermal conductivity 
time after the start of the laser pulse 
duration of the laser pulse 

.... (2) 

The term temperature evidently needs re-defining, 
since according to equation (2) even a refractory material 
like tungsten would have vaporized within 5 ns, when a 
laser pulse of power 7 MW and duration 20 ns is focused 
to a 1 mm diameter spot. According to the energy 
balance drawn up by Ehler,3 the laser energy after 
vaporization is utilized in heating and maintaining the 
plasma temperature. He estimated that only 3 % of the 
laser energy is used to heat the target while 86% is 
absorbed in the plasma produced, the remainder being 
lost by reflexion and scattering. 

The emission current would then be given by the 
well-known Richardson-Dushman equation: 

J = aT2 exp (— bIT) A/cm' (3) 

where a, b, are constants and T is the surface 
temperature. 
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J is more strongly dependent on the exponential term 
than on the term aT2. Thus a 1% change in T would 
produce a 2% change in aT2 but a 20% change in the 
value of exp (— bIT). Since the temperature is directly 
dependent on the laser power density F (equation (2)) and 
hence the laser power P for a given focusing condition, 
the formative time tr may be expected to vary in an 
inverse exponential manner with the laser power. 
These predictions will now be compared with the 
experimental results. 

4. Experimental Arrangement 

Figure 1 shows the various assemblies and components 
of the experimental method. The Q-switched laser was 
capable of powers of up to 15 MW in a single pulse of 
duration of about 15 ns. Q-switching was achieved by 
using an approximate 10-6 M (molar) solution of 
cryptocyanine in methanol. The same solution could be 
used for several hundred shots before any deterioration 
in the laser pulse was observed. The laser power could 
be measured either with a calibrated carbon-cone 
calorimeter or with an ADP crystal device' which 
allowed a direct read-out of the laser power, its calibration 
being 15 mV/MW. The laser power was measured at 
the beginning and at the end of every set of observations; 
a fast photodiode/oscilloscope system provided a direct 
comparison of the power from shot to shot. 

The spark gap had a working range of 5-55 kV and 
1-5 atmospheres. By means of a 10 cm lens, the laser 
radiation could be focused at grazing incidence when 
5 cm diameter hemispheres were used as electrodes; but 
when plane parallel electrodes were used the laser 
radiation was fired axially through a 2.5 min hole in the 
earthed electrode. The gap could be varied between 
1-15 mm and its spacing measured accurately to 0.1 mm. 
In the preliminary experiment, a 1000 pF, 100 kV 
capacitor was charged through a 200 MS1 resistor. 
Later a 100 kV coaxial cable was used instead, and a 
much sharper pulse front (with a rise-time of about 5 ns) 
was obtained. 
Breakdown was monitored by means of a resistive 

voltage divider which, together with the Tektronix 519 

250pF 

'Voltage divider 

1 

Suitable K) 
cable delay K) 

e 

Formative time 
measured between 
10% points A and B 

TEK 519 

o 

Fig. 1. 
Experimental arrangement. 



THE LASER TRIGGERED SPARK GAP 

(a) Formative time vs. working voltage. Air-gap: 9 mm; 
= 29.0 kV; 1 atm. 

No. kV No. kV 
1-3 27.5 7-9 25-0 
4-6 26-0 10-13 24-0 

5 MW; 50 ns/cm; cable delay 23.6 ns. 

(b) Typical jitter study. Air-gap: 4.8 mm; 3 atm; „ = 39.0 kV. 

No. kV 
14-17 29-0 
18-22 27.5 

7.8 MW; 20 ns/cm; cable delay 13.5 ns. 

Fig. 2. Typical oscillograms. 

oscilloscope, gave a response time of better than 3 ns. 
The attenuation factor was about 300: 1. Both the 
photo-diode signal monitoring the laser radiation and the 
breakdown signal from the divider could be shown on 
the same sweep, through T-connectors, or the break-
down signal alone could be shown, the sweep being 
triggered externally by the laser signal (Fig. 2). The 

October 1971 

delay was measured between the 10% points as at A and 
B; the cable plus optical delays were subtracted to give 
the correct formative time delay tr. The gases were 
filtered and dried before being introduced into the gap. 

5. Experimental Results with Air in the Gap 

The major series of investigations was carried out with 
clean dry air in the gap. Two possible focusing angles— 
grazing or axial—were studied, the results being shown 
in Fig. 3. The laser power was about 5 MW. Delays of 
less than 1 ns were obtained when the laser was 
focused at axial incidence on the cathode at a working 
voltage of 90 % of V.; while at 80% of V the delay was 
about 13 ns for the axial mode and about 40 ns for grazing 
incidence. Quite fast switching was also obtained with 
grazing incidence on the earthed anode but axial 
focusing on the cathode seemed to give the fastest 
switching. It may be explained on grounds of the greater 
laser power density which leads to faster surface heating 
of the electrode. Axial focusing on the h.t. cathode was 
thus used throughout the remainder of the experiment, 
and the effect of gap spacing d, the gas pressure p, and 
the laser power P, on the formative time tr was studied 
as shown in Figs. 4-7. 22 

5.1 Effect of the Gap Spacing d 
A set of results was obtained for air, where the 

pressure was constant (1 atmosphere) while the formative 
times were plotted against V/ V. for three different values 

200 

tf ( ns) 

150 

100 

50 

(a) 

(b) 

(c) 

Air, 1 atm 

= 26.5kV 

P 5MW 

(a) Grazing incidence 
on anode 

(b) Grazing incidence 
on cathode 

(c) Axial incidence 
on cathode 

is/. In 
50 

100 

Fig. 3. Effect of laser incidence angle on the formative time, tr. 
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of the gap spacing (Fig. 4). Each data point is the mean 
of three observations, typical oscillograms for the 9 mm 
gap being shown in Fig. 2. The method of introducing 
both the laser signal (from the photo-diode) and the 
breakdown signal from the voltage divider on to the same 
sweep was advantageous as it allowed a study of possible 
variations in the laser pulse itself. The laser was found 
to show a worst possible variation of + 10% in 
amplitude or duration. 

The curves in Fig. 4 show that V/ Vs varies with d. 
This may be due to the increased distance of travel for 
the avalanche, and points to the possible applicability of 
the 'virtual cathode' theory. 

50 

9rnm 13mm 

6 mms •.„,. 

x x 

Air,1atm 

P'.-`4 5 MW 

*ea. 

0 50 100 

eb, 

Fig. 4. Effect of gap spacing, d, on the formative time, tr. 

5.2 Effect of Gas Pressure p 
The effect of gas pressure on the formative time can be 

seen from Fig. 5. The laser power was constant at 
5.5 MW, while a 6.4 mm gap was used. The dependence 
on pressure is a linear one as shown by the inset in 
Fig. 5, where the working voltage at each pressure point 
was such that Elp was constant at 31 V/cm-torr. 

5.3 Effect of Small Gap Spacings 

Figure 6 shows the results obtained for gap spacings 
of 1.8 mm and 3.6 mm. Each data point is again the 
average of three observations and the electric field in 
the gap was uniform since plane parallel electrodes were 
used. At a pressure of 4 atmospheres the curves for gaps 
of 1.8 mm and 3.6 mm coincide. This seems to contradict 
the results of Fig. 4 which shows an increase in tf with d, 
at constant pressure. However, this anomalous result 
may be explained from photographs of the plasma 'blob' 
generated at an electrode surface which is seen to extend 
about 3 mm from the electrode surface. It would seem 
therefore that because of the plasma cloud the gap 
spacing has an effect on the formative times only for 
values of d greater than 4 mm or so. 
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tf (ns) 

150 

100 

50 

A 

20 

ft ( ns) 

10 

d= 6 4mm 

P= 5 5 MW 

---- 75% 
- 

O V 15 20 25 30 

Abs. pressure ( atm) 

27 atm 

Vs= 52.5kV 

17 atm 

32.5 kV 

50 100 

Fig. 5. Effect of gas pressure, p, on the formative time, tr. 

O 1-8mm. 4 atm 

X 18mm, 5atm 

• 3 6mm, 4 atm 

• 5MW 

100 

v/Vs 

Fig. 6. Formative times for short gap spacings. 
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5.4 Effect of Laser Power 

The effect of changing the laser power is shown in 
Fig. 7. The laser radiation was incident axially on the 
cathode which was made of tungsten instead of the brass 
used in the previous experiments. The inset shows the 
vatiation of tr with laser power for a fixed value of the 
working voltage ( V/ Vs = 75%), the laser power being 
controlled by interposing various dielectric filters in the 
beam path. 

150 

/1 ( ns) 

100 

50 

o 

{d = 4 8mm 
Air 

p = 3 atm 

\78 MW 

1 61-,,IW 

S. 

50 

(ns) 

10 

o 

= 75% 

t 

4 8 10 

Laser power P ( wet) 

oie 
50 100 

Fig. 7. Effect of laser power, P, on the formative time, tf. 

5.5 Study of Jitter 

For reliable operation, the laser-triggered spark gap 
must have small jitter, i.e. the random variations in the 
formative time delay should be small. The 'jitter' has 
been computed as the standard deviation about the mean 
formative time from oscillograms such as those shown in 
Fig. 2. The results were quite encouraging. Figure 8(a) 
indicates that the jitter is only about + 1 ns at 60% of Vs, 
increasing rapidly below that value. Another way of 
evaluating the jitter is as a function of the formative 
time as shown in Fig. 8(b), in which it appeared to be 
no more than + 1 ns for formative times up to 20 ns. 
The biggest cause of jitter was believed to be in the 

laser itself. It is necessary here to distinguish between 
two kinds of jitter There is first of all the random 
appearance of the laser pulse with respect to the flash-
tube that excites the ruby crystal. This depends on the 
method employed for Q-switching. It is about 50 kis 
when a rotating mirror is used, about 10 i.ts for the 
passive cryptocyanine cell employed in the experiments 
above, a few tens of nanoseconds for the Kerr cell and 
about 7 ns for the Pockell's cell (Korad Model k-QS2). 
This type of jitter was not considered in these experi-
ments as the formative delays were measured with 
respect to the arrival of the laser pulse at the electrode 
surface. The other cause of jitter, and the one studied 

here, was due to variations in the laser power from shot 
to shot. The worst possible variation in the laser ampli-
tude was + 10%. This was believed to be the biggest 
cause of jitter, since variations in the working voltage 
(once it is set by the d.c. supply) or the gap pressure 
(kept constant by the pressurized gas cylinder and the 
inlet valve) may be neglected. Adequate cooling and a 
constant rate of laser fire would reduce this. 

There seems to be a 'fast' region of laser triggered 
breakdown lying between 60-90 % of the static breakdown 
voltage Vs and showing small jitter. 

6. Conclusions 

The laser appears to be a very useful trigger for 
spark gaps. The laser power required is not very high, 
5-7 MW being ample when the beam is focused axially 
on the cathode. For a given value of pd (pressure x gap 
spacing) faster switching is obtained for smaller gaps and 
higher pressures, though no advantage seemed to 
accrue by reducing the gap below 3 mm. The jitter is 
small, being + 0.1 ns for a formative delay of 1 ns and 
+1 ns for a delay of up to 20 ns. The results can be ex-
plained qualitatively by considering the distortion in the 
applied electric field by the laser-induced plasma in the 
gap. The low jitter makes the laser extremely suitable 
for triggering multiple-arc gaps without any transit time 
isolation between them. Since the working voltage in 
the gap is generally much lower than the static break-
down voltage, the laser triggered gap also appears to be 
free from premature breakdown which had posed 
problems in the fast, low jitter field distortion gaps.» 
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